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#### Abstract

In this article, we study a rich and complex phenomena of planar piecewise linear systems having two domains of which the separation curves are not straight. We show that for positive integers $n$ and $m$ and non-negative integers $n_{1}, n_{2}, \ldots, n_{m}$, there exist two types of piecewise linear systems: one has a period annulus possessing exactly $n$ critical periods; the other has $m$ period annuli possessing exactly $n_{1}, n_{2}, \ldots, n_{m}$ critical periods. Moreover, an algebraic curve can be chosen as the separation line in system of the first type.


## 1. Introduction

One of the important problems in qualitative theory of planar differential equations is studying centers of systems. Here an isolated singularity $O$ is called a center if there is a neighborhood $U$ of $O$ where all trajectories in $U \backslash O$ are closed. By a period annulus, we mean the largest such neighborhood. A period annulus $\Omega$ of a center $O$ can be parameterized by an analytic curve $\Gamma$ which is transversal to the orbits in $\Omega$ and we denote by $T(\xi)$, called period function, the minimal positive period of the orbit passing through $\xi \in \Gamma$. In the literature, value $\xi_{0} \in \Gamma$ is said to be a critical period if $T^{\prime}\left(\xi_{0}\right)=0$. It is not difficult to verify that the number of critical periods is independent of the choice of its parametrization. In particular, $O$ is called an isochronous center if $T(\xi)$ is a constant function.

Related to the center and period function, many efforts are made to determine the uniform maximal number $H(n)$ of critical periods, analogue to Hilbert's sixteenth problem which asks for the uniform upper bound of the number of limit cycles (see [9] and reference therein), in all polynomial systems $\dot{x}=P_{n}(x, y), \dot{y}=Q_{n}(x, y)$, where $P_{n}(x, y), Q_{n}(x, y)$ are two polynomials of degree at most $n$. Meanwhile, many interesting results have been obtained. For example, the authors in [1] proved that for any given polynomial system, there are at most a finite number of critical periods in a period annulus contained in a compact region. And the lower bound of $H(n)$, found in [2] to be linear with respect to $n$, was improved later in [6] to be a quadratic function of $n$.

[^0]Attention is also paid to other aspects of center and period function, such as to isochronicity which can be seen in [3, 8, 10] and reference therein, to bifurcation of critical periods (see for instance [7]), as well as to application (see [5, 11]).

In general, more complex phenomena could appear in planar polynomial systems as their degrees increase, meanwhile a planar piecewise linear system with a complicated separation line can also present rich dynamic behaviors, see for instance [13] about number of limit cycles in a piecewise linear system of which the separation line is not a straight line (see its definition below). By the way, piecewise smooth perturbations of an isochronous center also draw some attention, readers are referred to [12].

Although there are many attractive results about center and critical periods in planar polynomial systems, to the best of our knowledge, only a few related conclusions have been drawn in planar piecewise systems, especially in planar piecewise linear systems. Thus in this paper, the authors focus on the latter. More precisely, this paper aims at the number of critical periods of the piecewise linear systems.

Here, for convenience, we give some notation of piecewise systems, which can be traced back to Filippov [4]. If the whole plane $\mathbb{R}^{2}$ is divided into two domains $I_{1}$ and $I_{2}$ by a continuous line $\gamma$ called a separation line in this paper, and smooth systems $X_{1}$ and $X_{2}$ are set in $I_{1}$ and $I_{2}$ respectively, then a piecewise smooth system $X=\left(X_{1}, X_{2}\right)$ comes into being. In particular, $X=\left(X_{1}, X_{2}\right)$ is called a piecewise linear system provided that $X_{1}, X_{2}$ are both linear systems.

As for the points on the separation line $\gamma$, they can be classified into four types: sliding points;escaping points;sewing points, and tangent points. By a sliding point (resp, escaping point), we mean a point $p \in \gamma$ such that $X_{1}(p)$ and $X_{2}(p)$ point inward (resp, outward) $\gamma$. A point $p \in \gamma$ is said to be a sewing point if $X_{1}(p)$ and $X_{2}(p)$ are transversal to $\gamma$ and point to the same direction. And a tangent point $p \in \gamma$ means either $X_{1}(p)$ or $X_{2}(p)$ is tangent to $\gamma$.

In a piecewise system, a period annulus, similar to that in an analytic system, is also a simply connected neighbourhood of a point $O$, called a $\Sigma$-center, in which all orbits are closed around $O$ and intersect the separation line only at sewing points. Similarly, period function and critical period can also be defined in a piecewise system. With these notation, three main results of this paper can be stated as follows:

Theorem 1.1. For any integer $n \geq 1$, there exists a piecewise linear system with only one period annulus which has exactly $n$ critical periods. Moreover, an algebraic curve can be chosen as the separation line.

For the case of more than one annuli, we have another two results:
Theorem 1.2. For any integer $m \geq 2$, there is a piecewise linear system with exactly $m$ period annuli which have no critical period, namely, the period functions are all monotonic.

Theorem 1.3. For any integer $m \geq 2$ and any m-tuple $\left(n_{1}, n_{2}, \ldots, n_{m}\right)$ of nonnegative integers, there exists a piecewise linear system with exactly m period annuli $\Omega_{1}, \Omega_{2}, \ldots, \Omega_{m}$, which have exactly $n_{1}, n_{2}, \ldots, n_{m}$ critical periods, respectively.

This article is organized as follows. In section 2, we give the proof of Theorem 1.1 while the construction processes of the piecewise linear systems in Theorem 1.2 and 1.3 are given in section 3 and 4 respectively.

## 2. Proof of Theorem 1.1

Let $f$ be a function defined on an interval $I \subset \mathbb{R}$. We denote the graph of $f$ by $\operatorname{Gr}(f)=\{(x, f(x)): x \in I\}$. In this section, $f$ is an even polynomial on $\mathbb{R}$,

$$
\begin{equation*}
f(x)=c \sum_{i=0}^{n} \frac{a_{i}}{2 i+1} x^{2 i+2} \tag{2.1}
\end{equation*}
$$

where the coefficients $a_{1}, a_{2}, \ldots, a_{n}$ are chosen such that

$$
\begin{equation*}
\sum_{i=0}^{n} a_{i} y^{i}=\left(y-1^{2}\right)\left(y-2^{2}\right) \ldots\left(y-n^{2}\right), \quad \forall y \in \mathbb{R} \tag{2.2}
\end{equation*}
$$

and $c>0$ is a constant number to be determined below. Then the whole plane is parted by $\operatorname{Gr}(f)$ into two domains: upper domain $I=\{(x, y): y>f(x), x \in \mathbb{R}\}$ and lower domain $I I=\{(x, y): y<f(x), x \in \mathbb{R}\}$. See Figure 1 for its diagram.


Figure 1. Diagram of the piecewise linear system in Section 2.


Figure 2.

In domains $I$ and $I I$, we set linear systems of center type

$$
X_{1}:\left\{\begin{array}{l}
\dot{x}=-a y \\
\dot{y}=a x
\end{array}\right.
$$

and

$$
X_{2}:\left\{\begin{array}{l}
\dot{x}=-b y \\
\dot{y}=b x
\end{array}\right.
$$

where $a$ and $b$ are two distinct positive numbers. Thus a piecewise linear system $X=\left(X_{1}, X_{2}\right)$ of center-center type has been obtained. In the systems $X_{1}$ and $X_{2}$, the trajectories are all circular arcs centered at $(0,0)$, consequently, the orbits of $X$ are also circles (see Figure 1).

Below we show that there is exactly a period annulus in $X$. As

$$
f^{\prime}(x)=c \sum_{i=0}^{n} \frac{2 i+2}{2 i+1} a_{i} x^{2 i+1}
$$

and

$$
-\frac{x}{f(x)}= \begin{cases}-\frac{x}{c \sum_{i=0}^{n} \frac{a_{i}}{2 i+1} x^{2 i+2}}, & \text { if } f(x) \neq 0 \\ \infty, & \text { if } f(x)=0\end{cases}
$$

represent the slopes of the graph of $f(x)$ and the orbit of $X_{1}$ (or $X_{2}$ ) at $(x, f(x))$ respectively (see Figure 2 for its diagram), then $c>0$ can be chosen sufficiently small such that

$$
\left|f^{\prime}(x)\right|<\left|\frac{x}{f(x)}\right|, \quad|x| \leq F_{0}
$$

where $F_{0}$ is the largest positive real root of $f^{\prime}(x)$. Since when $x>F_{0}, f^{\prime}(x)>0>$ $-x / f(x)$, there is a period annulus in $X$ containing the whole plane with period function $T(x)$.

The following is some information about $T(x)$ and its derivatives.
Lemma 2.1. Let $Y$ be a linear system having a center at $(0,0)$,

$$
Y:\left\{\begin{array}{l}
\dot{x}=-a y, \\
\dot{y}=a x,
\end{array}\right.
$$

where $a>0$. Then the time between $A(x, y)(x>0)$ and $B\left(0, \sqrt{x^{2}+y^{2}}\right)$ which are in the same orbit of $Y$ (see Figure 3) is $\frac{1}{a}\left(\frac{\pi}{2}-\arctan \frac{y}{x}\right)$. Moreover, the time between $C\left(0,-\sqrt{x^{2}+y^{2}}\right)$ and $A(x, y)(x>0)$ is $\frac{1}{a}\left(\frac{\pi}{2}+\arctan \frac{y}{x}\right)$.


Figure 3. Diagram for Lemma 2.1

Proof. The linear system $Y$ can be transformed, by direct computation, into the system in polar coordinates,

$$
\begin{aligned}
& \dot{r}=0, \\
& \dot{\theta}=a,
\end{aligned}
$$

where $r=\sqrt{x^{2}+y^{2}}$ and $\theta=\arctan (y / x)$.
Since $A(x, y)$ and $B\left(0, \sqrt{x^{2}+y^{2}}\right)$ correspond to $\left(\sqrt{x^{2}+y^{2}}, \arctan (y / x)\right)$ and $\left(\sqrt{x^{2}+y^{2}}, \frac{\pi}{2}\right)$ respectively in polar coordinates, thus the time from $A(x, y)(x>0)$ to $B\left(0, \sqrt{x^{2}+y^{2}}\right)$ is $\frac{1}{a}\left(\frac{\pi}{2}-\arctan \frac{y}{x}\right)$.

Similarly, the second result of this lemma holds.
Lemma 2.2. The sign of $T^{\prime}(x)$ depends on $(f(x) / x)^{\prime}$.
Proof. Based on the trajectories of $X_{1}$ and $X_{2}$, the closed orbits of $X$ have to intersect the graph of $f(x)$. By Lemma 2.1 and the even property of $f(x)$, we have that

$$
T(x)=2\left(\frac{1}{a}\left(\frac{\pi}{2}-\arctan \frac{f(x)}{x}\right)+\frac{1}{b}\left(\frac{\pi}{2}+\arctan \frac{f(x)}{x}\right)\right),
$$

then by direct computation,

$$
T^{\prime}(x)=\left(\frac{2}{b}-\frac{2}{a}\right) \frac{\left(\frac{f(x)}{x}\right)^{\prime}}{1+\left(\frac{f(x)}{x}\right)^{2}} .
$$

Thus the conclusion follows.

Now we prove Theorem 1.1. The expression (2.1) implies that

$$
\begin{align*}
\left(\frac{f(x)}{x}\right)^{\prime} & =\left(c \sum_{i=0}^{n} \frac{a_{i}}{2 i+1} x^{2 i+1}\right)^{\prime} \\
& =c \sum_{i=0}^{n} a_{i} x^{2 i}  \tag{2.3}\\
& =c\left(x^{2}-1^{2}\right)\left(x^{2}-2^{2}\right) \ldots\left(x^{2}-n^{2}\right)
\end{align*}
$$

which shows that $\left(\frac{f(x)}{x}\right)^{\prime}$ has $n$ distinct positive zeros that are all simple: $1, \ldots, n$.
We calculate the second derivative of $T(x)$ as follows:

$$
\begin{equation*}
T^{\prime \prime}(x)=\left(\frac{2}{b}-\frac{2}{a}\right)\left(\frac{\left(\frac{f(x)}{x}\right)^{\prime \prime}}{1+\left(\frac{f(x)}{x}\right)^{2}}-\frac{2\left(\frac{f(x)}{x}\right)\left(\frac{f(x)}{x}\right)^{\prime} 2}{\left(1+\left(\frac{f(x)}{x}\right)^{2}\right)^{2}}\right) \tag{2.4}
\end{equation*}
$$

Since $\left(\frac{f(x)}{x}\right)^{\prime}=0$, while $\left(\frac{f(x)}{x}\right)^{\prime \prime} \neq 0$, at $x=1,2, \ldots, n$, combining Lemma 2.2 , (2.3) and (2.4), we obtain that $1, \ldots, n$ are exactly $n$ zeros of $T^{\prime}(x)$ which are simple. Namely, the annulus in $X$ possesses exactly $n$ critical periods. Consequently, Theorem 1.1 has been proved.

## 3. Proof of Theorem 1.2

In this section, we shall first prove Theorem 1.2 in the case of $m=3$ since all essential ideas and methods applied in the general case can be highlighted in this special case. Here, we use another kind of piecewise linear system of focus-center type with a more complicated separation line, which is the red line given in Figure 4


Figure 4. Separation line in the proof of Theorem 1.2
Specifically, in Figure 4, all lines are straight lines which are parallel to the two axes. And all points $A_{i}, B_{i}(i=1, \ldots, 5)$ are at integer coordinates. Meanwhile $\overline{A_{6} A_{5} P}$ and $\overline{A_{1} A_{2} Q}$ are two rays. Now the polygonal line (the red line in Figure 4) $\gamma:=\overline{P A_{5} A_{6}} \cup \overline{A_{6} B_{4}} \cup \overline{B_{3} B_{4}} \cup \overline{B_{3} A_{3}} \cup \overline{A_{3} A_{4}} \cup \overline{A_{4} B_{2}} \cup \overline{B_{1} B_{2}} \cup \overline{B_{1} A_{1}} \cup \overline{A_{1} A_{2} Q}$, i.e.

$$
\gamma:=\overline{P A_{5} A_{6} B_{4} B_{3} A_{3} A_{4} B_{2} B_{1} A_{1} A_{2} Q}
$$

forming a separation line separates the whole plane into two parts: domain $I$ and $I I$, which can be seen in Figure 4.

In domain $I$, we set a linear system $X_{1}$ of center type:

$$
X_{1}:\left\{\begin{array}{l}
\dot{x}=-y  \tag{3.1}\\
\dot{y}=x
\end{array}\right.
$$

Meanwhile, a linear system $X_{2}$ of saddle type, of which the orbits are hyperbolas, is put in part $I I$ :

$$
X_{2}:\left\{\begin{array}{l}
\dot{x}=y  \tag{3.2}\\
\dot{y}=x
\end{array}\right.
$$

Then we obtain a piecewise linear system $X=\left(X_{1}, X_{2}\right)$, of which some trajectories are depicted in Figure 5 (blue trajectories are in the domain $I$, and black ones in domain $I I$ ).


Figure 5. Some orbits of piecewise linear system $X$ in Section 3
In more detail, the trajectories of $X=\left(X_{1}, X_{2}\right)$ in Figure 5 show that $A_{6} B_{4}$, $B_{3} B_{4}, B_{3} A_{3}, A_{4} B_{2}, B_{1} B_{2}$ and $B_{1} A_{1}$ all consist of sliding or escaping points (see the dashed lines in Figure 6 ), consequently, the closed orbits can only intersect three lines: $P A_{5} A_{6}, A_{3} A_{4}$ and $A_{1} A_{2} Q$. By symmetry of $A_{1} A_{2}, A_{3} A_{4}$ and $A_{5} A_{6}$ with respect to $y$-axis, there exist only three period annuli $\Omega_{1}, \Omega_{2}$ and $\Omega_{3}$ containing $A_{1} A_{2}, A_{3} A_{4}$ and $A_{5} A_{6}$ respectively (for details see Figure 6). Denote by $T_{i}(x)$ the period function of period annulus $\Omega_{i}$ for each $i=1,2,3$.

The remaining work is to show that $T_{1}^{\prime}(x), T_{2}^{\prime}(x)$ and $T_{3}^{\prime}(x)$ have no zero in interval $(0,1)$. Without loss of generality, it is suffice to consider $T_{1}^{\prime}(x)$. The first task is to give the expression of $T_{1}(x)$.

For convenience, let these three straight lines $A_{1} A_{2}, A_{3} A_{4}$ and $A_{5} A_{6}$ be graphs of three functions $f_{1}(x) \equiv 1, f_{2}(x) \equiv 3$ and $f_{3}(x) \equiv 5, x \in[-1,1]$, respectively.

A closed orbit in the period annulus $\Omega_{1}$ passing through $\left(x, f_{1}(x)\right)(0<x<1)$ consists of two trajectories $L_{1}$ and $L_{2}$ (see Figure 7): $L_{1}$ is located in the domain $I$,


Figure 6. Three period annuli in Section 3
from $\left(x, f_{1}(x)\right)$ to $\left(-x, f_{1}(x)\right)$ and conversely, $L_{2}$ is from $\left(-x, f_{1}(x)\right)$ to $\left(x, f_{1}(x)\right)$, in domain $I I$.


Figure 7. A closed orbit in $\Omega_{1}$

By Lemma 2.2, the time in trajectory $L_{1}$ is

$$
\begin{equation*}
t_{1}(x)=2\left(\frac{\pi}{2}-\arctan \frac{f_{1}(x)}{x}\right), \quad x \in(0,1) \tag{3.3}
\end{equation*}
$$

As for the time $t_{2}(x)$ in $L_{2}$, we have the following lemma.
Lemma 3.1.

$$
\begin{equation*}
t_{2}(x)=\ln \frac{f_{1}(x)+x}{f_{1}(x)-x}, \quad x \in(0,1) \tag{3.4}
\end{equation*}
$$

Proof. By the orthogonal transformation

$$
\begin{align*}
& u=\frac{y-x}{\sqrt{2}}  \tag{3.5}\\
& v=\frac{x+y}{\sqrt{2}}
\end{align*}
$$

system $X_{2}$ is changed into the following standard linear system of saddle type

$$
\begin{gather*}
\dot{u}=-u \\
\dot{v}=v \tag{3.6}
\end{gather*}
$$

and time $t_{2}(x)$ can be obtained as follows:

$$
\int_{\frac{f_{1}(x)+x}{\sqrt{2}}}^{\frac{f_{1}(x)-x}{\sqrt{2}}} d t=-\int_{\frac{f_{1}(x)+x}{\sqrt{2}}}^{\frac{f_{1}(x)-x}{\sqrt{2}}} \frac{d u}{u}=\ln \frac{f_{1}(x)+x}{f_{1}(x)-x}
$$

Thus Lemma 3.1 holds.
From expressions (3.3) and (3.4), we obtain

$$
\begin{equation*}
T_{1}(x)=t_{1}(x)+t_{2}(x)=2\left(\frac{\pi}{2}-\arctan \frac{f_{1}(x)}{x}\right)+\ln \frac{f_{1}(x)+x}{f_{1}(x)-x} \tag{3.7}
\end{equation*}
$$

thus $T_{1}^{\prime}(x)$ can be obtained by direct computations,

$$
\begin{aligned}
T_{1}^{\prime}(x) & =-2 \frac{\left(\frac{f_{1}(x)}{x}\right)^{\prime}}{1+\left(\frac{f_{1}(x)}{x}\right)^{2}}+\frac{f_{1}(x)-x}{f_{1}(x)+x} \frac{\left(\frac{f_{1}(x)}{x}\right)^{\prime}\left(\frac{f_{1}(x)}{x}-1\right)-\left(\frac{f_{1}(x)}{x}\right)^{\prime}\left(\frac{f_{1}(x)}{x}+1\right)}{\left(\frac{f_{1}(x)}{x}-1\right)^{2}} \\
& =-\left(\frac{2}{\left(\frac{f_{1}(x)}{x}\right)^{2}+1}+\frac{2}{\left(\frac{f_{1}(x)}{x}\right)^{2}-1}\right)\left(\frac{f_{1}(x)}{x}\right)^{\prime},
\end{aligned}
$$

From simplicity above conclusion can be summarized in the following statement.
Lemma 3.2. For $i=1,2,3$ and $x \in(0,1), T_{i}^{\prime}(x)$ has the same sign as $-\left(\frac{f_{i}(x)}{x}\right)^{\prime}$.
Since $f_{1}(x) \equiv 1, f_{2}(x) \equiv 3$ and $f_{3}(x) \equiv 5, x \in(-1,1)$, then Theorem 1.2 in the case of $m=3$, as a straightforward corollary of Lemma 3.2, has been proved.

For the general case, the same method as above can be used to construct a separation line, as well as a piecewise linear system which has exactly $m$ period annuli possessing no critical period.

## 4. Proof of Theorem 1.3

Without loss of generality, we assume that $m=3$. For fixed triple $\left(n_{1}, n_{2}, n_{3}\right)$ of non-negative integers, below we established a piecewise linear system having 3 period annuli $\Omega_{1}, \Omega_{2}$ and $\Omega_{3}$ with exactly $n_{1}, n_{2}$ and $n_{3}$ critical periods respectively.

The method of the construction of piecewise linear system here is similar to that in the proof of Theorem 1.2 , but the separation line given below is more complicated.

Here the separation line is the red curve in Figure 8 . More exactly, in this figure, two straight lines $D_{1} D_{2}, D_{3} D_{4}$ and two rays $C_{5} P, C_{2} Q$ are parallel to $x$-axis, while four lines $C_{1} D_{1}, D_{2} C_{4}, C_{3} D_{3}$ and $D_{4} C_{6}$ are straight and parallel to $y$-axis. The other three curves $C_{1} C_{2}, C_{3} C_{4}, C_{5} C_{6}$ are respectively graphs of even functions $f_{1}(x), f_{2}(x)$ and $f_{3}(x)$ defined on different intervals, and $k_{1}, k_{2}$ and $k_{3}$ are three positive integers. Here

$$
f_{i}(x)=\left\{\begin{array}{ll}
k_{i}+x g_{i}(x), & \text { if } n_{i} \neq 0,  \tag{4.1}\\
k_{i}, & \text { if } n_{i}=0,
\end{array} \quad i=1,2,3,\right.
$$

where

$$
\begin{equation*}
g_{i}(x)=k_{i} \int_{0}^{x} \frac{1}{t^{2}}\left(1-\frac{\cos \left(k_{i}^{8} t^{4}\right)}{1+\frac{t^{4}}{2}}\right) d t, \quad x \in\left[-\frac{\sqrt[4]{n_{i} \pi}}{k_{i}^{2}}, \frac{\sqrt[4]{n_{i} \pi}}{k_{i}^{2}}\right] \tag{4.2}
\end{equation*}
$$

and $k_{1}, k_{2}$ and $k_{3}$ are sufficiently large such that the following two properties hold:


Figure 8. Separation line in the proof of Theorem 1.3
(i) $n_{i} \pi / k_{i}^{4} \ll 1$;
(ii) $1 / k_{i}^{2} \ll 1 / k_{i}$ for $i=1,2,3$.

Then $\left|x g_{i}(x)\right|<1$, when $x \in\left[-\sqrt[4]{n_{i} \pi} / k_{i}^{2}, \sqrt[4]{n_{i} \pi} / k_{i}^{2}\right]$. And the non-self-intersecting red curve $\gamma:=\overline{P C_{5}} \cup \widetilde{C_{5} C_{6}} \cup \overline{C_{6} D_{4}} \cup \overline{D_{4} D_{3}} \cup \overline{D_{3} C_{3}} \cup \widetilde{C_{3} C_{4}} \cup \overline{C_{4} D_{2}} \cup \overline{D_{2} D_{1}} \cup \overline{D_{1} C_{1}} \cup$ $\widetilde{C_{1} C_{2}} \cup \overline{C_{2} Q}$, i.e.

$$
\gamma:=\overline{P C_{5} C_{6} D_{4} D_{3} C_{3} C_{4} D_{2} D_{1} C_{1} C_{2} Q}
$$

as a separation line cuts the whole plane into two domains $I$ and $I I$ (see Figure 8).
Similar to the piecewise linear system in section 3, we also set linear systems

$$
X_{1}:\left\{\begin{array}{l}
\dot{x}=-y, \\
\dot{y}=x
\end{array}\right.
$$

and

$$
X_{2}:\left\{\begin{array}{l}
\dot{x}=y \\
\dot{y}=x
\end{array}\right.
$$

in domains $I$ and $I I$ respectively. Up to now, a piecewise linear system $X=$ $\left(X_{1}, X_{2}\right)$ of center-saddle type has been constructed. We shall show in two steps that there exist three period annuli $\Omega_{1}, \Omega_{2}, \Omega_{3}$ in $X$ with $n_{1}, n_{2}$ and $n_{3}$ critical periods respectively.

- Step1: We show that there are three period annuli in piecewise system $X$. Similar to Figure 5 in Section 3, by the direction of trajectories of $X_{1}$ and $X_{2}$, possible closed orbits of $X$ must pass through the graph of $f_{1}(x), f_{2}(x)$ or $f_{3}(x)$. By Taylor expansion, we have

$$
f_{i}(x)=k_{i}+\frac{2 k_{i}}{3} x^{4}+\circ\left(x^{5}\right), \quad|x| \ll 1
$$

thus

$$
f_{i}^{\prime}(x)=\frac{8 k_{i}}{3} x^{3}+\circ\left(x^{4}\right), \quad|x| \ll 1
$$

and

$$
\frac{x}{f_{i}(x)}=\frac{x}{k_{i}}+\circ\left(x^{4}\right), \quad|x| \ll 1
$$

Thus if $|x|<\frac{\sqrt[4]{n_{i} \pi}}{k_{i}^{2}},\left|f_{i}^{\prime}(x)\right|<\frac{x}{f(x)}$. Meanwhile, analogue to the proof of Theorem 1.1 in section $2,\left|f_{i}^{\prime}(x)\right|$ (resp, $\left.\left|\frac{x}{f_{i}(x)}\right|\right)$ represents absolute value of the slope of the graph of $f_{i}(x)$ (resp, orbit of $X_{1}$ or $X_{2}$ ) at $\left(x, f_{i}(x)\right)$ (see Figure 9 for the example of $\left.f_{1}(x)\right)$. Thus for $i=1,2,3$, there must be a period annulus $\widehat{\Omega}_{i}$ containing the graph of even function $f_{i}(x)\left(x \in\left[-\frac{\sqrt[4]{n_{i} \pi}}{k_{i}^{2}}, \frac{\sqrt[4]{n_{i} \pi}}{k_{i}^{2}}\right]\right)$ with $\Sigma$-center $\left(0, k_{i}\right)$ (see Figure 10. the blue and black trajectories are in domains $I$ and $I I$ respectively).


Figure 9.


Figure 10. The three annuli in the proof of Theorem 1.3

- Step2. We will show that period annulus $\Omega_{i}$ has exactly $n_{i}$ critical periods, $i=1,2,3$.

We denote by $T_{i}(x)(i=1,2,3)$ the period function of period annulus $\Omega_{i}$. By the same method as that in the proof of Lemma 3.2 , similar to formula (3.7), we have that

$$
\begin{equation*}
T_{1}(x)=2\left(\frac{\pi}{2}-\arctan \frac{f_{1}(x)}{x}\right)+\ln \frac{f_{1}(x)+x}{f_{1}(x)-x} \tag{4.3}
\end{equation*}
$$

Thus

$$
\begin{equation*}
T_{1}^{\prime}(x)=-\left(\frac{2}{\left(\frac{f_{1}(x)}{x}\right)^{2}+1}+\frac{2}{\left(\frac{f_{1}(x)}{x}\right)^{2}-1}\right)\left(\frac{f_{1}(x)}{x}\right)^{\prime} \tag{4.4}
\end{equation*}
$$

and

$$
\begin{align*}
T_{1}^{\prime \prime}(x)= & -\left(\frac{2}{\left(\frac{f_{1}(x)}{x}\right)^{2}+1}+\frac{2}{\left(\frac{f_{1}(x)}{x}\right)^{2}-1}\right)\left(\frac{f_{1}(x)}{x}\right)^{\prime \prime} \\
& +\left(\frac{4}{\left(\left(\frac{f_{1}(x)}{x}\right)^{2}+1\right)^{2}}+\frac{4}{\left(\left(\frac{f_{1}(x)}{x}\right)^{2}-1\right)^{2}}\right)\left(\frac{f_{1}(x)}{x}\right)\left(\left(\frac{f_{1}(x)}{x}\right)^{\prime}\right)^{2} . \tag{4.5}
\end{align*}
$$

From (4.4), the sign of $T_{1}^{\prime}(x)$ corresponding to $\Omega_{1}$ depends on $-\left(\frac{f_{1}(x)}{x}\right)^{\prime}$. The expression of $f_{1}(x)=k_{1}+x g_{1}(x)$ gives

$$
\left(\frac{f_{1}(x)}{x}\right)^{\prime}=\left(\frac{k_{1}}{x}\right)^{\prime}+g_{1}^{\prime}(x)=-\frac{k_{1}-x^{2} g_{1}^{\prime}(x)}{x^{2}} .
$$

With (4.2), it follows that

$$
\left(\frac{f_{1}(x)}{x}\right)^{\prime}=-\frac{k_{1} \cos \left(k_{1}^{8} x^{4}\right)}{x^{2}\left(1+\frac{x^{4}}{2}\right)}
$$

which has only $n_{1}$ simple zeros in $\left(0, \sqrt[4]{n_{1} \pi} / k_{1}^{2}\right)$ :

$$
\frac{\sqrt[4]{\pi / 2}}{k_{1}^{2}}, \frac{\sqrt[4]{3 p i / 2}}{k_{1}^{2}}, \ldots, \frac{\sqrt[4]{\left(n_{1}-\frac{1}{2}\right) \pi}}{k_{1}^{2}}
$$

Consequently, by (4.4) and 4.5, $T_{1}^{\prime}(x)$ has only $n_{1}$ zeros which are all simple in $\left(0, \sqrt[4]{n_{1} \pi} / k_{1}^{2}\right)$. Namely, the period annulus $\Omega_{1}$ has exactly $n_{1}$ critical periods. Similarly, $\Omega_{2}$ (resp, $\Omega_{3}$ ) has exactly $n_{2}$ (resp, $n_{3}$ ) critical periods.

Combining step 1 and step 2, we have proved Theorem 1.3 in the case of $m=3$. For a general $m$, the same method can be applied. Thus Theorem 1.3 has been proved.
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