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#### Abstract

In this article, we study $(\omega, c)$-periodic solutions for non-instantaneous impulsive systems and the time-varying coefficient $A(t)$ is a family of unbounded linear operators. We show the existence and uniqueness of $(\omega, c)$ periodic solutions using a fixed point theorem. An example is given to illustrate our results.


## 1. Introduction

Non-instantaneous impulsive can characterize drug absorption, diffusion and metabolism of drugs in the body and was considered in 2013 by Hernández and O'Regan [10]. Existence and uniqueness of non-instantaneous impulsive solutions in various situations can be found in [1, 3, ,9, 14, 20, 21, 24, 25, 26, 32, 33,

The so-called time-varying system refers to the system whose characteristics change with time, it is also called the variable coefficient system. The characteristic of a time-varying system is that its output waveform is not only related to the input waveform, but also to the time when the input signal is added and some results were obtained at pulse time-varying systems. In [28, 29, 30] the authors constructed corresponding impulse evolution operators, considered the appropriate Poincáre operator method, introduced an appropriate Gronwall inequality and studied a class of impulsive periodic systems with time-varying generation operators, linear, nonlinear and integro-differential, and also the authors studied periodic $P C$-mild solutions. The authors in [18] studied a class of hybrid nonlinear impulse integral differential equations with time-varying generation operators and existence of a $P C$-mild solution is established, and existence of an optimal pair of a class of mixed pulse integral differential equations was discussed, and in [16, 17, 19] the authors constructed the corresponding evolution system generated by an operator matrix, by introducing an appropriate solution of the second-order nonlinear pulse, and discussed the existence of optimal control for the second-order nonlinear pulse evolution differential equation system with unbounded operator perturbation, the second-order nonlinear pulse evolution differential equation system, and the Lagrange problem with second-order nonlinear mixed pulse integral differential equations.

[^0]Because of the universality of periodic phenomena the study of periodicity was considered; see [6, 8, 12, 23, 31, 34] and the references therein. The authors in [5] studied a class of $(\omega, c)$-periodic functions containing periodic, anti-periodic, Bloch and unbounded functions and gave several properties on this class of functions, in [2] the authors studied uniqueness and existence of $(\omega, c)$-periodic solutions for semilinear evolution equation $x^{\prime}=A x+f(t, x)$ in complex Banach spaces, where $A$ is a bounded or unbounded linear operator, in [11] the authors studied existence and uniqueness of ( $\omega, c$ )-periodic solutions for a class of impulsive differential systems by constructing Green functions and adjoint systems, and in [27] the authors presented existence and uniqueness results for a class of $(\omega, c)$-periodic time varying impulsive differential equations.

Recently, Wang et al. [25] introduced new linear non-instantaneous impulsive differential equations and derived the representation of the solution and the asymptotic stability of linear and nonlinear problems. Motivated by [2, 5, 11, 25, 27, we study $(\omega, c)$-periodic solutions for the following homogeneous non-instantaneous impulsive system with time-varying generating operators:

$$
\begin{gather*}
y^{\prime}(t)=A(t) y(t), \quad t \in\left[s_{i-1}, t_{i}\right], i \in N^{+}, \\
y\left(t_{i}^{+}\right)=B_{i}\left(t_{i}\right) y\left(t_{i}^{-}\right), \quad i \in N^{+} \\
y(t)=B_{i}(t) y\left(t_{i}^{-}\right), \quad t \in\left(t_{i}, s_{i}\right], \quad i \in N^{+},  \tag{1.1}\\
y\left(s_{i}^{+}\right)=y\left(s_{i}^{-}\right), \quad i \in N^{+}
\end{gather*}
$$

in the Banach space $X$, where $A(t)$ is a family of closed densely linear unbounded operators on $X$ and $A(t)$ can generate a strongly continuous family of evolution $\{U(t, s), t \geq s \geq 0\}$. The sequence $t_{i}$, $s_{i}$ satisfies $s_{i-1}<t_{i}<s_{i}<t_{i+1}<\ldots$, $\lim _{i \rightarrow \infty} t_{i}=\infty, s_{i}$ is the connection point and $t_{i}$ is the pulse point. The symbols $y\left(t^{+}\right):=\lim _{\varepsilon \rightarrow 0^{+}} y(t+\varepsilon)$ and $y\left(t^{-}\right):=\lim _{\varepsilon \rightarrow 0^{-}} y(t+\varepsilon)$ represent the right and left limits of $y(s)$ at $s=t$, respectively. We set $y\left(t^{-}\right)=y(t)$. To help the reader understand (1.1) quickly, we give a sketch map of 1.1, see Figure 1 . The black curves are corresponding to the first equation on $\left[s_{i-1}, t_{i}\right]$. The second equation represents the jump at impulsive point $t_{i}$. The red curves are corresponding to the third equation on $\left(t_{i}, s_{i}\right]$, which is the non-instantaneous impulsive action and ends at each connection point $s_{i}$. The fourth equation represents that $y$ is continuous at each connection point $s_{i}$, which guarantee $y$ can turn to the first differential equation of 1.1) again and again.

We study the structure and existence of $(\omega, c)$-periodic solutions for the linear nonhomogeneous non-instantaneous impulsive differential system,

$$
\begin{gather*}
y^{\prime}(t)=A(t) y(t)+h(t), \quad t \in\left[s_{i-1}, t_{i}\right], i \in N^{+} \\
y\left(t_{i}^{+}\right)=B_{i}\left(t_{i}\right) y\left(t_{i}^{-}\right)+b_{i}, \quad i \in N^{+} \\
y(t)=B_{i}(t) y\left(t_{i}^{-}\right)+b_{i}, \quad t \in\left(t_{i}, s_{i}\right], i \in N^{+}  \tag{1.2}\\
y\left(s_{i}^{+}\right)=y\left(s_{i}^{-}\right), \quad i \in N^{+}
\end{gather*}
$$

where $h: \mathbb{D}_{1} \rightarrow X$ is continuous, where $\mathbb{D}_{1}=\cup_{i=1}^{\infty}\left[s_{i-1}, t_{i}\right], \mathbb{D}_{2}=\cup_{i=1}^{\infty}\left(t_{i}, s_{i}\right]$, and $c_{i} \in X, i \in N^{+}$.


Figure 1. Sketch map of 1.1.

We also study the existence, uniqueness and stability of $(\omega, c)$-periodic solutions for the semilinear non-instantaneous impulsive differential system,

$$
\begin{gather*}
y^{\prime}(t)=A(t) y(t)+f(t, y(t)), \quad t \in\left[s_{i-1}, t_{i}\right], i \in N^{+}, \\
y\left(t_{i}^{+}\right)=B_{i}\left(t_{i}\right) y\left(t_{i}^{-}\right)+b_{i}, \quad i \in N^{+} \\
y(t)=B_{i}(t) y\left(t_{i}^{-}\right)+b_{i}, \quad t \in\left(t_{i}, s_{i}\right], i \in N^{+}  \tag{1.3}\\
y\left(s_{i}^{+}\right)=y\left(s_{i}^{-}\right)=y\left(s_{i}\right), \quad i \in N^{+}
\end{gather*}
$$

where $f: \mathbb{D}_{1} \times X \rightarrow X$ is continuous.
This work extends the results for time invariant system in [7] to the case of time variable system. We transform the study of systems into the study of Cauchy operators corresponding to systems. Here $A(t)$ and $B_{i}(t)$ are not required to be commutative when we construct the Cauchy operators corresponding to the system. It is worth mentioning that our situation is more complicated than that in the literature [7]. The existence and uniqueness of $(\omega, c)$-periodic solutions for timevarying unbounded systems are established by fixed point theorems.

To study ( $\omega, c$ )-periodic solutions, we impose the following assumptions.
(A1) $A(\cdot)$ is $\omega$-periodic, i.e., for all $t \in \mathbb{D}_{1}, A(t+\omega)=A(t)$, where $\omega>0$. For each $i \in \mathbb{N}^{+}, B_{i}(\cdot) \in L_{b}(X), B(\cdot)$ is invertible, $B_{i}^{-1}(\cdot) \in L_{b}(X)$, and $B_{i}^{-1}(\cdot)$, $B_{i}(\cdot)$ is $\omega$-periodic, i.e., $B_{i+m}^{-1}(t+\omega)=B_{i}^{-1}(t), B_{i+m}(t+\omega)=B_{i}(t)$, for all $t \in \mathbb{D}_{2}$.
(A2) The time sequence $s_{i}, t_{i}$ are such that $s_{i+m}=s_{i}+\omega, t_{i+m}=t_{i}+\omega$ for some fixed $m, i \in \mathbb{N}$.
(A3) $c \notin \sigma(S(\omega, 0))$.
(A4) $c \in \sigma(S(\omega, 0))$.
(A5) $h(\cdot)$ is $(\omega, c)$-periodic function, i.e. $h(\cdot+\omega)=\operatorname{ch}(\cdot)$ for all $\cdot \in \mathbb{R}^{+}$and $b_{i+m}=c b_{i}, i \in \mathbb{N}^{+}$.
(A6) For all $t \in \mathbb{R}^{+}$and $x \in X$ such that $f(t+\omega, c x)=c f(t, x)$.
(A7) There is a constant $L_{u}>0$ such that $\left\|f\left(t, x_{1}\right)-f\left(t, x_{2}\right)\right\| \leq L_{u}\left\|x_{1}-x_{2}\right\|$ for all $t \in \mathbb{R}^{+}$and $x_{1}, x_{2} \in X$.
(A8) There are constants $\alpha, \gamma \geq 0$ such that $\|f(t, x)\| \leq \alpha+\gamma\|x\|$ for any $t \in \mathbb{R}^{+}$ and $x \in X$.
(A9) The resolvent $R(\lambda, A(t))$ is compact, for all $t \geq 0$.
(A10) (see [15, p.135]) For $t \in[0, \omega]$,
(1) $\{A(t)\}_{t \in[0, \omega]}$ is a stable family of generators of the evolution operator in $X$ with stability indices $M \geq 1, \varpi$.
(2) Let $Y$ be a dense subspace of $X$ and $Y$ is $A(t)$ admissible for each $t \in[0, \omega]$ and the family $\{\tilde{A}(t)\}_{t \in[0, \omega]}$ of parts $\{\tilde{A}(t)\}$ of $A(t)$ in $Y$, is a stable family in $Y$ with stability constants $\tilde{M}, \tilde{\varpi}$.
(3) For $t \in[0, \omega], D(A(t)) \supset Y, A(t)$ is a bounded operator from $Y$ into $X$ and $t \rightarrow A(t)$ is continuous in the $B(Y, X)$ norm $\|\cdot\|_{Y \rightarrow X}$.
(A11) (see [4, p.158]) For $t \in[0, \omega]$ one has
(1) The domain $D(A(t))=D$ is independent of $t$ and is dense in $X$.
(2) For $t \geq 0$, the resolvent $R(\lambda, A(t))=(\lambda I-A(t))^{-1}$ exists for all $\lambda$ with $\operatorname{Re} \lambda \leq 0$, and there is a constant $N$ independent of $\lambda$ and $t$ such that

$$
R(\lambda, A(t)) \leq N(1+|\lambda|)^{-1} \quad \text { for } \operatorname{Re} \lambda \leq 0
$$

(3) There exist constants $L>0$ and $0<\alpha \leq 1$ such that

$$
\left\|(A(t) A(\theta)) A^{-1}(\tau)\right\| \leq L|t-\theta|^{\alpha}
$$

for $t, \theta, \tau \in[0, \omega]$.

## 2. Preliminaries

Let $L(X)$ denote the space of linear operators in the Banach space $X$, and $L_{b}(X)$ denote the space of bounded linear operators in $X$. Note that $L_{b}(X)$ is a Banach space with the usual supremum norm. Set $P C\left(\mathbb{R}^{+}, X\right):=\left\{x: \mathbb{R}^{+} \rightarrow X \mid x \in\right.$ $\left.C\left(\left(t_{i}, t_{i+1}\right], X\right), i=0,1,2, \ldots,\right\}$ and there exist $x\left(t_{i}^{+}\right), x\left(t_{i}^{-}\right)$with $x\left(t_{i}^{-}\right)=x\left(t_{i}\right)$ with the norm $\|x\|_{P C}:=\sup _{t \in \mathbb{R}^{+}}\|x(t)\|$.

Lemma 2.1 (4, p.159]). If (A11) holds, then the Cauchy problem

$$
\begin{gathered}
y^{\prime}(t)=A(t) y(t) \\
y(s)=y_{s} \in X, \quad t>s \geq 0
\end{gathered}
$$

has a unique evolution system $\{U(t, s) \mid 0 \leq s \leq t \leq \omega\}$ in $X$, and the solution of the Cauchy problem of the linear homogeneous development equation can be written as $y(t)=U(t, s) y(s)$, and satisfies the following properties:
(1) For all $0 \leq s \leq t \leq \omega, U(t, s) \in L_{b}(X), U(s, s)=I, s \geq 0$;
(2) For all $0 \leq s \leq r \leq t \leq \omega, U(t, r) U(r, s)=U(t, s)$;
(3) For all $0 \leq s \leq t \leq a<\infty, U(t, s)$ is continuous in the strong operator topology in $L(X)$.

Lemma 2.2 ([13] or [28, Lemma 2.5]). Assume (A1), (A9), (A11) hold. The evolution operator $\{U(t, s) \mid 0 \leq s \leq t \leq \omega\}$ has the following properties:
(1) For $0 \leq s \leq t \leq \omega, U(t+\omega, s+\omega)=U(t, s)$.
(2) For $0 \leq s \leq t \leq \omega, U(t, s)$ is a compact operator.

Lemma 2.3 ([15, p.135, Theorem 3.1]). Let $A(t), 0 \leq t \leq \omega$, be the infinitesimal generator of a $C_{0}$-semigroup $S_{t}(s), s \geq 0$, on $X$. If the family $\{A(t)\}_{t \in[0, \omega]}$ satisfies condition (A10), then there exists a unique evolution system $U(t, s), 0 \leq s \leq t \leq \omega$, in $X$ satisfying $\|U(t, s)\| \leq M \exp \{\varpi(t-s)\}$, for $0 \leq s \leq t \leq \omega$.

We consider the homogeneous non-instantaneous impulsive system 1.1) and its corresponding Cauchy problem

$$
\begin{gather*}
y^{\prime}(t)=A(t) y(t), \quad t \in\left[s_{i-1}, t_{i}\right], i \in N^{+} \\
y\left(t_{i}^{+}\right)=B_{i}\left(t_{i}\right) y\left(t_{i}^{-}\right), \quad i \in N^{+} \\
y(t)=B_{i}(t) y\left(t_{i}^{-}\right), \quad t \in\left(t_{i}, s_{i}\right], i \in N^{+}  \tag{2.1}\\
y\left(s_{i}^{+}\right)=y\left(s_{i}^{-}\right)=y\left(s_{i}\right), \quad i \in N^{+} \\
y(0)=y_{0} .
\end{gather*}
$$

The Cauchy problem 2.1 has a unique classical solution $y \in P C\left(\left[\mathbb{D}_{1} \cup \mathbb{D}_{2}, \omega\right] ; X\right)$ and it can be represented by $y\left(t ; s, y_{s}\right)=S(t, s) y_{s}, t \geq 0$ where

$$
S(\cdot, \cdot): \Delta=\left\{(t, s) \in \mathbb{R}^{+} \times \mathbb{D}_{1}: t \geq s\right\} \rightarrow X
$$

is given by the formula

$$
S(t, s)=\left\{\begin{array}{l}
U(t, s), \quad \text { if } t, s \in\left[s_{i-1}, t_{i}\right], i \in N^{+}  \tag{2.2}\\
B_{i}(t) B_{i}^{-1}(s), \quad \text { if } t, s \in\left(t_{i}, s_{i}\right] \\
U\left(t, s_{k-1}\right) \prod_{j=i+1}^{k-1}\left[B_{j}\left(s_{j}\right) U\left(t_{j}, s_{j-1}\right)\right] B_{i}\left(s_{i}\right) U\left(t_{i}, s\right) \\
\quad \text { if } s_{i-1} \leq s \leq t_{i}<\cdots<s_{k-1} \leq t \leq t_{k} \\
B_{k}(t) U\left(t_{k}, s_{k-1}\right) \prod_{j=i+1}^{k-1}\left[B_{j}\left(s_{j}\right) U\left(t_{j}, s_{j-1}\right)\right] B_{i}\left(s_{i}\right) U\left(t_{i}, s\right), \\
\text { if } s_{i-1} \leq s \leq t_{i}<\cdots<t_{k}<t \leq s_{k} \\
U\left(t, s_{k}\right) \prod_{j=i+1}^{k}\left[B _ { j } ( s _ { j } ) U \left(t_{j},\right.\right. \\
\text { if } \left.\left.s_{j-1}\right)\right] B_{i}\left(s_{i}\right) B_{i}^{-1}(s), t_{i}<s \leq s_{i}<\cdots<s_{k} \leq t \leq t_{k+1} \\
B_{k}(t) U\left(t_{k}, s_{k-1}\right) \prod_{j=i+1}^{k-1}\left[B_{j}\left(s_{j}\right) U\left(t_{j}, s_{j-1}\right)\right] B_{i}\left(s_{i}\right) B_{i}^{-1}(s) \\
\text { if } t_{i}<s \leq s_{i}<\cdots<t_{k}<t \leq s_{k}
\end{array}\right.
$$

Note that $B_{i}(t) S\left(t_{i}^{-}, s\right)=S(t, s)$ and $S(s, t):=S^{-1}(t, s)$. We use the standard convention $\prod_{j=i+1}^{k-1}=I$ for $i+1 \geq k-1$.
Definition 2.4 (5]). A function $g: \mathbb{R} \rightarrow X$ is called $(\omega, c)$-periodic if there is a pair $(\omega, c)$, where $\omega>0$ and $c \in \mathbb{R} \backslash\{0\}$ such that $g(t+\omega)=c g(t)$ for all $t \in \mathbb{R}$.

Definition 2.5 ([5]). Any solution $y\left(t ; 0, y_{0}\right)$ of the non-instantaneous impulsive differential systems $1.1 ; ; 1.2) ; 1.3$ is called a $(\omega, c)$-periodic solution if $y\left(t+\omega ; 0, y_{0}\right)=$ $c y\left(t ; 0, y_{0}\right), t \geq 0$.

Set $\Psi_{\omega, c}:=\{y \in P C(\mathbb{R}, X): c y(\cdot)=y(\cdot+\omega)\}$, i.e. $\Psi_{\omega, c}$ denotes the set of all piecewise continuous and $(\omega, c)$-periodic functions.
Lemma 2.6 ([2] or [11, Lemma 2.2]). $y \in \Psi_{\omega, c}$ if and only if $y(\omega)=c y(0)$.

## 3. Homogeneous linear non-instantaneous impulsive systems

Let $\alpha=\sup _{i \geq 1}\left(t_{i}-s_{i-1}\right), \beta=\sup _{i \geq 1} \max _{t \in\left(t_{i}, s_{i}\right)}\left\|B_{i}(t)\right\|$, and $i(t, s)$ denote the number of impulsive points in $(s, t)$.
Theorem 3.1. Assume that (A10) holds. For any $\tilde{l}, k \in N^{+}$, and $\tilde{l} \leq k, t \in$ $\left[s_{k-1}, t_{k}\right], s \in\left[s_{\tilde{l}-1}, t_{\tilde{l}}\right]$, and $s<t$, we obtain

$$
\|S(t, s)\| \leq M^{i(t, s)+1} \beta^{i(t, s)} \exp (\varpi \alpha(i(t, s)+1))
$$

For any $t \in\left[t_{k}, s_{k}\right]$ and $s \in\left[s_{\tilde{l}-1}, t_{\tilde{l}}\right]$, we obtain

$$
\|S(t, s)\| \leq M^{i(t, s)} \beta^{i(t, s)} \exp (\varpi \alpha i(t, s))
$$

Let $K=\max \{\exp (\varpi \alpha), 1\}$ and $N=\max \left\{\beta^{m}, 1\right\}$, then for $s \in\left[s_{\tilde{l}-1}, t_{\tilde{l}}\right]$ and any $t \in[0, \omega]$, we have

$$
\begin{equation*}
\|S(t, s)\| \leq K N M^{i(t, s)+1} \exp (\varpi \alpha i(t, s)) \tag{3.1}
\end{equation*}
$$

Proof. For any $t, s \in\left[s_{\tilde{l}-1}, t_{\tilde{l}}\right]$ and $s<t$, we have

$$
\|S(t, s)\|=\|U(t, s)\| \leq M \exp \{\varpi(t-s)\}
$$

For any $s_{\tilde{l}-1} \leq s \leq t_{\tilde{l}}<\cdots<s_{k-1}<t \leq t_{k}$, from (2.2), we have

$$
\begin{aligned}
\|S(t, s)\| & =\left\|U\left(t, s_{k-1}\right) \prod_{j=\tilde{l}+1}^{k-1}\left[B_{j}\left(s_{j}\right) U\left(t_{j}, s_{j-1}\right)\right] B_{\tilde{l}}\left(s_{\tilde{l}}\right) U\left(t_{\tilde{l}}, s\right)\right\| \\
& \leq\left\|U\left(t, s_{k-1}\right)\right\| \prod_{j=\tilde{l}+1}^{k-1}\left[\left\|B_{j}\left(s_{j}\right)\right\|\left\|U\left(t_{j}, s_{j-1}\right)\right\|\right]\left\|B_{\tilde{l}}\left(s_{\tilde{l}}\right)\right\|\left\|U\left(t_{\tilde{l}}, s\right)\right\| \\
& \leq M^{i(t, s)+1} \beta^{i(t, s)} \exp (\varpi \alpha(i(t, s)+1))
\end{aligned}
$$

For any $s_{\tilde{l}-1} \leq s \leq t_{\tilde{l}}<\cdots<t_{k}<t \leq s_{k}$, we have

$$
\begin{aligned}
\|S(t, s)\| & \leq\left\|B_{k}(t) U\left(t_{k}, s_{k-1}\right) \prod_{j=\tilde{l}+1}^{k-1}\left[B_{j}\left(s_{j}\right) U\left(t_{j}, s_{j-1}\right)\right] B_{\tilde{l}}\left(s_{\tilde{l}}\right) U\left(t_{\tilde{l}}, s\right)\right\| \\
& \leq\left\|B_{k}(t)\right\|\left\|U\left(t_{k}, s_{k-1}\right)\right\| \prod_{j=\tilde{l}+1}^{k-1}\left[\left\|B_{j}\left(s_{j}\right)\right\|\left\|U\left(t_{j}, s_{j-1}\right)\right\|\right]\left\|B_{\tilde{l}}\left(s_{\tilde{l}}\right)\right\|\left\|U\left(t_{\tilde{l}}, s\right)\right\| \\
& \leq \beta^{i(t, s)} M^{i(t, s)} \exp (\varpi \alpha(i(t, s)))
\end{aligned}
$$

The proof is complete.
Theorem 3.2. Assume that (A11) holds. If $s \leq u \leq t, u, s, t \in \mathbb{R}^{+}$, then $S(t, s)=$ $S(t, u) S(u, s)$.
Proof. (a) For all $s, t \in\left[s_{i-1}, t_{i}\right], i \in N^{+}$, and $s<u<t$, we have

$$
S(t, u) S(u, s)=U(t, u) U(u, s)=U(t, s)=S(t, s)
$$

(b) For all $s \in\left[s_{i-1}, t_{i}\right], u \in\left[s_{l-1}, t_{l}\right], t \in\left[s_{k-1}, t_{k}\right], i, l, k \in N^{+}$, and $i<l<k$, we have

$$
\begin{aligned}
S(t, u) S(u, s)= & U\left(t, s_{k-1}\right) \prod_{j=l+1}^{k-1}\left[B_{j}\left(s_{j}\right) U\left(t_{j}, s_{j-1}\right)\right] B_{l}\left(s_{l}\right) U\left(t_{l}, u\right) \\
& \times U\left(u, s_{l-1}\right) \prod_{j=i+1}^{l-1}\left[B_{j}\left(s_{j}\right) U\left(t_{j}, s_{j-1}\right)\right] B_{i}\left(s_{i}\right) U\left(t_{i}, s\right) \\
= & U\left(t, s_{k-1}\right) \prod_{j=i+1}^{k-1}\left[B_{j}\left(s_{j}\right) U\left(t_{j}, s_{j-1}\right)\right] B_{i}\left(s_{i}\right) U\left(t_{i}, s\right) \\
= & S(t, s)
\end{aligned}
$$

Similarly, the conclusion can be proved when $i \leq l<k, i<l \leq k$.
(c) For all $s \in\left[s_{i-1}, t_{i}\right], u \in\left[s_{l-1}, t_{l}\right], t \in\left(t_{k}, s_{k}\right], i, l, k \in N^{+}$, and $i<l<k$, we have

$$
\begin{aligned}
S(t, u) S(u, s)= & B_{k}(t) U\left(t_{k}, s_{k-1}\right) \prod_{j=l+1}^{k-1}\left[B_{j}\left(s_{j}\right) U\left(t_{j}, s_{j-1}\right)\right] B_{l}\left(s_{l}\right) U\left(t_{l}, u\right) \\
& \times U\left(u, s_{l-1}\right) \prod_{j=i+1}^{l-1}\left[B_{j}\left(s_{j}\right) U\left(t_{j}, s_{j-1}\right)\right] B_{i}\left(s_{i}\right) U\left(t_{i}, s\right) \\
= & B_{k}(t) U\left(t_{k}, s_{k-1}\right) \prod_{j=i+1}^{k-1}\left[B_{j}\left(s_{j}\right) U\left(t_{j}, s_{j-1}\right)\right] B_{i}\left(s_{i}\right) U\left(t_{i}, s\right) \\
= & S(t, s)
\end{aligned}
$$

Similarly, the conclusion can be proved when $i \leq l \leq k$.
(d) For all $s, t \in\left(t_{i}, s_{i}\right], i \in N^{+}$, and $s<u<t$, we have

$$
S(t, u) S(u, s)=B_{i}(t) B_{i}^{-1}(u) B_{i}(u) B_{i}^{-1}(s)=B_{i}(t) B_{i}^{-1}(s)=S(t, s)
$$

(e) For all $s \in\left(t_{i}, s_{i}\right], u \in\left[s_{l-1}, t_{l}\right], t \in\left[s_{k-1}, t_{k}\right], i, l, k \in N^{+}$, and $i<l<k$, we have

$$
\begin{aligned}
S(t, u) S(u, s)= & U\left(t, s_{k-1}\right) \prod_{j=l+1}^{k-1}\left[B_{j}\left(s_{j}\right) U\left(t_{j}, s_{j-1}\right)\right] B_{l}\left(s_{l}\right) U\left(t_{l}, u\right) \\
& \times U\left(u, s_{l-1}\right) \prod_{j=i+1}^{l-1}\left[B_{j}\left(s_{j}\right) U\left(t_{j}, s_{j-1}\right)\right] B_{i}\left(s_{i}\right) B_{i}^{-1}(s) \\
= & U\left(t, s_{k-1}\right) \prod_{j=i+1}^{k-1}\left[B_{j}\left(s_{j}\right) U\left(t_{j}, s_{j-1}\right)\right] B_{i}\left(s_{i}\right) B_{i}^{-1}(s) \\
= & S(t, s) .
\end{aligned}
$$

Similarly, the conclusion can be proved when $i<l \leq k$.
(f) For all $s \in\left(t_{i}, s_{i}\right], u \in\left[s_{l-1}, t_{l}\right], t \in\left(t_{k}, s_{k}\right], i, l, k \in N^{+}$, and $i<l<k$, we have

$$
\begin{aligned}
S(t, u) S(u, s)= & B_{k}(t) U\left(t_{k}, s_{k-1}\right) \prod_{j=l+1}^{k-1}\left[B_{j}\left(s_{j}\right) U\left(t_{j}, s_{j-1}\right)\right] B_{l}\left(s_{l}\right) U\left(t_{l}, u\right) \\
& \times U\left(u, s_{l-1}\right) \prod_{j=i+1}^{l-1}\left[B_{j}\left(s_{j}\right) U\left(t_{j}, s_{j-1}\right)\right] B_{i}\left(s_{i}\right) B_{i}^{-1}(s) \\
= & B_{k}(t) U\left(t_{k}, s_{k-1}\right) \prod_{j=i+1}^{k-1}\left[B_{j}\left(s_{j}\right) U\left(t_{j}, s_{j-1}\right)\right] B_{i}\left(s_{i}\right) B_{i}^{-1}(s) \\
= & S(t, s)
\end{aligned}
$$

Similarly, the conclusion can be proved when $i<l \leq k$.
When $u \in\left(t_{l}, s_{l}\right]$, we can prove $S(t, s)=S(t, u) S(u, s)$ in the same way. The proof is complete.

Remark 3.3. Assume that (A11) holds. If $s \leq t \leq u$ or $u \leq s \leq t$, then $S(t, u) S(u, s)=S(t, s)$.

Proof. If $s \leq t \leq u$, then

$$
S(t, u) S(u, s)=S(t, u) S(u, t) S(t, s)=S(t, u) S^{-1}(t, u) S(t, s)=S(t, s)
$$

If $u \leq s \leq t$, then

$$
S(t, u) S(u, s)=S(t, s) S(s, u) S(u, s)=S(t, s) S(s, u) S^{-1}(s, u)=S(t, s)
$$

Theorem 3.4. If (A1) and (A2) hold, then $S(t+\omega, s+\omega)=S(t, s)$.
Proof. Clearly, for each $t \in\left[s_{i-1}, t_{i}\right], 0<s<t$, we have $U(t+\omega, s+\omega)=U(t, s)$ by (A1).
(a) For all $s \in\left[s_{i-1}, t_{i}\right], t \in\left[s_{k-1}, t_{k}\right]$, and $k \in N^{+}$, we have

$$
\begin{aligned}
S(t+\omega, s+\omega)= & U\left(t+\omega, s_{k-1+m}\right) \prod_{j=i+1}^{k-1}\left[B_{j+m}\left(s_{j+m}\right) U\left(t_{j+m}, s_{j+m-1}\right)\right] \\
& \times B_{i+m}\left(s_{i+m}\right) U\left(t_{i+m}, s+\omega\right) \\
= & U\left(t+\omega, s_{k-1}+\omega\right) \prod_{j=i+1}^{k-1}\left[B_{j+m}\left(s_{j}+\omega\right) U\left(t_{j}+\omega, s_{j-1}+\omega\right)\right] \\
& \times B_{i+m}\left(s_{i}+\omega\right) U\left(t_{i}+\omega, s+\omega\right) \\
= & U\left(t, s_{k-1}\right) \prod_{j=i+1}^{k-1}\left[B_{j}\left(s_{j}\right) U\left(t_{j}, s_{j-1}\right)\right] B_{i}\left(s_{i}\right) U\left(t_{i}, s\right) \\
= & S(t, s) .
\end{aligned}
$$

(b) For any $s \in\left[s_{i-1}, t_{i}\right], t \in\left(t_{k}, s_{k}\right]$, and $k \in N^{+}$, we have

$$
\begin{aligned}
& S(t+\omega, s+\omega) \\
& =B_{k+m}(t+\omega) U\left(t_{k+m}, s_{k+m-1}\right) \\
& \quad \times \prod_{j=i+1}^{k-1}\left[B_{j+m}\left(s_{j+m}\right) U\left(t_{j+m}, s_{j+m-1}\right)\right] B_{i+m}\left(s_{i+m}\right) U\left(t_{i+m}, s\right) \\
& =B_{k+m}(t+\omega) U\left(t_{k}+\omega, s_{k-1}+\omega\right) \\
& \quad \times \prod_{j=i+1}^{k-1}\left[B_{j+m}\left(s_{j}+\omega\right) U\left(t_{j}+\omega, s_{j-1}+\omega\right)\right] B_{i+m}\left(s_{i}+\omega\right) U\left(t_{i}+\omega, s\right) \\
& =B_{k}(t) U\left(t_{k}, s_{k-1}\right) \prod_{j=i+1}^{k-1}\left[B_{j}\left(s_{j}\right) U\left(t_{j}, s_{j-1}\right)\right] B_{i}\left(s_{i}\right) U\left(t_{i}, s\right) \\
& =S(t, s) .
\end{aligned}
$$

(c) For all $s \in\left(t_{i}, s_{i+1}\right], t \in\left[s_{k-1}, t_{k}\right]$, and $k \in N^{+}$, we have

$$
\begin{aligned}
& S(t+\omega, s+\omega) \\
& =U\left(t+\omega, s_{k-1+m}\right) \prod_{j=i+1}^{k-1}\left[B_{j+m}\left(s_{j+m}\right) U\left(t_{j+m}, s_{j+m-1}\right)\right] \\
& \quad \times B_{i+m}\left(s_{i+m}\right) B_{i+m}^{-1}(s+\omega)
\end{aligned}
$$

$$
\begin{aligned}
= & U\left(t+\omega, s_{k-1}+\omega\right) \prod_{j=i+1}^{k-1}\left[B_{j+m}\left(s_{j}+\omega\right) U\left(t_{j}+\omega, s_{j-1}+\omega\right)\right] \\
& \times B_{i+m}\left(s_{i}+\omega\right) B_{i+m}^{-1}(s+\omega) \\
= & U\left(t, s_{k-1}\right) \prod_{j=i+1}^{k-1}\left[B_{j}\left(s_{j}\right) U\left(t_{j}, s_{j-1}\right)\right] B_{i}\left(s_{i}\right) B_{i}^{-1}(s) \\
= & S(t, s)
\end{aligned}
$$

(d) For any $s \in\left(t_{i}, s_{i}\right], t \in\left(t_{k}, s_{k}\right]$, and $k \in N^{+}$, we have

$$
\begin{aligned}
& S(t+\omega, s+\omega) \\
& =B_{k+m}(t+\omega) U\left(t_{k+m}, s_{k+m-1}\right) \\
& \quad \times \prod_{j=i+1}^{k-1}\left[B_{j+m}\left(s_{j+m}\right) U\left(t_{j+m}, s_{j+m-1}\right)\right] B_{i+m}\left(s_{i+m}\right) U\left(t_{i+m}, s\right) \\
& =B_{k+m}(t+\omega) U\left(t_{k}+\omega, s_{k-1}+\omega\right) \\
& \quad \times \prod_{j=i+1}^{k-1}\left[B_{j+m}\left(s_{j}+\omega\right) U\left(t_{j}+\omega, s_{j-1}+\omega\right)\right] B_{i+m}\left(s_{i}+\omega\right) B_{i+m}^{-1}(s+\omega) \\
& =B_{k}(t) U\left(t_{k}, s_{k-1}\right) \prod_{j=i+1}^{k-1}\left[B_{j}\left(s_{j}\right) U\left(t_{j}, s_{j-1}\right)\right] B_{i}\left(s_{i}\right) B_{i}^{-1}(s) \\
& =S(t, s) .
\end{aligned}
$$

The proof is complete.
Theorem 3.5. Assume that (A1),(A9), (A11) hold. Then $S(t, s)$ is compact operator for $0 \leq s \leq t \leq \omega$.

Proof. Let $s, t \in\left[s_{i-1}, t_{i}\right], i \in N^{+}$, from Lemma 2.2. we see that $U(t, s)$ is a compact operator.

Let $s_{i-1} \leq s \leq t_{i}<\cdots<s_{k-1} \leq t \leq t_{k}, i \leq k, i, k \in N^{+}$, since $B_{j}\left(s_{j}\right) \in L_{b}(X)$, $U\left(t_{j}, s_{j-1}\right) \in L_{b}(X), \prod_{j=i+1}^{k-1}\left[B_{j}\left(s_{j}\right) U\left(t_{j}, s_{j-1}\right)\right] \in L_{b}(X), B_{i}\left(s_{i}\right) \in L_{b}(X), U\left(t_{i}, s\right) \in$ $L_{b}(X)$, and $U\left(t, s_{k-1}\right)$ is a compact operator, we see that

$$
U\left(t, s_{k-1}\right) \prod_{j=1}^{k-1}\left[B_{j}\left(s_{j}\right) U\left(t_{j}, s_{j-1}\right)\right] B_{i}\left(s_{i}\right) U\left(t_{i}, s\right)
$$

is a compact operator.
Let $s_{i-1} \leq s \leq t_{i}<\cdots<t_{k}<t \leq s_{k}, i \leq k, i, k \in N^{+}$, since $B_{j}\left(s_{j}\right) \in L_{b}(X)$, $U\left(t_{j}, s_{j-1}\right) \in L_{b}(X) B_{k}(t) \in L_{b}(X), U\left(t_{k}, s_{k-1}\right) \in L_{b}(X)$,
$\prod_{j=i+1}^{k-1}\left[B_{j}\left(s_{j}\right) U\left(t_{j}, s_{j-1}\right)\right] \in L_{b}(X), B_{i}\left(s_{i}\right) \in L_{b}(X)$, and $U_{k}\left(t, s_{k-1}\right)$ is a compact operator, we see that

$$
B_{k}(t) U\left(t_{k}, s_{k-1}\right) \prod_{j=i+1}^{k-1}\left[B_{j}\left(s_{j}\right) U\left(t_{j}, s_{j-1}\right)\right] B_{i}\left(s_{i}\right) U\left(t_{i}, s\right)
$$

is a compact operator.

Let $t_{i}<s \leq s_{i}<\cdots<s_{k} \leq t \leq t_{k+1}, i \leq k \in N^{+}$, since $B_{j}\left(s_{j}\right) \in$ $L_{b}(X), U\left(t_{j}, s_{j-1}\right) \in L_{b}(X), \prod_{j=i+1}^{k}\left[B_{j}\left(s_{j}\right) U\left(t_{j}, s_{j-1}\right)\right] \in L_{b}(X), B_{i}\left(s_{i}\right) \in L_{b}(X)$, $B_{i}^{-1}(s) \in L_{b}(X)$, and $U\left(t, s_{k}\right)$ is a compact operator, we see that

$$
U\left(t, s_{k}\right) \prod_{j=i+1}^{k}\left[B_{j}\left(s_{j}\right) U\left(t_{j}, s_{j-1}\right)\right] B_{i}\left(s_{i}\right) B_{i}^{-1}(s)
$$

is a compact operator.
Let $t_{i}<s \leq s_{i}<\cdots<t_{k}<t \leq s_{k}, i \leq k \in N^{+}$, since $B_{j}\left(s_{j}\right) \in L_{b}(X)$, $U\left(t_{j}, s_{j-1}\right) \in L_{b}(X), B_{k}(t) \in L_{b}(X), U\left(t_{k}, s_{k-1}\right) \in L_{b}(X)$, $\prod_{j=i+1}^{k-1}\left[B_{j}\left(s_{j}\right) U\left(t_{j}, s_{j-1}\right)\right] \in L_{b}(X), B_{i}\left(s_{i}\right) \in L_{b}(X), B_{i}^{-1}(s) \in L_{b}(X)$, and $U_{k}\left(t, s_{k-1}\right)$ is a compact operator, we see that

$$
B_{k}(t) U\left(t_{k}, s_{k-1}\right) \prod_{j=i+1}^{k-1}\left[B_{j}\left(s_{j}\right) U\left(t_{j}, s_{j-1}\right)\right] B_{i}\left(s_{i}\right) B_{i}^{-1}(s)
$$

is a compact operator. In summary, for any $0 \leq s \leq t \leq \omega$, the operator $S(t, s)$ is a compact.

Lemma 3.6. Assume that (A1)—(A3) hold. Then 1.1) has a solution $y \in \Psi_{\omega, c}$ if and only if

$$
(c I-S(\omega, 0)) y_{0}=0
$$

Proof. Note if $y \in P C\left(\mathbb{R}^{+}, X\right)$, then (1.1) can be formulated as

$$
y\left(t ; y_{0}\right)=S\left(t, t_{0}\right) y_{0}, \quad t \geq t_{0}
$$

Using Definition 2.4 we have

$$
\begin{aligned}
y(t+\omega)=c y(t) & \Longleftrightarrow S(t+\omega, 0) y_{0}=c S(t, 0) y_{0} \\
& \Longleftrightarrow S(t+\omega, \omega) S(\omega, 0) y_{0}=c S(t, 0) y_{0} \\
& \Longleftrightarrow S(t, 0) S(\omega, 0) y_{0}=c S(t, 0) y_{0} \\
& \Longleftrightarrow(c I-S(\omega, 0)) y_{0}=0 .
\end{aligned}
$$

This proof is complete.

## 4. Nonhomogeneous Linear non-instantaneous impulsive systems

In this section we consider the existence of $(\omega, c)$-periodic solutions of 1.2 .
Theorem 4.1. Assuming that $h \in C\left(\mathbb{R}^{+}, X\right)$. The solution $y \in P C\left(\mathbb{D}_{1}, X\right)$ of (1.2) with the initial value $y_{0}$ is given by

$$
\begin{align*}
y\left(t ; 0, y_{0}\right)= & S(t, 0) y_{0}+\sum_{j=0}^{i(t, 0)-1} \int_{s_{j}}^{t_{j+1}} S(t, \tau) h(\tau) d \tau  \tag{4.1}\\
& +\int_{s_{i(t, 0)}}^{t} S(t, \tau) h(\tau) d \tau+\sum_{j=1}^{i(t, 0)} S\left(t, s_{j}\right) b_{j} .
\end{align*}
$$

We set

$$
\tilde{h}(t)= \begin{cases}h(t), & t \in \mathbb{D}_{1} \\ 0, & t \in \mathbb{D}_{2}\end{cases}
$$

Then 4.1 can be rewritten as

$$
\begin{equation*}
y\left(t ; 0, y_{0}\right)=S(t, 0) y_{0}+\int_{0}^{t} S(t, \tau) \tilde{h}(\tau) d \tau+\sum_{j=1}^{i(t, 0)} S\left(t, s_{j}\right) b_{j} . \tag{4.2}
\end{equation*}
$$

Proof. For $t \in\left[0, t_{1}\right]$, the solutions of 1.2 can be represented as

$$
y\left(t ; 0, y_{0}\right)=S(t, 0) y_{0}+\int_{0}^{t} S(t, \tau) h(\tau) d \tau
$$

so, $y\left(t_{1}^{-}\right)=S\left(t_{1}^{-}, 0\right) y_{0}+\int_{0}^{t_{1}} S\left(t_{1}^{-}, \tau\right) h(\tau) d \tau$.
For $t \in\left(t_{1}, s_{1}\right]$, we have

$$
\begin{aligned}
y(t) & =B_{1}(t) y\left(t_{1}^{-}\right)+b_{1} \\
& =B_{1}(t)\left(S\left(t_{1}^{-}, 0\right) y_{0}+\int_{0}^{t_{1}} S\left(t_{1}^{-}, \tau\right) h(\tau) d \tau\right)+b_{1} \\
& =S(t, 0) y_{0}+\int_{0}^{t_{1}} S(t, \tau) h(\tau) d \tau+b_{1}
\end{aligned}
$$

so $y\left(s_{1}\right)=S\left(s_{1}, 0\right) y_{0}+\int_{0}^{t_{1}} S\left(s_{1}, \tau\right) h(\tau) d \tau+b_{1}$.
For $t \in\left[s_{1}, t_{2}\right]$, by using the variation of parameter method, we have

$$
\begin{aligned}
y\left(t, 0, s_{1}\right) & =S\left(t, s_{1}\right) y_{s_{1}}+\int_{s_{1}}^{t} S(t, \tau) h(\tau) d \tau \\
& =S\left(t, s_{1}\right)\left(S\left(s_{1}, 0\right) y_{0}+\int_{0}^{t_{1}} S\left(s_{1}, \tau\right) h(\tau) d \tau+b_{1}\right)+\int_{s_{1}}^{t} S(t, \tau) h(\tau) d \tau \\
& =S(t, 0) y_{0}+\int_{0}^{t_{1}} S(t, \tau) h(\tau) d \tau+\int_{s_{1}}^{t} S(t, \tau) h(\tau) d \tau+S\left(t, s_{1}\right) b_{1} .
\end{aligned}
$$

Assume that 4.1 holds for $t \in\left[s_{k}, t_{k+1}\right], k \in N^{+}$. Then we have
$y\left(t ; 0, y_{0}\right)=S(t, 0) y_{0}+\sum_{j=0}^{k-1} \int_{s_{j}}^{t_{j+1}} S(t, \tau) h(\tau) d \tau+\int_{s_{k}}^{t} S(t, \tau) h(\tau) d \tau+\sum_{j=1}^{k} S\left(t, s_{j}\right) b_{j}$,
so,

$$
\begin{aligned}
y\left(t_{k+1}^{-}\right)= & S\left(t_{k+1}^{-}, 0\right) x_{0}+\sum_{j=0}^{k-1} \int_{s_{j}}^{t_{j+1}} S\left(t_{k+1}^{-}, \tau\right) h(\tau) d \tau+\int_{s_{k}}^{t_{k+1}} S\left(t_{k+1}^{-}, \tau\right) h(\tau) d \tau \\
& +\sum_{j=1}^{k} S\left(t_{k+1}^{-}, s_{j}\right) b_{j}
\end{aligned}
$$

Then for $t \in\left(t_{k+1}, s_{k+1}\right]$, we have

$$
\begin{aligned}
y(t)= & B_{k+1}(t) y\left(t_{k+1}^{-}\right)+b_{k+1} \\
= & B_{k+1}(t)\left(S\left(t_{k+1}^{-}, 0\right) y_{0}+\sum_{j=0}^{k} \int_{s_{j}}^{t_{j+1}} S\left(t_{k+1}^{-}, \tau\right) h(\tau) d \tau\right. \\
& \left.+\sum_{j=1}^{k} S\left(t_{k+1}^{-}, s_{j}\right) b_{j}\right)+b_{k+1}
\end{aligned}
$$

$$
=S(t, 0) y_{0}+\sum_{j=0}^{k} \int_{s_{j}}^{t_{j+1}} S(t, \tau) h(\tau) d \tau+\sum_{j=1}^{k} S\left(t_{k+1}, s_{j}\right) b_{j}+b_{k+1}
$$

Thus, for $t \in\left[s_{k+1}, t_{k+2}\right]$, we have

$$
\begin{aligned}
& y\left(t, 0, s_{k+1}\right) \\
&= S\left(t, s_{k+1}\right) y_{s_{k+1}}+\int_{s_{k+1}}^{t} S(t, \tau) h(\tau) d \tau \\
&= S\left(t, s_{k+1}\right)\left(S\left(s_{k+1}, 0\right) y_{0}+\sum_{j=0}^{k} \int_{s_{j}}^{t_{j+1}} S\left(s_{k+1}, \tau\right) h(\tau) d \tau\right. \\
&\left.+\sum_{j=1}^{k} S\left(s_{k+1}, s_{j}\right) b_{j}+b_{k+1}\right)+\int_{s_{k+1}}^{t} S(t, \tau) h(\tau) d \tau \\
&= S(t, 0) y_{0}+\sum_{j=0}^{k} \int_{s_{j}}^{t_{j+1}} S(t, \tau) h(\tau) d \tau+\int_{s_{k+1}}^{t} S(t, \tau) h(\tau) d \tau \\
&+\sum_{j=1}^{k} S\left(t, s_{j}\right) b_{j}+S^{2}\left(t, s_{k+1}\right) b_{k+1} \\
&= S(t, 0) y_{0}+\sum_{j=0}^{k} \int_{s_{j}}^{t_{j+1}} S(t, \tau) h(\tau) d \tau+\int_{s_{k+1}}^{t} S(t, \tau) h(\tau) d \tau+\sum_{j=1}^{k+1} S\left(t, s_{j}\right) b_{j} .
\end{aligned}
$$

By mathematical induction, we can complete the proof.
To study the existence of $(\omega, c)$-periodic solutions of 1.2 , we consider two cases:
Case 1: $c \notin \sigma(S(\omega, 0))$.
Lemma 4.2. Assume that (A1)-(A3), (A5) hold. Then the ( $\omega, c$ )-periodic solution $y \in \Psi=P C([0, \omega], X)$ of (1.2) is

$$
y(t)=\int_{0}^{\omega} Q(t, \tau) \tilde{h}(\tau) d \tau+\sum_{j=1}^{m} Q\left(t, s_{j}\right) b_{j}, \quad t \in \mathbb{D}_{1}
$$

where $Q(\cdot, \cdot)$ is the Green's function

$$
Q(t, \tau)= \begin{cases}S(t, 0)(c I-S(\omega, 0))^{-1} S(\omega, \tau)+S(t, \tau), & 0<\tau<t  \tag{4.3}\\ S(t, 0)(c I-S(\omega, 0))^{-1} S(\omega, \tau), & t \leq \tau<\omega\end{cases}
$$

Proof. From Lemma 2.6 and (4.2), for any solution $y \in \Psi$ of (1.2), we have

$$
y(\omega)=S(\omega, 0) y_{0}+\int_{0}^{\omega} S(\omega, \tau) \tilde{h}(\tau) d \tau+\sum_{j=1}^{i(\omega, 0)} S\left(\omega, s_{j}\right) b_{j}=c y_{0}
$$

which is equivalent to

$$
y_{0}=(c I-S(\omega, 0))^{-1}\left(\int_{0}^{\omega} S(\omega, \tau) \tilde{h}(\tau) d \tau+\sum_{j=1}^{i(\omega, 0)} S\left(\omega, s_{j}\right) b_{j}\right)
$$

where we used (A3). Therefore, the solution of 1.2 is equivalent to

$$
\begin{aligned}
y(t)= & S(t, 0)(c I-S(\omega, 0))^{-1}\left(\int_{0}^{\omega} S(\omega, \tau) \tilde{h}(\tau) d \tau+\sum_{j=1}^{i(\omega, 0)} S\left(\omega, s_{j}\right) b_{j}\right) \\
& +\int_{0}^{t} S(t, \tau) \tilde{h}(\tau) d \tau+\sum_{j=1}^{i(t, 0)} S\left(t, s_{j}\right) b_{j} \\
= & \int_{0}^{\omega} S(t, 0)(c I-S(\omega, 0))^{-1} S(\omega, \tau) \tilde{h}(\tau) d \tau \\
& +\sum_{j=1}^{i(\omega, 0)} S(t, 0)(c I-S(\omega, 0))^{-1} S\left(\omega, s_{j}\right) b_{j} \\
& +\int_{0}^{t} S(t, \tau) \tilde{h}(\tau) d \tau+\sum_{j=1}^{i(t, 0)} S\left(t, s_{j}\right) b_{j} \\
= & \int_{0}^{t} S(t, 0)(c I-S(\omega, 0))^{-1} S(\omega, \tau) \tilde{h}(\tau) d \tau \\
& +\int_{t}^{\omega} S(t, 0)(c I-S(\omega, 0))^{-1} S(\omega, \tau) \tilde{h}(\tau) d \tau \\
& +\sum_{j=1}^{i(t, 0)} S(t, 0)(c I-S(\omega, 0))^{-1} S\left(\omega, s_{j}\right) b_{j} \\
& +\sum_{j=i(t, 0)+1}^{i(\omega, 0)} S(t, 0)(c I-S(\omega, 0))^{-1} S\left(\omega, s_{j}\right) b_{j} \\
& +\int_{0}^{t} S(t, \tau) \tilde{h}(\tau) d \tau+\sum_{j=1}^{i(t, 0)} S\left(t, s_{j}\right) b_{j} \\
= & J_{1}+J_{2},
\end{aligned}
$$

where

$$
\begin{aligned}
J_{1}:= & \int_{0}^{t} S(t, 0)(c I-S(\omega, 0))^{-1} S(\omega, \tau) \tilde{h}(\tau) d \tau+\int_{0}^{t} S(t, \tau) \tilde{h}(\tau) d \tau \\
& +\int_{t}^{\omega} S(t, 0)(c I-S(\omega, 0))^{-1} S(\omega, \tau) \tilde{h}(\tau) d \tau
\end{aligned}
$$

and

$$
\begin{aligned}
J_{2}:= & \sum_{j=1}^{i(t, 0)} S(t, 0)(c I-S(\omega, 0))^{-1} S\left(\omega, s_{j}\right) b_{j}+\sum_{j=1}^{i(t, 0)} S\left(t, s_{j}\right) b_{j} \\
& +\sum_{j=i(t, 0)+1}^{i(\omega, 0)} S(t, 0)(c I-S(\omega, 0))^{-1} S\left(\omega, s_{j}\right) b_{j} .
\end{aligned}
$$

Also we have

$$
J_{1}=\int_{0}^{t} S(t, 0)(c I-S(\omega, 0))^{-1} S(\omega, \tau) \tilde{h}(\tau) d \tau+\int_{0}^{t} S(t, \tau) \tilde{h}(\tau) d \tau
$$

$$
\begin{aligned}
& +\int_{t}^{\omega} S(t, 0)(c I-S(\omega, 0))^{-1} S(\omega, \tau) \tilde{h}(\tau) d \tau \\
= & \int_{0}^{t}\left[S(t, 0)(c I-S(\omega, 0))^{-1} S(\omega,, \tau)+S(t, \tau)\right] \tilde{h}(\tau) d \tau \\
& +\int_{t}^{\omega} S(t, 0)(c I-S(\omega, 0))^{-1} S(\omega, \tau) \tilde{h}(\tau) d \tau \\
= & \int_{0}^{\omega} Q(t, \tau) \tilde{h}(\tau) d \tau
\end{aligned}
$$

and

$$
\begin{aligned}
J_{2}= & \sum_{j=1}^{i(t, 0)} S(t, 0)(c I-S(\omega, 0))^{-1} S\left(\omega, s_{j}\right) b_{j}+\sum_{j=1}^{i(t, 0)} S\left(t, s_{j}\right) b_{j} \\
& +\sum_{j=i(t, 0)+1}^{i(\omega, 0)} S(t, 0)(c I-S(\omega, 0))^{-1} S\left(\omega, s_{j}\right) b_{j} \\
= & \sum_{j=1}^{i(t, 0)}\left[S(t, 0)(c I-S(\omega, 0))^{-1} S\left(\omega, s_{j}\right)+S\left(t, s_{j}\right)\right] b_{j} \\
& +\sum_{j=i(t, 0)+1}^{i(\omega, 0)} S(t, 0)(c I-S(\omega, 0))^{-1} S\left(\omega, s_{j}\right) b_{j} \\
= & \sum_{0<s_{j}<\omega} Q\left(t, s_{j}\right) b_{j} .
\end{aligned}
$$

This proof is complete.
Case 2: $c \in \sigma(S(\omega, 0))$. Suppose $X$ is a Hilbert space. Now we study the existence of $(\omega, c)$-periodic solutions of 2.1 when the operator $(c I-S(\omega, 0))^{-1}$ does not exist. We consider the adjoint system to 2.1) as follows

$$
\begin{gather*}
x^{\prime}(t)=-A^{\top}(t) x(t), \quad t \in\left(s_{i}, t_{i}\right], i=0,1,2, \ldots \\
x\left(t_{i}^{+}\right)=\left[B_{i}^{\top}\left(t_{i}\right)\right]^{-1} x\left(t_{i}^{-}\right), \quad i=1,2, \ldots \\
x(t)=\left[B_{i}^{\top}(t)\right]^{-1} x\left(t_{i}^{-}\right), \quad t \in\left(t_{i}, s_{i}\right], i=1,2, \ldots  \tag{4.4}\\
x\left(s_{i}^{+}\right)=x\left(s_{i}^{-}\right), \quad i=1,2, \ldots
\end{gather*}
$$

Here $A^{\top}(t), B_{i}^{\top}(t)$ is the adjoint operator of $A(t), B_{i}(t)$, respectively. By assumption (A1), $A^{\top}(t+\omega)=A^{\top}(t), B_{i+m}^{\top}(t+\omega)=B_{i}^{\top}(t)$. Let $U^{\top}(\cdot, \cdot)$ be the adjoint operator of $U(\cdot, \cdot)$ and $U^{\top}(\cdot, \cdot)$ satisfies some properties similar to $U(\cdot, \cdot)$ because of the convexity of $X^{*}$. From the reflexivity of X note $A^{\top}$ is also an infinitesimal generating element of $C_{0}$-semigroup $\left\{U^{\top}(\cdot, \cdot)\right\}$ in $X^{*}$ and $B_{i}^{\top}(t) \in \mathcal{L}_{b}\left(X^{*}\right)$.

It is easy to obtain that the solution of 4.4 with the initial value $x(0)=x_{0}$ is given by

$$
\begin{equation*}
x(t)=\left[S^{\top}(t, 0)\right]^{-1} x_{0} \tag{4.5}
\end{equation*}
$$

Theorem 4.3. Assume (A1), (A2), (A4) hold. Then the adjoint system 4.4) of (2.1) has l linearly independent ( $\omega, \frac{1}{c}$ )-periodic solutions for $1 \leq l \leq n$.

Proof. From (A4), we know that $(c I-S(\omega, 0))^{-1}$ does not exist, so we assume that the operator equation $(c I-S(\omega, 0)) y_{0}=0$ has $l$ linearly independent solutions for $1 \leq l \leq n$. This implies that dim $\operatorname{ker}\left[c I-S^{\top}(\omega, 0)\right]=\operatorname{dim} \operatorname{ker}[c I-S(\omega, 0)]$.

From 4.5), we have $x(t)=\left[S^{\top}(t, 0)\right]^{-1} x_{0}$. Then

$$
\begin{align*}
x(\omega)=\frac{1}{c} x_{0} & \Longleftrightarrow\left[S^{\top}(\omega, 0)\right]^{-1} x_{0}=\frac{1}{c} x_{0} \Longleftrightarrow\left[c I-S^{\top}(\omega, 0)\right] x_{0}=0  \tag{4.6}\\
& \Longleftrightarrow x_{0} \in \operatorname{ker}\left(c I-S^{\top}(\omega, 0)\right)=\operatorname{ker}(c I-S(\omega, 0))^{\top}
\end{align*}
$$

Therefore,
$\operatorname{dim} \operatorname{ker}\left(c I-S^{\top}(\omega, 0)\right)=n-\operatorname{rank}\left(c I-S^{\top}(\omega, 0)\right)=n-\operatorname{rank}(c I-S(\omega, 0))=l$.
Hence the adjoint system (4.4) has $l$ linearly independent ( $\omega, 1 / c$ )-periodic solutions.

Theorem 4.4. Let $y$ and $x$ be the solutions of (2.1) and (4.4), respectively. Then $\langle y(t), x(t)\rangle$ is constant for $t \geq 0$.

Proof. Let $t \in\left(s_{i}, t_{i+1}\right], i=0,1, \ldots$ Then

$$
\begin{aligned}
\langle y(t), x(t)\rangle^{\prime} & =\left\langle y^{\prime}(t), x(t)\right\rangle+\left\langle y(t), x^{\prime}(t)\right\rangle \\
& =\langle A(t) y(t), x(t)\rangle+\left\langle y(t),-A^{\top}(t) x(t)\right\rangle \\
& =\left\langle y(t), A^{\top}(t) x(t)\right\rangle+\left\langle y(t),-A^{\top}(t) x(t)\right\rangle=0 .
\end{aligned}
$$

Let $t \in\left(t_{i}, s_{i}\right], i=1,2, \ldots$ Then

$$
\begin{aligned}
\langle y(t), x(t)\rangle & =\left\langle B_{i}(t) y\left(t_{i}^{-}\right),\left[B_{i}^{\top}(t)\right]^{-1} x\left(t_{i}^{-}\right)\right\rangle \\
& =\left\langle y\left(t_{i}^{-}\right), B_{i}^{\top}(t)\left[B_{i}^{\top}(t)\right]^{-1} x\left(t_{i}^{-}\right)\right\rangle \\
& =\left\langle y\left(t_{i}^{-}\right), x\left(t_{i}^{-}\right)\right\rangle .
\end{aligned}
$$

Let $t=t_{i}, i=1,2, \ldots$, then

$$
\begin{aligned}
\left\langle y\left(t_{i}^{+}\right), x\left(t_{i}^{+}\right)\right\rangle & =\left\langle B_{i}\left(t_{i}\right) y\left(t_{i}^{-}\right),\left[B_{i}^{\top}\left(t_{i}\right)\right]^{-1} x\left(t_{i}^{-}\right)\right\rangle \\
& =\left\langle y\left(t_{i}^{-}\right), B_{i}^{\top}\left(t_{i}\right)\left[B_{i}^{\top}\left(t_{i}\right)\right]^{-1} x\left(t_{i}^{-}\right)\right\rangle \\
& =\left\langle y\left(t_{i}^{-}\right), x\left(t_{i}^{-}\right)\right\rangle
\end{aligned}
$$

Thus, $\langle x(t), y(t)\rangle=\langle x(0), y(0)\rangle$ which is a constant.
Lemma 4.5. Assume that (A1), (A2), (A4) hold. Then 1.2 has l linearly independent $(\omega, c)$-periodic solutions if and only if

$$
\begin{equation*}
\int_{0}^{\omega}\langle x(\tau), \tilde{h}(\tau)\rangle_{X^{*}, X} d \tau+\sum_{k=1}^{m}\left\langle x\left(s_{k}\right), b_{k}\right\rangle_{X^{*}, X}=0 \tag{4.7}
\end{equation*}
$$

Proof. Let $y$ be a $(\omega, c)$-periodic solution of 1.2 , and the initial condition $y(0)=y_{0}$ satisfy

$$
\begin{equation*}
(c I-S(\omega, 0)) y_{0}=\int_{0}^{\omega} S(\omega, \tau) \tilde{h}(\tau) d \tau+\sum_{k=1}^{i(\omega, 0)} S\left(\omega, s_{k}\right) b_{k} \tag{4.8}
\end{equation*}
$$

Let $x(t)$ be a nontrivial $(\omega, 1 / c)$-periodic solution of the adjoint system 4.4. Using (4.6), we obtain

$$
0=\left\langle(c I-S(\omega, 0))^{\top} x_{0}, y_{0}\right\rangle_{X^{*}, X}=\left\langle x_{0},(c I-S(\omega, 0)) y_{0}\right\rangle_{X^{*}, X}
$$

$$
\begin{aligned}
& =\left\langle x_{0}, \int_{0}^{\omega} S(\omega, \tau) \tilde{h}(\tau) d \tau+\sum_{i=1}^{m} S\left(\omega, s_{k}\right) b_{k}\right\rangle_{X^{*}, X} \\
& =\int_{0}^{\omega}\left\langle x_{0}, S(\omega, \tau) \tilde{h}(\tau)\right\rangle_{X^{*}, X} d \tau+\sum_{i=1}^{m}\left\langle x_{0}, S\left(\omega, s_{k}\right) b_{k}\right\rangle_{X^{*}, X} \\
& =\int_{0}^{\omega}\left\langle S^{\top}(\omega, \tau) x_{0}, \tilde{h}(\tau)\right\rangle_{X^{*}, X} d \tau+\sum_{i=1}^{m}\left\langle S^{\top}\left(\omega, s_{k}\right) x_{0}, b_{k}\right\rangle_{X^{*}, X} \\
& =\int_{0}^{\omega}\langle x(\tau), \tilde{h}(\tau)\rangle_{X^{*}, X} d \tau+\sum_{i=1}^{m}\left\langle x\left(s_{k}\right), b_{k}\right\rangle_{X^{*}, X}
\end{aligned}
$$

This proves the necessity part.
Suppose 4.7) holds. Assume the solution $x(t)$ is a $(\omega, 1 / c)$-periodic solution of the adjoint system (4.4) with initial condition $x(0)=x_{0}$. Therefore, the solution is given by $x(\tau)=S^{\top}(\omega, \tau) x_{0}$, where $a_{j}$ is a nonzero constant. Using 4.7, we have

$$
\begin{align*}
0 & =\int_{0}^{\omega}\langle x(\tau), \tilde{h}(\tau)\rangle_{X^{*}, X} d \tau+\sum_{i=1}^{m}\left\langle x\left(s_{k}\right), b_{k}\right\rangle_{X^{*}, X} \\
& =\int_{0}^{\omega}\left\langle S^{\top}(\omega, \tau) x_{0}, \tilde{h}(\tau)\right\rangle_{X^{*}, X} d \tau+\sum_{k=1}^{m}\left\langle S^{\top}\left(\omega, s_{k}\right) x_{0}, b_{k}\right\rangle_{X^{*}, X} \\
& =\int_{0}^{\omega}\left\langle x_{0}, S(\omega, \tau) \tilde{h}(\tau)\right\rangle_{X^{*}, X} d \tau+\sum_{k=1}^{m}\left\langle x_{0}, S\left(\omega, s_{k}\right) b_{k}\right\rangle_{X^{*}, X}  \tag{4.9}\\
& =\left\langle x_{0}, \int_{0}^{\omega} S(\omega, \tau) \tilde{h}(\tau) d \tau+\sum_{k=1}^{m} S\left(\omega, s_{k}\right) b_{k}\right\rangle_{X^{*}, X} \\
& =\left\langle x_{0},(c I-S(\omega, 0)) y_{0}\right\rangle_{X^{*}, X}
\end{align*}
$$

Note that 4.8) and (4.9) imply that $(c I-S(\omega, 0)) y_{0}=0$ is equivalent to $(c I-$ $S(\omega, 0))^{\top} x_{0}=0$. The system 4.8 has a solution if and only if $\operatorname{rank}(c I-S(\omega, 0))=$ $\operatorname{rank}(c I-S(\omega, 0))^{\top}=n-l$. Thus, the system 1.2 has $l$ linearly independent ( $\omega, c$ )-periodic solutions. This proof is complete.

Lemma 4.6. Assume that (A10) holds. Then

$$
\begin{aligned}
& \sum_{j=1}^{m}\left\|Q\left(t, s_{j}\right) b_{j}\right\| \\
& \leq L_{\varpi}:= \begin{cases}K N M^{m+1} \exp (\varpi \alpha m)\left(K N M^{(m+1)} \exp (\varpi \alpha m)\right. \\
\left.\times\left\|(c I-S(\omega, 0))^{-1}\right\|+1\right) \sum_{j=1}^{m-1}\left\|b_{j}\right\|, & \varpi>0 \\
K N M^{m+1} \sum_{j=1}^{m}\left[K N M^{m+1}\left\|(c I-S(\omega, 0))^{-1}\right\|+1\right]\left\|b_{j}\right\|, & \varpi \leq 0\end{cases}
\end{aligned}
$$

for any $t \in[0, \omega]$.
Proof. According to 4.3) and Theorem 3.1, we have

$$
\sum_{j=1}^{m}\left\|Q\left(t, s_{j}\right) b_{j}\right\|
$$

$$
\begin{aligned}
\leq & \sum_{j=1}^{m}\left\|Q\left(t, s_{j}\right)\right\|\left\|b_{j}\right\| \\
= & \sum_{j=1}^{i(t, 0)-1}\left\|Q\left(t, s_{j}\right)\right\|\left\|b_{j}\right\|+\sum_{j=i(t, 0)}^{m}\left\|Q\left(t, s_{j}\right)\right\|\left\|b_{j}\right\| \\
\leq & \sum_{j=1}^{i(t, 0)-1}\left\|S(t, 0)(c I-S(\omega, 0))^{-1} S\left(\omega, s_{j}\right)+S\left(t, s_{j}\right)\right\|\left\|b_{j}\right\| \\
& +\sum_{j=i(t, 0)}^{m}\left\|S(t, 0)(c I-S(\omega, 0))^{-1} S\left(\omega, s_{j}\right)\right\|\left\|b_{j}\right\| \\
\leq & \sum_{j=1}^{i(t, 0)-1}\left[\|S(t, 0)\|\left\|(c I-S(\omega, 0))^{-1}\right\|\left\|S\left(\omega, s_{j}\right)\right\|+\left\|S\left(t, s_{j}\right)\right\|\right]\left\|b_{j}\right\| \\
& +\sum_{j=i(t, 0)}^{m}\|S(t, 0)\|\left\|(c I-S(\omega, 0))^{-1}\right\|\left\|S\left(\omega, s_{j}\right)\right\|\left\|b_{j}\right\| \\
\leq & \sum_{j=1}^{i(t, 0)-1}\left[K N M^{i(t, 0)+1} \exp (\varpi \alpha i(t, 0))\left\|(c I-S(\omega, 0))^{-1}\right\| K N M^{i(t, 0)+1}\right. \\
& \left.\times \exp \left(\varpi \alpha i\left(\omega, s_{j}\right)\right)+K N M^{i(t, 0)+1} \exp \left(\varpi \alpha i\left(t, s_{j}\right)\right)\right]\left\|b_{j}\right\| \\
& +\sum_{j=i(t, 0)}^{m} K N M^{i(t, 0)+1} \exp (\varpi \alpha i(t, 0))\left\|(c I-S(\omega, 0))^{-1}\right\| K N M^{i(t, 0)+1} \\
& \times \exp \left(\varpi \alpha i\left(\omega, s_{j}\right)\right)\left\|b_{j}\right\| \\
= & \sum_{j=1}^{i(t, 0)-1}\left[K ^ { 2 } N ^ { 2 } M ^ { 2 ( i ( t , 0 ) + 1 ) } \operatorname { e x p } \left(\varpi \alpha\left(i(t, 0)+i\left(\omega, s_{j}\right)\right)\left\|(c I-S(\omega, 0))^{-1}\right\|\right.\right. \\
& \left.+K N M^{i(t, 0)+1} \exp \left(\varpi \alpha i\left(t, s_{j}\right)\right)\right]\left\|b_{j}\right\| \\
& +\sum_{j=i(t, 0)}^{m} K^{2} N^{2} M^{2(i(t, 0)+1)} \exp \left(\varpi \alpha\left(i(t, 0)+i\left(\omega, s_{j}\right)\right)\right)\left\|(c I-S(\omega, 0))^{-1}\right\|\left\|b_{j}\right\| .
\end{aligned}
$$

For $\varpi>0$,

$$
\begin{aligned}
& \sum_{j=1}^{m}\left\|Q\left(t, s_{j}\right)\right\|\left\|b_{j}\right\| \\
& \leq \sum_{j=1}^{i(t, 0)-1}\left[K ^ { 2 } N ^ { 2 } M ^ { 2 ( i ( t , 0 ) + 1 ) } \operatorname { e x p } \left(\varpi \alpha\left(i(t, 0)+i\left(\omega, s_{j}\right)\right)\left\|(c I-S(\omega, 0))^{-1}\right\|\right.\right. \\
&\left.+K N M^{i(t, 0)+1} \exp \left(\varpi \alpha i\left(t, s_{j}\right)\right)\right]\left\|b_{j}\right\| \\
&+\sum_{j=i(t, 0)}^{m} K^{2} N^{2} M^{2(i(t, 0)+1)} \exp \left(\varpi \alpha\left(i(t, 0)+i\left(\omega, s_{j}\right)\right)\right)\left\|(c I-S(\omega, 0))^{-1}\right\|\left\|b_{j}\right\|
\end{aligned}
$$

$$
\begin{aligned}
\leq & \sum_{j=1}^{m} K^{2} N^{2} M^{2(m+1)} \exp (\varpi \alpha 2 m)\left\|(c I-S(\omega, 0))^{-1}\right\|\left\|b_{j}\right\| \\
& +\sum_{j=1}^{m} K N M^{m+1} \exp (\varpi \alpha m)\left\|b_{j}\right\| \\
\leq & K N M^{m+1} \exp (\varpi \alpha m)\left(K N M^{(m+1)} \exp (\varpi \alpha m)\left\|(c I-S(\omega, 0))^{-1}\right\|+1\right) \sum_{j=1}^{m-1}\left\|b_{j}\right\| \\
& \text { For } \varpi \leq 0 \\
& \sum_{j=1}^{m}\left\|Q\left(t, s_{j}\right)\right\|\left\|b_{j}\right\| \\
\quad & \quad \sum_{j=1}^{i(t, 0)-1}\left[K ^ { 2 } N ^ { 2 } M ^ { 2 ( i ( t , 0 ) + 1 ) } \operatorname { e x p } \left(\varpi \alpha\left(i(t, 0)+i\left(\omega, s_{j}\right)\right)\left\|(c I-S(\omega, 0))^{-1}\right\|\right.\right. \\
& \left.+K N M^{i(t, 0)+1} \exp \left(\varpi \alpha i\left(t, s_{j}\right)\right)\right]\left\|b_{j}\right\| \\
& +\sum_{j=i(t, 0)}^{m} K^{2} N^{2} M^{2(i(t, 0)+1)} \exp \left(\varpi \alpha\left(i(t, 0)+i\left(\omega, s_{j}\right)\right)\right)\left\|(c I-S(\omega, 0))^{-1}\right\|\left\|b_{j}\right\| \\
\leq & \sum_{j=1}^{m}\left[K^{2} N^{2} M^{2(m+1)}\left\|(c I-S(\omega, 0))^{-1}\right\|+K N M^{m+1}\right]\left\|b_{j}\right\| \\
\leq & K N M^{m+1} \sum_{j=1}^{m}\left[K N M^{m+1}\left\|(c I-S(\omega, 0))^{-1}\right\|+1\right]\left\|b_{j}\right\| .
\end{aligned}
$$

The proof is complete.
Lemma 4.7. Assume that (A10) holds. For $0<t<\omega$, we have
$\int_{0}^{\omega}\|Q(t, \tau)\| d \tau$
$\leq K_{\varpi}$
$:= \begin{cases}K N M^{m+1}\left[K N M^{m+1} \exp (\varpi \alpha m)\left\|(c I-S(\omega, 0))^{-1}\right\|+1\right] \exp (\varpi \alpha m) \omega, & \varpi>0, \\ K N M^{m+1}\left[K N M^{m+1} \exp (\varpi \alpha m)\left\|(c I-S(\omega, 0))^{-1}\right\|+1\right] \omega, & \varpi \leq 0 .\end{cases}$
Proof. According to (4.3), from (3.1), we have

$$
\begin{aligned}
& \int_{0}^{\omega}\|Q(t, \tau)\| d \tau \\
& \leq \int_{0}^{t}\|Q(t, \tau)\| d \tau+\int_{t}^{\omega}\|Q(t, \tau)\| d \tau \\
&= \int_{0}^{t}\left\|S(t, 0)(c I-S(\omega, 0))^{-1} S(\omega, \tau)+S(t, \tau)\right\| d \tau \\
&+\int_{t}^{\omega}\left\|S(t, 0)(c I-S(\omega, 0))^{-1} S(\omega, \tau)\right\| d \tau \\
& \leq \int_{0}^{t}\left[\|S(t, 0)\|\left\|(c I-S(\omega, 0))^{-1}\right\|\|S(\omega, \tau)\|+\|S(t, \tau)\|\right] d \tau
\end{aligned}
$$

$$
\begin{aligned}
& +\int_{t}^{\omega}\|S(t, 0)\|\left\|(c I-S(\omega, 0))^{-1}\right\|\|S(\omega, \tau)\| d \tau \\
\leq & \int_{0}^{\omega}\|S(t, 0)\|\left\|(c I-S(\omega, 0))^{-1}\right\|\|S(\omega, \tau)\| d \tau+\int_{0}^{t}\|S(t, \tau)\| d \tau \\
\leq & \int_{0}^{\omega} K N M^{i(t, 0)+1} \exp (\varpi \alpha i(t, 0))\left\|(c I-S(\omega, 0))^{-1}\right\| K N M^{i(\omega, \tau)+1} \\
& \times \exp (\varpi \alpha i(\omega, \tau)) d \tau+\int_{0}^{t} K N M^{i(t, \tau)+1} \exp (\varpi \alpha i(t, \tau)) d \tau \\
\leq & K N M^{m+1}\left[K N M^{m+1} \exp (\varpi \alpha m)\left\|(c I-S(\omega, 0))^{-1}\right\|+1\right] \int_{0}^{\omega} \exp (\varpi \alpha i(t, \tau)) d \tau
\end{aligned}
$$

For $\varpi>0$,
$\int_{0}^{\omega}\|Q(t, \tau)\| d \tau$

$$
\leq K N M^{m+1}\left[K N M^{m+1} \exp (\varpi \alpha m)\left\|(c I-S(\omega, 0))^{-1}\right\|+1\right] \int_{0}^{\omega} \exp (\varpi \alpha i(t, \tau)) d \tau
$$

$$
\leq K N M^{m+1}\left[K N M^{m+1} \exp (\varpi \alpha m)\left\|(c I-S(\omega, 0))^{-1}\right\|+1\right] \exp (\varpi \alpha m) \omega
$$

For $\varpi \leq 0$,

$$
\int_{0}^{\omega}\|Q(t, \tau)\| d \tau
$$

$$
\leq K N M^{m+1}\left[K N M^{m+1} \exp (\varpi \alpha m)\left\|(c I-S(\omega, 0))^{-1}\right\|+1\right] \int_{0}^{\omega} \exp (\varpi \alpha i(t, \tau)) d \tau
$$

$$
\leq K N M^{m+1}\left[K N M^{m+1} \exp (\varpi \alpha m)\left\|(c I-S(\omega, 0))^{-1}\right\|+1\right] \omega
$$

The proof is complete.

## 5. Nonlinear non-instantaneous impulsive systems

In this section, we apply the Banach fixed point theorem and the Schauder fixed point theorem to establish existence theorems for $(\omega, c)$-periodic solutions of 1.3 ).

Theorem 5.1. Assume that (A1)-(A3), (A6), (A7), (A10) hold. If $0<L_{u} K_{\varpi}<1$, then (1.3) has a unique ( $\omega, c$ )-periodic solution $y \in \Psi_{\omega, c}$ satisfying

$$
\|y\|_{P C} \leq \frac{\tilde{f}_{0} K_{\varpi}+L_{\varpi}}{1-L_{u} K_{\varpi}}
$$

where $\tilde{f}_{0}=\max _{t \in[0, \omega]}|f(t, 0)|$.
Proof. Consider any $y \in \Psi_{\omega, c}$, i.e., $y(\cdot+\omega)=c y(\cdot)$. From assumption (A6),

$$
f(t+\omega, y(t+\omega))=f(t+\omega, c y(t))=c f(t, y), \quad t \in \mathbb{R}^{+}
$$

Thus, $f(\cdot, y(\cdot)) \in \Psi_{\omega, c}$.
From Lemma 4.2, our goal is to consider the fixed point problem

$$
y(t)=\int_{0}^{\omega} Q(t, \tau) \tilde{f}(\tau, y(\tau)) d \tau+\sum_{j=1}^{m} Q\left(t, s_{j}\right) b_{j} .
$$

We consider the operator $P: \Psi \rightarrow \Psi$ given by

$$
\begin{equation*}
P y(t)=\int_{0}^{\omega} Q(t, \tau) \tilde{f}(\tau, y(\tau)) d \tau+\sum_{j=1}^{m} Q\left(t, s_{j}\right) b_{j} \tag{5.1}
\end{equation*}
$$

For any $x, y \in \Psi$, we have

$$
\begin{aligned}
\|P x(t)-P y(t)\| & \leq \int_{0}^{\omega}\|Q(t, \tau) \tilde{f}(\tau, x(\tau))-Q(t, \tau) \tilde{f}(\tau, y(\tau))\| d \tau \\
& \leq \int_{0}^{\omega}\|Q(t, \tau)\|\|\tilde{f}(\tau, x(\tau))-\tilde{f}(\tau, y(\tau))\| d \tau \\
& \leq L_{u}\|x-y\|_{P C} \int_{0}^{\omega} Q(t, \tau) d \tau \\
& \leq L_{u} K_{\varpi}\|x-y\|_{P C}
\end{aligned}
$$

This implies that $\|P x-P y\|_{P C} \leq L_{u} K_{\varpi}\|x-y\|_{P C}$. Since $0<L_{u} K_{\varpi}<1$, operator $P$ is a contraction mapping. Thus, $P$ has a unique fixed point. Furthermore, using Lemma 4.6. we have

$$
\begin{aligned}
\|y(t)\| & =\|P y(t)\| \leq \int_{0}^{\omega}\|Q(t, \tau)\|\|\tilde{f}(\tau, y(\tau))\| d \tau+\sum_{j=1}^{m}\left\|Q\left(t, s_{j}\right)\right\|\left\|b_{j}\right\| \\
& \leq \int_{0}^{\omega}\|Q(t, \tau)\|\|\tilde{f}(\tau, y(\tau))-\tilde{f}(\tau, 0)+\tilde{f}(\tau, 0)\| d \tau+\sum_{j=1}^{m}\left\|Q\left(t, s_{j}\right)\right\|\left\|b_{j}\right\| \\
& \leq L_{u}\|y\|_{P C} \int_{0}^{\omega}\|Q(t, \tau)\| d \tau+\int_{0}^{\omega}\|Q(t, \tau)\|\|\tilde{f}(\tau, 0)\| d \tau+\sum_{j=1}^{m}\left\|Q\left(t, s_{j}\right)\right\|\left\|b_{j}\right\| \\
& \leq L_{u} K_{\varpi}\|y\|_{P C}+\left\|\tilde{f}_{0}\right\| K_{\varpi}+L_{\varpi}
\end{aligned}
$$

Thus

$$
\|y\|_{P C} \leq \frac{\tilde{f}_{0} K_{\varpi}+L_{\varpi}}{1-L_{u} K_{\varpi}}
$$

The proof is complete.
Theorem 5.2. Assume that (A1)-(A3), (A8)-(A11) hold. If $0<\gamma K_{\varpi}<1$, then (1.3) has a $(\omega, c)$-periodic solution $y \in \Psi_{\omega, c}$.

Proof. Consider the operator $P$ defined in (5.1) on $B_{l}:=\{y \in \Omega \mid\|y\| \leq l\}$, and $l \geq \frac{\alpha K_{\varpi}+L_{\varpi}}{1-\gamma K_{\varpi}}$.
Step 1. We show that $P\left(B_{l}\right) \subset B_{l}$. For any $y \in B_{l}, t \in[0, \omega]$, by Lemmas 4.6 and 4.7 and (A8), we have

$$
\begin{aligned}
\|(P y)(t)\| & \leq \int_{0}^{\omega}\|Q(t, \tau)\|\|\tilde{f}(\tau, y(\tau))\| d \tau+\sum_{j=1}^{m}\left\|Q\left(t, s_{j}\right) b_{j}\right\| \\
& \leq \gamma \int_{0}^{\omega}\|Q(t, \tau)\|\|y(\tau)\| d \tau+\alpha \int_{0}^{\omega}\|Q(t, \tau)\| d \tau+\sum_{i=1}^{m}\left\|Q\left(t, s_{j}\right) b_{j}\right\| \\
& \leq \gamma K_{\varpi}\|y\|_{P C}+\alpha K_{\varpi}+L_{\varpi}=l
\end{aligned}
$$

which implies that $\|P y\|_{P C} \leq l$. Thus $P\left(B_{l}\right) \subset B_{l}$ for any $y \in B_{l}$ and $t \in[0, \omega]$.

Step 2. We prove that $P$ is continuous. Let $y_{n}$ be a Cauchy sequence such that $y_{n} \rightarrow y($ as $n \rightarrow \infty)$ in $B_{l}$. Since $\tilde{f}\left(\cdot, y_{n}(\cdot)\right) \rightarrow \tilde{f}(\cdot, y(\cdot))$ as $y_{n} \rightarrow y$ for any $t \in[0, \omega]$, we obtain

$$
\begin{aligned}
\left\|\left(P y_{n}\right)(t)-(P y)(t)\right\| & \leq \int_{0}^{\omega}\|Q(t, \tau)\| \| \tilde{f}_{n}\left(\tau, y_{n}(\tau)-\tilde{f}(\tau, y(\tau)) \| d \tau\right. \\
& \leq\left\|\tilde{f}_{n}-\tilde{f}\right\|_{P C} \int_{0}^{\omega}\|Q(t, \tau)\| d \tau \\
& \leq K_{\varpi}\left\|\tilde{f}_{n}-\tilde{f}\right\|_{P C}
\end{aligned}
$$

Thus, $P$ is continuous.
Step 3. We show that $P\left(B_{l}\right)$ is relatively compact set. Since $P\left(B_{l}\right) \subset B_{l}$, it is easy to see that $P\left(B_{l}\right)$ is uniformly bounded. Next, we show that $P$ is an equicontinuous operator. For $0<t_{1}<t_{2} \leq \omega$ and $y \in B_{l}$, we have

$$
\begin{align*}
& \left\|(P y)\left(t_{2}\right)-(P y)\left(t_{1}\right)\right\| \\
& \leq \int_{0}^{\omega}\left\|Q\left(t_{2}, \tau\right)-Q\left(t_{1}, \tau\right)\right\|\|\tilde{f}(\tau, y(\tau))\| d \tau+\sum_{j=1}^{m}\left\|Q\left(t_{2}, s_{j}\right)-Q\left(t_{1}, s_{j}\right)\right\|\left\|b_{j}\right\|  \tag{5.2}\\
& \leq(\alpha+\beta\|y\|) \int_{0}^{\omega}\left\|Q\left(t_{2}, \tau\right)-Q\left(t_{1}, \tau\right)\right\| d \tau+\sum_{i=1}^{m}\left\|Q\left(t_{2}, s_{j}\right)-Q\left(t_{1}, s_{j}\right)\right\|\left\|b_{j}\right\|
\end{align*}
$$

From 4.3, we obtain

$$
\begin{align*}
& \left\|Q\left(t_{2}, \tau\right)-Q\left(t_{1}, \tau\right)\right\| \\
& = \begin{cases}\| S\left(t_{2}, 0\right)(c I-S(\omega, 0))^{-1} S(\omega, \tau)+S\left(t_{2}, \tau\right) \\
-S\left(t_{1}, 0\right)(c I-S(\omega, 0))^{-1} S(\omega, \tau)-S\left(t_{1}, \tau\right) \|, & \text { if } 0<\tau<t_{1}<t_{2} \\
\| S\left(t_{2}, 0\right)(c I-S(\omega, 0))^{-1} S(\omega, \tau) & \text { if } t_{1}<t_{2}<\tau<\omega \\
-S\left(t_{1}, 0\right)(c I-S(\omega, 0))^{-1} S(\omega, \tau) \|, & \text { if } 0<\tau<t_{1}<t_{2}\end{cases}  \tag{5.3}\\
& \leq \begin{cases}\left.\left\|(c I-S(\omega, 0))^{-1}\right\|\|S(\omega, \tau)\| \| S\left(t_{2}, 0\right)-S\left(t_{1}, 0\right)\right) \| & \text { if } t_{1}<t_{2}<\tau<\omega \\
\left.+\| S\left(t_{2}, \tau\right)-S\left(t_{1}, \tau\right)\right) \|, & \left.\left\|S\left(t_{2}, 0\right)-S\left(t_{1}, 0\right)\right\|\left\|(c I-S(\omega, 0))^{-1}\right\| \| S(\omega, \tau)\right) \|,\end{cases}
\end{align*}
$$

Letting $t_{1} \rightarrow t_{2}$, from 5.3 and the compactness of $S(\cdot, \cdot)$ we have

$$
Q\left(t_{2}, \tau\right) \rightarrow Q\left(t_{1}, \tau\right), \text { as } t_{1} \rightarrow t_{2}
$$

Thus, we have $\left\|(P y)\left(t_{1}\right)-(P y)\left(t_{2}\right)\right\| \rightarrow 0$ as $t_{1} \rightarrow t_{2}$. Then $P$ is an equicontinuous operator.

Now consider the approximate operator $P_{\epsilon}$ on $B_{l}$ as follows

$$
\begin{equation*}
\int_{0}^{\omega} Q(t-\epsilon, \tau) \tilde{f}(\tau, y(\tau)) d \tau+\sum_{j=1}^{m} Q\left(t-\epsilon, s_{j}\right) b_{j}, t \in[0, \omega] \tag{5.4}
\end{equation*}
$$

Consider $K=\{(P y)(t): t \in[0, \omega]\}$ and

$$
K_{\epsilon}=S(\epsilon, 0)\left\{\left(P_{\epsilon} y\right)(t): t \in[0, \omega]\right\}, \quad 0<\epsilon<\omega
$$

From Theorem 3.5 and $K$ bounded, $K_{\epsilon}$ is precompact. Next,

$$
\begin{align*}
\left\|\left(P_{\epsilon} y\right)(t)-(P y)(t)\right\| \leq & \int_{0}^{\omega}\|Q(t, \tau)-Q(t-\epsilon, \tau)\|\|f(\tau, y(\tau))\| d \tau \\
& +\sum_{i=1}^{m}\left\|Q\left(t, s_{i}\right)-Q\left(t-\epsilon, s_{i}\right)\right\|\left\|b_{j}\right\| \\
\leq & (\alpha+\beta l) \int_{0}^{\omega}\|Q(t-\epsilon, s)-Q(t, s)\| d s  \tag{5.5}\\
& +\sum_{i=1}^{m}\left\|Q\left(t-\epsilon, s_{i}\right)-Q\left(t, s_{i}\right)\right\|\left\|b_{i}\right\|
\end{align*}
$$

Then $\left\|\left(P_{\epsilon} y\right)(t)-(P y)(t)\right\|$ tends to zero when $\epsilon \rightarrow 0$. Thus $K$ can be approximated to an arbitrary degree of accuracy by a precompact set $K_{\epsilon}$. Hence $K$ itself is a precompact set in $X$, that is, $B$ takes a bounded set into a precompact set in $X$. The Arzelà-Ascoli theorem implies the compactness of $B$. Thus Schauder's fixed point theorem guarantees the result. The proof is complete.

Next we present an example. Since we develop our theory mainly for infinite dimensional Banach spaces, we need consider a partial differential equation.

Example 5.3. We consider the problem

$$
\begin{gather*}
\frac{\partial}{\partial t} y(t, x)=(2+\sin 2 t) \frac{\partial^{2}}{\partial x^{2}} y(t, x)+a \sin t+b \frac{y^{3}}{2+y^{2}} \\
x \in(0, \pi), \quad t \in\left[s_{i-1}, t_{i}\right], \quad i \in N^{+} \\
y\left(t_{i}^{+}, x\right)=2 y\left(t_{i}^{-}, x\right), \quad x \in(0, \pi)  \tag{5.6}\\
y(t, x)=\left(2-\frac{t-t_{i}}{s_{i}-t_{i}}\right) y\left(t_{i}^{-}, x\right), \quad t \in\left(t_{i}, s_{i}\right], x \in(0, \pi) \\
y\left(s_{i}^{+}, x\right)=y\left(s_{i}^{-}, x\right)\left[=y\left(t_{i}^{-}, x\right)\right], \quad x \in(0, \pi) \\
y(t, 0)=y(t, \pi)=0, \quad t \geq 0
\end{gather*}
$$

where $a, b \in \mathbb{R}, a \neq 0, b \neq 0,0=t_{0}=s_{0}, t_{i}=(2 i-1) \pi / 2, s_{i}=i \pi$.
Let $B_{i}(t)=2-\frac{t-t_{i}}{s_{i}-t_{i}}, m=1, \omega=\pi$. then

$$
\begin{aligned}
B_{i+m}(t+\omega) & =B_{i+1}(t+\pi)=2-\frac{t+\pi-t_{i+1}}{s_{i+1}-t_{i+1}}=2-\frac{t+\pi-t_{i}-\pi}{s_{i}+\pi-t_{i}-\pi} \\
& =2-\frac{t-t_{i}}{s_{i}-t_{i}}=B_{i}(t)
\end{aligned}
$$

Set $X=L^{2}(0, \pi)$ with a norm $\|y\|=\sqrt{\int_{0}^{\pi} y^{2}(t)} d t$. Define $A(t) y=(2+\sin 2 t) \frac{\partial^{2}}{\partial x^{2}} y$ for $y \in D(A)=\left\{y \in X: \frac{\partial y}{\partial x}, \frac{\partial^{2} y}{\partial x^{2}} \in X, y(0)=y(\pi)=0\right\}$. Then $A(t)$ is the infinitesimal generator of a strongly continuous semigroup $\{S(t, s), t \geq 0\}$ in $X$. Indeed, we know that the sequence $\{\sqrt{2 / \pi} \sin k x\}_{k \in N}$ is an orthonormal basis of $X$. Thus for

$$
y_{0}=\sum_{k \in N} y_{0 k} \sqrt{\frac{2}{\pi}} \sin k t \in X, \quad\left\|y_{0}\right\|=\sqrt{\sum_{k \in N} y_{0 k}^{2}}
$$

we have

$$
\begin{aligned}
& S(t, s) y_{0}=\sum_{k \in N} \exp \left(-k^{2}\left(2(t-s)+\frac{\cos 2 s-\cos 2 t}{2}\right)\right) y_{0 k} \sqrt{\frac{2}{\pi}} \sin k t \\
& \Rightarrow\left\|S(t, s) y_{0}\right\|=\sqrt{\sum_{k \in N} \exp \left(-k^{2}(4(t-s)+\cos 2 s-\cos 2 t)\right) y_{0 k}^{2}} \\
& \quad \leq \exp (-(t-s))\left\|y_{0}\right\|
\end{aligned}
$$

Hence $M=1$ and $\varpi=-1$. Moreover, $\sigma(S(\pi, 0))=\left\{e^{-2 \pi k^{2}}, k \in \mathbb{N}\right\}$, so $-1 \notin$ $\sigma(S(\omega, 0))$. Next,

$$
(-I-S(\pi, 0))^{-1} y_{0}=-\sum_{k \in \mathbb{N}} \frac{1}{1+e^{-2 \pi k^{2}}} y_{0 k} \sqrt{\frac{2}{\pi}} \sin k x
$$

and then

$$
\left\|(-I-S(\pi, 0))^{-1} y_{0}\right\|=\left\|\sum_{k \in \mathbb{N}} \frac{1}{1+e^{-2 \pi k^{2}}} y_{0 k} \sqrt{\frac{2}{\pi}} \sin k x\right\|=\sqrt{\sum_{k \in \mathbb{N}} \frac{1}{\left(1+e^{-2 \pi k^{2}}\right)^{2}} y_{0 k}^{2}}
$$

and

$$
\sup _{k \in \mathbb{N}} \frac{1}{\left(1+e^{-2 \pi k^{2}}\right)^{2}}=1, \quad\left\|y_{0}\right\|=\sqrt{\sum_{k \in \mathbb{N}} y_{0 k}^{2}}
$$

thus

$$
\left\|(-I-S(\pi, 0))^{-1}\right\|=\sup _{\left\|y_{0}\right\|=1}\left\|(-I-S(\pi, 0))^{-1} y_{0}\right\|=1
$$

and $K_{\varpi}=2 \pi$.
On the other hand, we have $f(t, y)=a \sin t+b \frac{y^{3}}{2+y^{2}}, t \in \mathbb{R}^{+}$. Then

$$
f(t+\pi,-y)=a \sin (t+\pi)+b \frac{(-y)^{3}}{2+(-y)^{2}}=-\left(a \sin t+b \frac{y^{3}}{2+y^{2}}\right)=-f(t, y)
$$

for $t \in \mathbb{R}^{+}$, so $c=-1$ and

$$
\begin{aligned}
\|f(t, y)\| & \leq\|a \sin t\|+\left\|b \frac{y^{3}}{2+y^{2}}\right\| \\
& \leq|a|\|\sin t\|+|b|\left(\int_{0}^{\pi} \frac{y^{6}(t)}{\left(2+y^{2}(t)\right)^{2}} d t\right)^{1 / 2} \\
& \leq|a| \sqrt{\pi / 2}+|b|\left(\int_{0}^{\pi} y^{2}(t) d t\right)^{1 / 2} \\
& \leq|a| \sqrt{\pi / 2}+|b|\|y\|
\end{aligned}
$$

We have $\alpha=|a| \sqrt{\pi / 2}$ and $\gamma=|b|$. Then $0<\gamma K_{\varpi}<1$ reduces to $0<2 \pi|b|<1$, which holds for some suitable $b$ : Let $|b|=1 /(3 \pi)$ and then $0<\gamma K_{\varpi}=2 / 3<1$. Thus all the assumptions in Theorem 5.2 are satisfied. Accordingly, system (5.6) has a $(\pi,-1)$-periodic solution.

## 6. Conclusions

In this paper, time-varying development systems in infinite-dimensional space are studied for the first time. When $A(t)$ and $B_{i}(t)$ are not commutative, the Cauchy operator of the linear homogeneous system is constructed, and the study of the system is transformed into its corresponding Cauchy operator. Firstly, some properties of Cauchy operator are obtained. A sufficient and necessary condition for the existence of $(\omega, c)$-periodic solutions for linear homogeneous systems is given. The existence of $(\omega, c)$-periodic solutions in critical and noncritical cases for linear inhomogeneous systems is discussed. The existence of periodic solutions for nonlinear systems ( $\omega, c$ )-periodic solutions is obtained using Banach's fixed point theorem and Schauder's fixed point theorem.
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