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#### Abstract

In this article, we are interested in the Gevrey properties of the formal power series solutions in time of some inhomogeneous nonlinear partial differential equations with analytic coefficients at the origin of $\mathbb{C}^{n+1}$. We systematically examine the cases where the inhomogeneity is $s$-Gevrey for any $s \geq 0$, in order to carefully distinguish the influence of the data (and their degree of regularity) from that of the equation (and its structure). We thus prove that we have a noteworthy dichotomy with respect to a nonnegative rational number $s_{c}$ fully determined by the Newton polygon of a convenient associated linear partial differential equation: for any $s \geq s_{c}$, the formal solutions and the inhomogeneity are simultaneously $s$-Gevrey; for any $s<s_{c}$, the formal solutions are generically $s_{c}$-Gevrey. In the latter case, we give an explicit example in which the solution is $s^{\prime}$-Gevrey for no $s^{\prime}<s_{c}$. As a practical illustration, we apply our results to the generalized Burgers-Korteweg-de Vries equation.


## 1. Problem setting

The nonlinear evolution equations are often used to represent the motion of the isolated waves, localized in a small part of space in many fields such as optical fibers, neural physics, solid state physics, hydrodynamics, diffusion process, plasma physics and nonlinear optics (nonlinear heat equation, nonlinear Klein-Gordon equation, nonlinear Euler-Lagrange equation, Burgers equation, Korteweg-de Vries equation, Boussinesq equation, etc.).

When studying such equations, one of the major challenges is the determination of exact solutions, if any exists, and the precise analysis of their properties (dynamic, asymptotic behavior, etc.) in order to have a better understanding of the mechanism of the underlying physical phenomena and dynamic processes. To do that, one possible way is given by the summation theory which allows to construct analytic solutions from formal ones.

The present work is devoted to the study of these formal solutions (existence, unicity, Gevrey properties), which is the first step towards this approach. More precisely, we consider an inhomogeneous nonlinear partial differential equation with

[^0]a 1-dimensional time variable $t \in \mathbb{C}$ and a $n$-dimensional spatial variable $x=$ $\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{C}^{n}$ of the form
\[

$$
\begin{gather*}
\partial_{t}^{\kappa} u-\sum_{i \in \mathcal{K}} \sum_{q \in Q_{i}}\left(\sum_{p \in P_{i, q}} t^{v_{i, q, p}} a_{i, q, p}(t, x) u^{p}\right) \partial_{t}^{i} \partial_{x}^{q} u=\widetilde{f}(t, x)  \tag{1.1}\\
\partial_{t}^{j} u(t, x)_{\mid t=0}=\varphi_{j}(x), \quad j=0, \ldots, \kappa-1
\end{gather*}
$$
\]

where

- $\kappa \geq 1$ is a positive integer;
- $\mathcal{K}$ is a nonempty subset of $\{0, \ldots, \kappa-1\}$;
- $Q_{i}$ is a nonempty finite subset of $\mathbb{N}^{n}$ for all $i \in \mathcal{K}(\mathbb{N}$ denotes the set of the nonnegative integers);
- $P_{i, q}$ is a nonempty finite subset of $\mathbb{N}$ for all $i \in \mathcal{K}$ and $q \in Q_{i}$;
- $v_{i, q, p} \geq 0$ is a nonnegative integer for all $i \in \mathcal{K}, q \in Q_{i}$ and $p \in P_{i, q}$;
- the coefficients $a_{i, q, p}(t, x)$ are analytic on a polydisc $D_{\rho_{0}, \ldots, \rho_{n}}:=D_{\rho_{0}} \times$ $D_{\rho_{1}} \times \cdots \times D_{\rho_{n}}$ centered at the origin of $\mathbb{C}^{n+1}\left(D_{\rho}\right.$ denotes the disc with center $0 \in \mathbb{C}$ and radius $\rho>0)$ and satisfy $a_{i, q, p}(0, x) \not \equiv 0$ for all $i \in \mathcal{K}$, $q \in Q_{i}$ and $p \in P_{i, q}$;
- $\partial_{x}^{q}$ denotes the derivative $\partial_{x_{1}}^{q_{1}} \ldots \partial_{x_{n}}^{q_{n}}$ while $q:=\left(q_{1}, \ldots, q_{n}\right) \in \mathbb{N}^{n}$;
- the inhomogeneity $\widetilde{f}(t, x)$ is a formal power series in $t$ with analytic coefficients in $D_{\rho_{1}, \ldots, \rho_{n}}$ (we denote by $\left.\widetilde{f}(t, x) \in \mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right)[[t]]\right)$ which may be smooth, or not; (We denote $\widetilde{f}$ with a tilde to emphasize the possible divergence of the series)
- the initial conditions $\varphi_{j}(x)$ are analytic on $D_{\rho_{1}, \ldots, \rho_{n}}$ for $j=0, \ldots, \kappa-1$.

Looking for a formal solution $\widetilde{u}(t, x) \in \mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right)[[t]]$, and writing any element $\widetilde{g}(t, x) \in \mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right)[[t]]$ in the form

$$
\widetilde{g}(t, x)=\sum_{j \geq 0} g_{j, *}(x) \frac{t^{j}}{j!} \quad \text { with } g_{j, *}(x) \in \mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right) \text { for all } j
$$

we easily get that the coefficients $u_{j, *}(x)$ of $\widetilde{u}(t, x)$ are uniquely determined by the recurrence relations

$$
\begin{align*}
& u_{j+\kappa, *}(x) \\
& =f_{j, *}(x) \\
& +\sum_{i \in \mathcal{K}} \sum_{q \in Q_{i}} \sum_{\substack{ }} \sum_{\substack{ \\
P_{i, q}}} \frac{j!a_{i, q, p ; \ell_{0}, *}(x) u_{\ell_{1}, *}(x) \ldots u_{\ell_{p}, *}(x) \partial_{x}^{q} u_{\ell_{p+1}+i, *}(x)}{\ell_{0}!\ell_{1}!\ldots+\ell_{p}!\ell_{p+1}!} \tag{1.2}
\end{align*}
$$

together with the initial conditions $u_{j, *}(x)=\varphi_{j}(x)$ for $j=0, \ldots, \kappa-1$. As usual, we use the classical conventions that the fourth sum is zero as soon as $j-v_{i, q, p}<0$, and that the product $\frac{u_{\ell_{1}, *}(x) \ldots u_{\ell_{p}, *}(x)}{\ell_{1}!\ldots \ell_{p}!}$ is 1 as soon as $p=0$.

The purpose of the paper is to answer to the question:
What relationship exists between the Gevrey order of the formal solution $\widetilde{u}(t, x)$ and the Gevrey order of the inhomogeneity $\widetilde{f}(t, x)$ ?
Indeed, according to the algebraic structure of the $s$-Gevrey spaces $\mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right)[[t]]_{s}$ (see Section 2 for the exact definition of theses spaces), it is classical one has

$$
\widetilde{u}(t, x) \in \mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right)[[t]]_{s} \Rightarrow \widetilde{f}(t, x) \in \mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right)[[t]]_{s}
$$

But, what can we say about the converse?
A first answer was provided by the author in [37] (see also [30, 35] for some particular examples) in the linear case (case $P_{i, q}=\{0\}$ for all $i$ and $q$ ) and in the semilinear case with a polynomial nonlinearity in $u$ (case $P_{0,0} \cap(\mathbb{N} \backslash\{0\}) \neq \emptyset$ and $P_{i, q}=\{0\}$ for all $\left.(i, q) \neq(0,0)\right)$; that is for the equations of the form

$$
\begin{equation*}
L(u)-P(u)=\widetilde{f}(t, x) \tag{1.3}
\end{equation*}
$$

where $L$ is a linear partial differential operator of the form

$$
L=\partial_{t}^{\kappa}-\sum_{i \in \mathcal{K}} \sum_{q \in Q_{i}} a_{i, q}(t, x) \partial_{t}^{i} \partial_{x}^{q}
$$

and where $P(X)$ is either zero or a polynomial with valuation $\geq 2$ in $X$ and with analytic coefficients at the origin of $\mathbb{C}^{n+1}$. In particular, he proved that the Gevrey orders of the formal solution $\widetilde{u}(t, x)$ and the inhomogeneity $\widetilde{f}(t, x)$ are closely related through a special value, called the critical value of 1.3 ) and denoted in the sequel by $s_{c}$, which is fully determined by the Newton polygon at $t=0$ of the linear operator $L$.

Proposition 1.1 ([37]). Let $s_{c}$ denote the nonnegative rational number equal to the inverse of the smallest positive slope of the Newton polygon at $t=0$ of the linear operator $L$ if any exists, and equal to 0 otherwise. Then
(1) $\widetilde{u}(t, x)$ and $\widetilde{f}(t, x)$ are simultaneously $s$-Gevrey for any $s \geq s_{c}$;
(2) $\widetilde{u}(t, x)$ is generically $s_{c}$-Gevrey while $\widetilde{f}(t, x)$ is s-Gevrey with $s<s_{c}$.

Remark 1.2. When the inhomogeneity $\widetilde{f}(t, x)$ is $s$-Gevrey with $s<s_{c}$, the hypotheses made on 1.3 do not allow in general to specify the exact Gevrey order of the formal solution $\widetilde{u}(t, x)$ as in the opposite case $s \geq s_{c}$ (Point 1). However, the second point of Proposition 1.1 asserts that this order is always less or equal to $s_{c}$ (This is obvious due to the filtration of the Gevrey spaces (see Section 3.1) and the first point of Proposition 1.1.) and that this inequality is the best possible. Indeed, one can easily find cases for which $\widetilde{u}(t, x)$ is exactly $s_{c}$-Gevrey (see [37, Prop. 4.11] for instance).

In this article, we propose to extend the results of Proposition 1.1 to the very general (1.1). Similarly as the equations of the form (1.3), the critical value $s_{c}$ of this equation is fully determined by the Newton polygon at $t=0$ of a convenient linear partial differential operator, called the associated linear operator. Section 3 is devoted to the study of this operator: after a heuristic approach using two simple examples (Section 3.1), we describe the general geometric structure of its Newton polygon at $t=0$, and we derive from this the value of $s_{c}$ as well as some fundamental associated inequalities (Section 3.2). In Section 4 , we state our main result (Theorem 4.1) and some direct consequences. The proof of Theorem 4.1 is developed in Sections 5 and 6.

Before remembering some results about the Gevrey formal series (Section 2), let us mention here that a similar problem has already been studied by Tahara in 46] in the case of real variables. However, the calculations we develop in this paper are based on a very different approach.

Let us also mention that other slightly different works have also been done for several years by many authors towards the convergence [21, 23, 43] and the Gevrey order [14, 15, 22, 39, 40, 41, 42, 44, 45] of the formal power series solutions of
some singular nonlinear partial differential equations, and towards the summability [17, 19, 26, 34, 36, 38] of the formal power series solution of some nonlinear partial differential equations. Furthermore, in [12, 13], Lastra and Malek considered some parametric nonlinear partial differential equations; in [18], Malek investigated the Gevrey properties of some nonlinear integro-differential equations. Of course, given the technical and computational difficulties inherent in the nonlinearity, the known results, especially in the framework of the summability or the multisummability, are currently far fewer than in the linear case.

## 2. Gevrey formal series

All along the article, we consider $t$ as the variable and $x$ as a parameter. Thereby, to define the notion of Gevrey classes of formal power series in $\mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right)[[t]]$, one extends the classical notion of Gevrey classes of formal power series in $\mathbb{C}[[t]]$ to families parametrized by $x$ in requiring similar conditions, the estimates being however uniform with respect to $x$. Doing that, any formal power series of $\mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right)[[t]]$ can be seen as a formal power series in $t$ with coefficients in a convenient Banach space defined as the space of functions that are holomorphic on a polydisc $D_{\rho, \ldots, \rho}\left(0<\rho \leq \min \left(\rho_{1}, \ldots, \rho_{n}\right)\right)$ and continuous up to its boundary, equipped with the usual supremum norm. For a general study of the formal power series with coefficients in a Banach space, we refer for instance to 2 .

In the sequel, we endow $\mathbb{C}^{n}$ with the maximum norm: for $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{C}^{n}$,

$$
\|x\|=\max _{\ell \in\{1, \ldots, n\}}\left|x_{\ell}\right| .
$$

Definition 2.1. Let $s \geq 0$. A formal power series

$$
\widetilde{u}(t, x)=\sum_{j \geq 0} u_{j, *}(x) \frac{t^{j}}{j!} \in \mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right)[[t]]
$$

is said to be Gevrey of order $s$ (in short, $s$-Gevrey) if there exist three positive constants $0<\rho<\min \left(\rho_{1}, \ldots, \rho_{n}\right), C>0$ and $K>0$ such that the inequalities

$$
\sup _{\|x\| \leq \rho}\left|u_{j, *}(x)\right| \leq C K^{j} \Gamma(1+(s+1) j)
$$

hold for all $j \geq 0$.
In other words, Definition 2.1 means that $\widetilde{u}(t, x)$ is $s$-Gevrey in $t$, uniformly in $x$ on a neighborhood of $x=(0, \ldots, 0) \in \mathbb{C}^{n}$.

We denote by $\mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right)[[t]]_{s}$ the set of all the formal series in $\mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right)[[t]]$ which are $s$-Gevrey.

Observe that the set $\mathbb{C}\{t, x\}$ of germs of analytic functions at the origin of $\mathbb{C}^{n+1}$ coincides with the union $\cup_{\rho_{1}>0, \ldots, \rho_{n}>0} \mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right)[[t]]_{0}$. In particular, any element of $\mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right)[[t]]_{0}$ is convergent and $\mathbb{C}\{t, x\} \cap \mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right)[[t]]=\mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right)[[t]]_{0}$. Observe also that the sets $\mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right)[[t]]_{s}$ are filtered as follows

$$
\mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right)[[t]]_{0} \subset \mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right)[[t]]_{s} \subset \mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right)[[t]]_{s^{\prime}} \subset \mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right)[[t]]
$$

for all $s$ and $s^{\prime}$ satisfying $0<s<s^{\prime}<+\infty$. The following proposition specifies the algebraic structure of $\mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right)[[t]]_{s}$.
Proposition 2.2. Let $s \geq 0$. Then the set $\left(\mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right)[[t]]_{s}, \partial_{t}, \partial_{x_{1}}, \ldots, \partial_{x_{n}}\right)$ is a $\mathbb{C}$-differential algebra.

Proof. Since $\left(\mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right)[[t]], \partial_{t}, \partial_{x_{1}}, \ldots, \partial_{x_{n}}\right)$ is a $\mathbb{C}$-differential algebra, it is sufficient to prove that $\mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right)[[t]]_{s}$ is stable under multiplication and derivations.

The proof of the stability under the multiplication and the derivation $\partial_{t}$ is similar to the one already detailed in [31, Prop. 1] (see also [2, p. 64]) in the case $n=1$.

To prove the stability under the derivation $\partial_{x_{\ell}}$ with $\ell \in\{1, \ldots, n\}$, we proceed as follows. Let $\widetilde{u}(t, x) \in \mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right)[[t]]_{s}$ as in Definition 2.1 and $\widetilde{w}(t, x)=\partial_{x_{\ell}} \widetilde{u}(t, x)$. For a given $0<\rho^{\prime}<\rho$, the Cauchy Integral Formula gives us, for all $j \geq 0$ and all $\|x\| \leq \rho^{\prime}$ :

$$
w_{j, *}(x)=\partial_{x_{\ell}} u_{j, *}(x)=\frac{1}{(2 i \pi)^{n}} \int_{\gamma(x)} \frac{u_{j, *}\left(x^{\prime}\right)}{\left(x_{\ell}^{\prime}-x_{\ell}\right)^{2} \prod_{\substack{k=1 \\ k \neq \ell}}^{n}\left(x_{k}^{\prime}-x_{k}\right)} d x^{\prime}
$$

where $\gamma(x):=\left\{x^{\prime}=\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right) \in \mathbb{C}^{n} ;\left|x_{k}^{\prime}-x_{k}\right|=\rho-\rho^{\prime}\right.$ for all $\left.k \in\{1, \ldots, n\}\right\}$. Hence, the inequalities

$$
\sup _{\|x\| \leq \rho^{\prime}}\left|w_{j, *}(x)\right| \leq C^{\prime} K^{j} \Gamma(1+(s+1) j) \quad \text { with } C^{\prime}=\frac{C}{\rho-\rho^{\prime}} \text { for all } j \geq 0
$$

Indeed, the definition of the path $\gamma(x)$ implies $\left\|x^{\prime}\right\| \leq \rho$. The proof is complete.
Observe that the stability under the derivation $\partial_{x_{\ell}}$ would not be guaranteed without the condition "there exist $0<\rho<\min \left(\rho_{1}, \ldots, \rho_{n}\right) \ldots$ " in Definition 2.1.

## 3. Associated linear operator

As we said in Section 1, the critical value of 1.1 is fully determined by the Newton polygon at $t=0$ of a convenient linear partial differential operator. In Section 3.1 below, we investigate two simple examples to heuristically introduce this operator.

### 3.1. Two preliminaries examples.

Example 1: a fundamental equation. In this first example, we consider the equation

$$
\begin{gather*}
\partial_{t} u=t^{v} u^{p} \partial_{x}^{q} u, \quad v, p \geq 0, q \geq 2 \\
u(0, x)=\frac{1}{1-x} \in \mathcal{O}\left(D_{1}\right) \tag{3.1}
\end{gather*}
$$

in two variables $(t, x) \in \mathbb{C}^{2}$. When $p=0,(3.1)$ is linear and the Newton polygon at $t=0$ of its associated linear operator $\partial_{t}-t^{v} \partial_{x}^{q}$ (see Figure 1) has a unique positive slope, which is equal to $k=\frac{1+v}{q-1}$ [30, 37].


Figure 1. Newton polygon at $t=0$ of $\partial_{t}-t^{v} \partial_{x}^{q}$

Hence, applying Proposition 1.1, its formal solution $\widetilde{u}(t, x)$ is generically $s_{c^{-}}$ Gevrey with $s_{c}=\frac{1}{k}=\frac{q-1}{1+v}$. In fact, using a method similar to the one developed in [30, Prop. 4.11], one can even show that $\widetilde{u}(t, x)$ is exactly $s_{c}$-Gevrey.

When $p \geq 1$, (3.1) is no longer linear, but the particular value $s_{c}$ continues to play an important role as shown by the following result.

Proposition 3.1. The formal solution $\widetilde{u}(t, x)$ of (3.1) is exactly $s_{c}$-Gevrey for any $p \geq 0$.
Proof. According to the general identities $\sqrt{1.2}$, the coefficients $u_{j, *}(x)$ of $\widetilde{u}(t, x)$ are recursively determined from the initial conditions $u_{0, *}(x)=\frac{1}{1-x}$ by the relations

$$
u_{j+1, *}(x)=j!\sum_{\substack{\ell_{1}+\cdots+\ell_{p}+\\ \ell_{p+1}=j-v}} \frac{u_{\ell_{1}, *}(x) \ldots u_{\ell_{p}, *}(x) \partial_{x}^{q} u_{\ell_{p+1}, *}(x)}{\ell_{1}!\ldots \ell_{p}!\ell_{p+1}!}
$$

From this, we first derive that

- the terms $u_{j(1+v)+\ell, *}(x)$ are zero for all $j \geq 0$ and all $\ell \in\{1, \ldots, v\}$;
- the terms $u_{j(1+v), *}(x)$ read for all $j \geq 0$ in the form

$$
u_{j(1+v), *}(x)=\frac{a_{j}}{(1-x)^{j(q+p)+1}}
$$

where the coefficients $a_{j}$ is positive and satisfies the inequalities

$$
A_{j} \leq a_{j} \leq C_{j, p+1} A_{j}
$$

with

$$
A_{j}=\frac{(j(q+p))!}{\prod_{\ell=1}^{j} \prod_{m=1}^{p}(\ell q+(\ell-1) p+m)} \prod_{\ell=1}^{j} \prod_{m=1}^{v}((\ell-1)(1+v)+m)
$$

and $C_{0, p+1}=1$ and, for all $j \geq 1, C_{j, p+1}=$ the number of the nonzero terms in the sum

$$
\sum_{\substack{\ell_{1}+\cdots+\ell_{p}+\\ \ell_{p+1}=(j-1)(1+v)}} \frac{u_{\ell_{1}, *}(x) \ldots u_{\ell_{p}, *}(x) \partial_{x}^{q} u_{\ell_{p+1, *}}(x)}{\ell_{1}!\ldots \ell_{p}!\ell_{p+1}!}
$$

As previously, we use in the definition of $A_{j}$ the classical convention that the products are 1 as soon as $j$ (or $p$, or $v$ ) is zero.

The constants $A_{j}$ 's can be bound for all $j \geq 0$ by applying technical Lemmas 3.2 and 3.3. To bound the constants $C_{j, p+1}$ 's, it suffices to observe that the property

$$
u_{\ell, *}(x) \not \equiv 0 \Leftrightarrow \ell \text { is a multiple of } 1+v
$$

implies that the $C_{j, p+1}$ 's can be recursively determined from $C_{0, p+1}=1$ by the relation

$$
\begin{equation*}
C_{j, p+1}=\sum_{\ell_{1}^{\prime}+\cdots+\ell_{p}^{\prime}+\ell_{p+1}^{\prime}=j-1} C_{\ell_{1}^{\prime}, p+1} \ldots C_{\ell_{p}^{\prime}, p+1} C_{\ell_{p+1}^{\prime}, p+1} \tag{3.2}
\end{equation*}
$$

Thereby, the $C_{j, p+1}$ 's are the generalized Catalan numbers of order $p+1$ and we have

$$
C_{j, p+1}=\frac{1}{j p+1}\binom{j(p+1)}{j} \leq 2^{j(p+1)}
$$

for all $j \geq 0$ (see [10, 11, 27] for instance). These numbers were named in honor of the mathematician Eugène Charles Catalan (1814-1894). They appear in many
probabilist, graphs and combinatorial problems. For example, they can be seen as the number of ( $p+1$ )-ary trees with $j$ source-nodes, or as the number of ways of associating $j$ applications of a given $(p+1)$-ary operation, or as the number of ways of subdividing a convex polygon into $j$ disjoint $(p+2)$-gons by means of non-intersecting diagonals. They also appear in theoretical computers through the generalized Dyck words. See for instance 10 and the references inside. Therefore,

$$
\begin{equation*}
\frac{(j(q+p))!(j v)!}{(q+p)^{j p}(j!)^{p}} \leq a_{j} \leq\left(2^{p+1}(1+v)^{v}\right)^{j} \frac{(j(q+p))!(j!)^{v}}{(j!)^{p}} . \tag{3.3}
\end{equation*}
$$

We are now able to prove Proposition 3.1. Choosing $0<r<1$, we first derive from the second inequaliy of 3.3 the relations

$$
\left|u_{j(1+v)_{, *}}(x)\right| \leq \frac{1}{1-r}\left(\frac{2^{p+1}(1+v)^{v}}{(1-r)^{q+p}}\right)^{j} \frac{(j(q+p))!(j!)^{v}}{(j!)^{p}}
$$

for all $j \geq 0$ and $|x| \leq r$. On the other hand, applying the Stirling's Formula, we obtain the equivalence

$$
\frac{(j(q+p))!(j!)^{v}}{(j!)^{p} \Gamma\left(1+j\left(s_{c}+1\right)(1+v)\right)} \underset{j \rightarrow+\infty}{\sim} \sqrt{2 \pi}^{v-p} \sqrt{\frac{q+p}{q+v}} j^{\frac{v-p}{2}}\left(\frac{(q+p)^{q+p}}{(q+v)^{q+v}}\right)^{j}
$$

when $j$ tends to infinity (we have $\left.\left(s_{c}+1\right)(1+v)=q+v\right)$. Consequently, there exist two convenient positive constants $C, K>0$ such that

$$
\left|u_{j(1+v), *}(x)\right| \leq C K^{j} \Gamma\left(1+j\left(s_{c}+1\right)(1+v)\right)
$$

for all $j \geq 0$ and $|x| \leq r$, and we can conclude that $\widetilde{u}(t, x)$ is $s_{c}$-Gevrey (recall indeed that the coefficients $u_{\ell, *}(x)$ are zero as soon as $\ell$ is not a multiple of $\left.1+v\right)$.

It is left to prove that $\widetilde{u}(t, x)$ is $s$-Gevrey for no $s<s_{c}$. To do that, let us suppose the opposite. Then, Definition 2.1 and the first inequality of 3.3 imply the relations

$$
\frac{(j(q+p))!(j v)!}{(q+p)^{j p}(j!)^{p}} \leq u_{j(1+v), *}(0) \leq C K^{j} \Gamma(1+j(s+1)(1+v))
$$

and, consequently, the inequalities

$$
1 \leq C\left(K(q+p)^{p}\right)^{j} \frac{(j!)^{p} \Gamma(1+j(s+1)(1+v))}{(j(q+p))!(j v)!}
$$

for all $j \geq 0$ and some convenient positive constants $C$ and $K$ independent of $j$. The result follows since such inequalities are impossible. Indeed, applying the Stirling's formula, we obtain

$$
\begin{equation*}
C\left(K(q+p)^{p}\right)^{j} \frac{(j!)^{p} \Gamma(1+j(s+1)(1+v))}{(j(q+p))!(j v)!} \underset{j \rightarrow+\infty}{\sim} C^{\prime} j^{\frac{p-1}{2}}\left(\frac{K^{\prime}}{j^{\sigma}}\right)^{j} \tag{3.4}
\end{equation*}
$$

with

- $C^{\prime}=C \sqrt{\frac{(s+1)(1+v)(2 \pi)^{p-1}}{(q+p) v}} ;$
- $K^{\prime}=\frac{K e^{\sigma}((s+1)(1+v))^{(s+1)(1+v)}}{(q+p)^{q} v^{v}}$;
- $\sigma=q+v-(s+1)(1+v)$,
and the right hand-side of $(3.4)$ goes to 0 when $j$ tends to infinity (we have indeed $\sigma>q+v-\left(s_{c}+1\right)(1+v)=0$ by assumption on $\left.s\right)$. This completes the proof.

Lemma 3.2. Let $j \geq 0$. Then

$$
(j!)^{p} \leq \prod_{\ell=1}^{j} \prod_{m=1}^{p}(\ell q+(\ell-1) p+m) \leq(q+p)^{j p}(j!)^{p} .
$$

Proof. The statement is clear when $j=0$ or $p=0$, and it stems from the inequalities

$$
\prod_{\ell=1}^{j} \ell^{p} \leq \prod_{\ell=1}^{j} \prod_{m=1}^{p}(\ell q+(\ell-1) p+m) \leq \prod_{\ell=1}^{j}(\ell q+\ell p)^{p}
$$

when $j, p \geq 1$.

Lemma 3.3. Let $j \geq 0$. Then

$$
\begin{equation*}
(j v)!\leq \prod_{\ell=1}^{j} \prod_{m=1}^{v}((\ell-1)(1+v)+m) \leq(1+v)^{j v}(j!)^{v} \tag{3.5}
\end{equation*}
$$

Proof. Since Lemma 3.3 is obvious for $v=0$, we assume $v \geq 1$ in calculations below.

The first inequality of (3.5) is proved by induction on $j$. It is clear for $j=0$ and $j=1$. Let us now suppose that it holds for a certain $j \geq 1$. Then

$$
\prod_{\ell=1}^{j+1} \prod_{m=1}^{v}((\ell-1)(1+v)+m) \geq(j v)!\prod_{m=1}^{v}(j(1+v)+m)=\frac{((j+1) v+j)!}{(j v+j)!}(j v)!
$$

and the conclusion follows from the inequality

$$
\binom{(j+1) v+j}{j} \geq\binom{ j v+j}{j} .
$$

As for the second inequality of (3.5), it is clear when $j=0$, and it stems from the inequality

$$
\prod_{\ell=1}^{j} \prod_{m=1}^{v}((\ell-1)(1+v)+m) \leq \prod_{\ell=1}^{j}(\ell(1+v))^{v}
$$

when $j \geq 1$.

Proposition 3.1 tells us that the power $u^{p}$ does not affect the Gevrey order of the formal solution $\widetilde{u}(t, x)$, that is it is the same for any $p \geq 0$. In particular, it is fully determined by the Newton polygon at $t=0$ of the linear operator $\partial_{t}-$ $t^{v} \partial_{x}^{q}$. Changing besides the initial condition $u(0, x)=\frac{1}{1-x}$ by another simple initial condition (e.g. $e^{x}$, or any other condition provided that the estimates on the coefficients $u_{j, *}(x)$ of $\widetilde{u}(t, x)$ are sufficiently simple to calculate), one can check that this property remains valid, that is the Gevrey order of $\widetilde{u}(t, x)$ is the same for any $p \geq 0$ (here, generically $s_{c}$-Gevrey according to Proposition 1.1). It is then reasonable to think that this is also true for any arbitrary analytic initial condition at the origin $x=0$.

Let us now look at another fundamental equation.

Example 2: the $g B K d V$ equation. In this second example, we focus on the generalized Burgers-Korteweg-de Vries equation (in short, the gBKdV equation)

$$
\begin{gather*}
\partial_{t} u=t^{v_{1}} u^{p_{1}} \partial_{x}^{q_{1}} u+t^{v_{2}} u^{p_{2}} \partial_{x}^{q_{2}} u, \quad v_{1}, v_{2}, p_{1}, p_{2}, q_{2} \geq 0, q_{1} \geq 2 \\
u(0, x)=\varphi(x) \tag{3.6}
\end{gather*}
$$

in two variables $(t, x) \in \mathbb{C}^{2}$ and with analytic initial condition.
When $\left(v_{1}, p_{1}, q_{1}, v_{2}, p_{2}, q_{2}\right)=(0,0,2,0,1,1)$, we have the Burgers equation, and when $\left(v_{1}, p_{1}, q_{1}, v_{2}, p_{2}, q_{2}\right)=(0,0,3,0,1,1)$, we have the Korteweg-de Vries equation. (3.6) is fundamental in many physical, mechanical and chemical problems. For instance, it allows to model nonlinear waves in dispersive-dissipative media with instabilities, waves arising in thin films flowing down an inclined surface, moderateamplitude shallow-water surface waves, changes of the concentration of substances in chemical reactions, etc.

Various investigations in real variables were already done by many authors towards the Gevrey properties of the formal solution $\widetilde{u}(t, x)$ of 3.6) under more or less generic assumptions (see [5, 6, 7, 8, 9] for instance, and the references inside). In particular, it was proved for the Korteweg-de Vries equation that $\widetilde{u}(t, x)$ is 2Gevrey. In our present study, we can prove in a similar way of (3.1) the following result.

Proposition 3.4. Let us assume $\varphi(x)=\frac{1}{1-x}$ and let us set

$$
s_{c}=\max \left(\frac{q_{1}-1}{1+v_{1}}, \frac{q_{2}-1}{1+v_{2}}\right) .
$$

Then, the formal solution $\widetilde{u}(t, x)$ of (3.6) is exactly $s_{c}$-Gevrey for any $p_{1}, p_{2} \geq 0$.
A much more general statement including variable coefficients, general analytic initial condition and inhomogeneous part will be given later in Example 4.3 .

As in the previous example, Proposition 3.4 tells us that the Gevrey order of $\widetilde{u}(t, x)$ does not depend on either the power $u^{p_{1}}$ or the power $u^{p_{2}}$, and that it is fully determined by the smallest positive slope of the Newton polygon at $t=0$ of a convenient linear operator; namely, the operator $\partial_{t}-t^{v_{1}} \partial_{x}^{q_{1}}-t^{v_{2}} \partial_{x}^{q_{2}}$ 37.

Remark 3.5. In the case where $q_{1}=q_{2}=q$, the value $s_{c}$ given in Proposition 3.4 is more precisely equal to

$$
s_{c}=\frac{q-1}{1+\min \left(v_{1}, v_{2}\right)},
$$

and we can actually choose the operator $\partial_{t}-t^{\min \left(v_{1}, v_{2}\right)} \partial_{x}^{q}$ as the associated linear operator.
3.2. Associated linear operator. According to the above calculations, it is natural to introduce the following definition.
Definition 3.6. We call linear operator associated with 1.1 the operator

$$
\begin{equation*}
\partial_{t}^{\kappa}-\sum_{i \in \mathcal{K}} \sum_{q \in Q_{i}} t^{v_{i, q, p^{*}}} \partial_{t}^{i} \partial_{x}^{q} \tag{3.7}
\end{equation*}
$$

where $v_{i, q, p^{*}}=\min _{p \in P_{i, q}} v_{i, q, p}$ for all $i \in \mathcal{K}$ and $q \in Q_{i}$.
Let us now describe the general structure of the Newton polygon at $t=0$ of the operator (3.7). We choose here the definition of Miyake [20] (see also Yonemura 49] or Ouchi [25]) which is an analogue to the one given by Ramis [29] for the linear
ordinary differential equations. Recall that, Tahara and Yamazawa use in 47] a slightly different one.

Then, denoting by $C(a, b)$ the domain

$$
C(a, b)=\left\{(x, y) \in \mathbb{R}^{2}: x \leq a \text { and } y \geq b\right\}
$$

for any $(a, b) \in \mathbb{R}^{2}$, the Newton polygon at $t=0$ of the operator 3.7 is defined as the convex hull of

$$
C(\kappa,-\kappa) \bigcup \bigcup \bigcup_{i \in \mathcal{K}} \bigcup_{q \in Q_{i}} C\left(\lambda(q)+i, v_{i, q, p^{*}}-i\right)
$$

where $\lambda(q)=q_{1}+\cdots+q_{n}$ denotes the length of $q=\left(q_{1}, \ldots, q_{n}\right) \in \mathbb{N}^{n}$.
The geometric structure of this domain is specified as follows.
Proposition 3.7. Let $\mathcal{S}=\left\{(i, q)\right.$ such that $i \in \mathcal{K}, q \in Q_{i}$ and $\left.\lambda(q)>\kappa-i\right\}$.
(1) Suppose $\mathcal{S}=\emptyset$. Then, the Newton polygon at $t=0$ of the operator (3.7) is reduced to the domain $C(\kappa,-\kappa)$. In particular, it has no side with a positive slope (see Figure 2(a)).
(2) Suppose $\mathcal{S} \neq \emptyset$. Then, the Newton polygon at $t=0$ of the operator (3.7) has at least one side with a positive slope. Moreover, its smallest positive slope $k$ is given by

$$
k=\min _{(i, q) \in \mathcal{S}}\left(\frac{\kappa-i+v_{i, q, p^{*}}}{\lambda(q)-\kappa+i}\right)=\frac{\kappa-i^{*}+v_{i^{*}, q^{*}, p^{*}}}{\lambda\left(q^{*}\right)-\kappa+i^{*}}
$$

where the pair $\left(i^{*}, q^{*}\right) \in \mathcal{S}$ stands for any convenient pair, chosen and fixed once and for all, so that the edge with slope $k$ be the segment with end points $(\kappa,-\kappa)$ and $\left(\lambda\left(q^{*}\right)+i^{*}, v_{i^{*}, q^{*}, p^{*}}-i^{*}\right)($ see Figure 2(b)).

(a) Case $\mathcal{S}=\emptyset$

(b) Case $\mathcal{S} \neq \emptyset$

Figure 2. Newton polygon at $t=0$ of the operator 3.7

Proof. The first point is obvious from the fact that $\mathcal{S}=\emptyset$ implies $C\left(\lambda(q)+i, v_{i, q, p^{*}}-\right.$ i) $\subset C(\kappa,-\kappa)$ for all $i \in \mathcal{K}$ and $q \in Q_{i}$. As for the second point, it suffices to remark, on one hand, that $C\left(\lambda(q)+i, v_{i, q, p^{*}}-i\right) \subset C(\kappa,-\kappa)$ for all pairs $(i, q) \notin \mathcal{S}$, and, on the other hand, that the segment with the two end points $(\kappa,-\kappa)$ and $\left(\lambda(q)+i, v_{i, q, p^{*}}-i\right)$ has a positive slope equal to $\left(\kappa-i+v_{i, q, p^{*}}\right) /(\lambda(q)-\kappa+i)$ for all pairs $(i, q) \in \mathcal{S}$.

The critical value of 1.1 is defined as in 37 for the case of the equations of the form 1.3 .

Definition 3.8. Let $\mathcal{S}=\left\{(i, q)\right.$ : such that $i \in \mathcal{K}, q \in Q_{i}$ and $\left.\lambda(q)>\kappa-i\right\}$. Then, the critical value $s_{c}$ of (1.1) is the nonnegative rational number

$$
s_{c}:= \begin{cases}0 & \text { if } \mathcal{S}=\emptyset \\ \frac{1}{k}=\frac{\lambda\left(q^{*}\right)-\kappa+i^{*}}{\kappa-i^{*}+v_{i^{*}, q^{*}, p^{*}}} & \text { if } \mathcal{S} \neq \emptyset\end{cases}
$$

In other words, the critical value of 1.1 is equal to the inverse of the smallest positive slope of the Newton polygon at $t=0$ of its associated linear operator 3.7) if any exists, and 0 otherwise.

According to the definition of $s_{c}$, we derive in particular from Proposition 3.7 the following inequalities which will play a fundamental role in the proof of our main theorem (see Section 5).

Lemma 3.9. Let $s \geq s_{c}$. Then

$$
(s+1)\left(\kappa-i+v_{i, q, p}\right) \geq \lambda(q)+v_{i, q, p}
$$

for all $i \in \mathcal{K}$, all $q \in Q_{i}$ and all $p \in P_{i, q}$.
Proof. Let us first assume $\mathcal{S}=\emptyset$. Then, since $s \geq s_{c}=0$, we have

$$
(s+1)\left(\kappa-i+v_{i, q, p}\right) \geq \kappa-i+v_{i, q, p}
$$

and the result follows from the inequality $\lambda(q) \leq \kappa-i$.
Let us now assume $\mathcal{S} \neq \emptyset$. From the definition of $s_{c}$ and the definition of the $v_{i, q, p^{*}}$ 's, we first have

$$
s \geq s_{c} \geq \frac{\lambda(q)-\kappa+i}{\kappa-i+v_{i, q, p^{*}}} \geq \frac{\lambda(q)-\kappa+i}{\kappa-i+v_{i, q, p}}>0
$$

for all $(i, q) \in \mathcal{S}$, and next

$$
\begin{equation*}
s \geq \frac{\lambda(q)-\kappa+i}{\kappa-i+v_{i, q, p}} \tag{3.8}
\end{equation*}
$$

for all $i$ and $q$, since $\lambda(q)-\kappa+i \leq 0$ while $(i, q) \notin \mathcal{S}$. Lemma 3.9 follows by first adding +1 to both sides of $(3.8)$ and then by multiplying by the positive term $\kappa-i+v_{i, q, p}$.

## 4. Main result

We are now able to state the main result of the article.
Theorem 4.1. Let $s_{c}$ be the critical value of (1.1) (see Definition 3.8). Then
(1) $\widetilde{u}(t, x)$ and $\widetilde{f}(t, x)$ are simultaneously $s$-Gevrey for any $s \geq s_{c}$;
(2) $\widetilde{u}(t, x)$ is generically $s_{c}$-Gevrey while $\widetilde{f}(t, x)$ is $s$-Gevrey with $s<s_{c}$.

Observe that Theorem 4.1 coincides with Proposition 1.1 in the case of (1.3). It generalizes therefore the results stated in 37, but also those already obtained by the author in the linear case [31, 32, 33].

Observe also that Theorem4.1 yields a result similar to the Maillet-Ramis Theorem for the ordinary linear differential equations [28, 29] (see also [16, Thm. 4.2.7]).
Corollary 4.2. Assume that the inhomogeneity $\widetilde{f}(t, x)$ is convergent. Then, the formal solution $\widetilde{u}(t, x)$ of (1.1) is either convergent or $1 / k$-Gevrey, where $k$ stands for the smallest positive slope of the Newton polygon at $t=0$ of the associated linear operator 3.7).

Before starting the proof of Theorem4.1, let us illustrate it with a simple example.

Example 4.3 (Back to the gBKdV equation). Let us consider the general inhomogeneous gBKdV equation

$$
\begin{gather*}
\partial_{t} u-t^{v_{1}} a_{1}(t, x) u^{p_{1}} \partial_{x}^{q_{1}} u-t^{v_{2}} a_{2}(t, x) u^{p_{2}} \partial_{x}^{q_{2}} u=\tilde{f}(t, x) \\
v_{1}, v_{2}, p_{1}, p_{2}, q_{2} \geq 0, q_{1} \geq 2 \tag{4.1}
\end{gather*}
$$

in two variables $(t, x) \in \mathbb{C}^{2}$ and with analytic initial condition $u(0, x)=\varphi(x)$. Let us also consider the following two particular cases:

- the inhomogeneous Burgers equation:

$$
\begin{equation*}
\partial_{t} u-t^{v_{1}} a_{1}(t, x) \partial_{x}^{2} u-t^{v_{2}} a_{2}(t, x) u \partial_{x} u=\widetilde{f}(t, x) \tag{4.2}
\end{equation*}
$$

- the inhomogeneous Korteweg-de Vries equation:

$$
\begin{equation*}
\partial_{t} u-t^{v_{1}} a_{1}(t, x) \partial_{x}^{3} u-t^{v_{2}} a_{2}(t, x) u \partial_{x} u=\widetilde{f}(t, x) \tag{4.3}
\end{equation*}
$$

Applying successively Definitions 3.6 and 3.8 , the linear operator associated with 4.1 is defined as

$$
\begin{gathered}
\partial_{t}-t^{v_{1}} \partial_{x}^{q_{1}}-t^{v_{2}} \partial_{x}^{q_{2}} \quad \text { if } q_{1} \neq q_{2} \\
\partial_{t}-t^{\min \left(v_{1}, v_{2}\right)} \partial_{x}^{q} \quad \text { if } q_{1}=q_{2}=q
\end{gathered}
$$

and consequently the critical value of 4.1 ) is given by

$$
s_{c}= \begin{cases}\max \left(\frac{q_{1}-1}{1+v_{1}}, \frac{q_{2}-1}{1+v_{2}}\right) & \text { if } q_{1} \neq q_{2} \\ \frac{q-1}{1+\min \left(v_{1}, v_{2}\right)} & \text { if } q_{1}=q_{2}=q\end{cases}
$$

Theorem 4.1 yields the characterization of the Gevrey order of the formal solution $\widetilde{u}(t, x)$ of 4.1 in terms of the one of the inhomogeneity $\widetilde{f}(t, x)$.
(1) Assume that $\widetilde{f}(t, x)$ is $s$-Gevrey with $s \geq s_{c}$. Then $\widetilde{u}(t, x)$ is also $s$-Gevrey.
(2) Assume that $\widetilde{f}(t, x)$ is $s$-Gevrey with $s<s_{c}$. Then $\widetilde{u}(t, x)$ is generically $s_{c}$-Gevrey.
In the two special cases of (4.2) and (4.3), these two points apply respectively with $s_{c}=\frac{1}{1+v_{1}}$ and $s_{c}=\frac{2}{1+v_{1}}$. In particular, for the classical analytic initial condition Korteweg-de Vries equation

$$
\begin{gathered}
\partial_{t} u+\partial_{x}^{3} u+6 u \partial_{x} u=0 \\
u(0, x)=\varphi(x)
\end{gathered}
$$

we find the well-known fact that the formal solution $\widetilde{u}(t, x)$ is 2 -Gevrey.
Let us now turn to the proof of Theorem4.1. This one is detailed in the following two sections. The first point is the most technical and the most complicated. Its proof is based on the Nagumo norms, a technique of majorant series and a fixed point procedure (see Section 5). As for the second point, it stems both from the first one and from Proposition 6.1 that gives an explicit example for which $\widetilde{u}(t, x)$ is $s^{\prime}$-Gevrey for no $s^{\prime}<s_{c}$ while $f(t, x)$ is $s$-Gevrey with $s<s_{c}$ (see Section 6).

## 5. Proof of the first item of Theorem 4.1

According to Proposition 2.2, it is clear that

$$
\widetilde{u}(t, x) \in \mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right)[[t]]_{s} \Rightarrow \widetilde{f}(t, x) \in \mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right)[[t]]_{s}
$$

Reciprocally, let us fix $s \geq s_{c}$ and let us suppose that the inhomogeneity $\widetilde{f}(t, x)$ is $s$-Gevrey. By assumption, its coefficients $f_{j, *}(x) \in \mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right)$ satisfy the following condition (see Definition 2.1): there exist three positive constants $0<\rho<\min \left(\rho_{1}, \ldots, \rho_{n}\right), C>0$ and $K>0$ such that the inequalities

$$
\begin{equation*}
\left|f_{j, *}(x)\right| \leq C K^{j} \Gamma(1+(s+1) j) \tag{5.1}
\end{equation*}
$$

for all $j \geq 0$ and all $\|x\| \leq \rho$.
We must prove that the coefficients $u_{j, *}(x) \in \mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right)$ of $\widetilde{u}(t, x)$ satisfy similar inequalities. The approach we present below is analogous to the ones already developed in [3, 31, 32, 33] in the framework of linear partial and integro-differential equations, and in [30, 35, 37] in the case of semilinear equations of the form (1.3). It is based on the Nagumo norms [4, 24, 48] and on a technique of majorant series. However, as we shall see, our calculations appear to be much more technical and complicated. Furthermore, the nonlinear polynomial terms associated with each derivation $\partial_{t}^{i} \partial_{x}^{q}$ generate several new technical combinatorial situations.

Before starting the calculations, let us first recall for the convenience of the reader the definition of the Nagumo norms and some of their properties which are needed in the sequel.

### 5.1. Nagumo norms.

Definition 5.1. Let $f \in \mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right), p \geq 0$ and $0<r<\min \left(\rho_{1}, \ldots, \rho_{n}\right)$. Then the Nagumo norm, with indices $(p, r)$, of $f$ is

$$
\|f\|_{p, r}:=\sup _{\|x\| \leq r}\left|f(x) d_{r}(x)^{p}\right|,
$$

where $d_{r}(x)$ denotes the Euclidian distance $d_{r}(x):=r-\|x\|$.
Proposition 5.2. Let $f, g \in \mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right), p, p^{\prime} \geq 0$ and $0<r<\min \left(\rho_{1}, \ldots, \rho_{n}\right)$. Then
(1) $\|\cdot\|_{p, r}$ is a norm on $\mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right)$.
(2) $|f(x)| \leq\|f\|_{p, r} d_{r}(x)^{-p}$ for all $\|x\|<r$.
(3) $\|f\|_{0, r}=\sup _{\|x\| \leq r}|f(x)|$ is the usual sup-norm on the polydisc $D_{r, \ldots, r}$.
(4) $\|f g\|_{p+p^{\prime}, r} \leq\|f\|_{p, r}\|g\|_{p^{\prime}, r}$.
(5) $\left\|\partial_{x_{\ell}} f\right\|_{p+1, r} \leq e(p+1)\|f\|_{p, r}$ for all $\ell \in\{1, \ldots, n\}$.

Proof. Properties 1-4 are straightforward and are left to the reader. To prove Property 5, we proceed as follows. Let $\ell \in\{1, \ldots, n\}$ and $x \in \mathbb{C}^{n}$ such that $\|x\|<r$ and $0<R<d_{r}(x)$. Using the Cauchy Integral Formula, we have

$$
\partial_{x_{\ell}} f(x)=\frac{1}{(2 i \pi)^{n}} \int_{\gamma(x)} \frac{f\left(x^{\prime}\right)}{\left(x_{\ell}^{\prime}-x_{\ell}\right)^{2} \prod_{\substack{k=1 \\ k \neq \ell}}^{n}\left(x_{k}^{\prime}-x_{k}\right)} d x^{\prime}
$$

where $\gamma(x):=\left\{x^{\prime}=\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right) \in \mathbb{C}^{n} ;\left|x_{k}^{\prime}-x_{k}\right|=R\right.$ for all $\left.k \in\{1, \ldots, n\}\right\}$. Since

$$
x^{\prime} \in \gamma(x) \Rightarrow\left\|x^{\prime}\right\|<r
$$

we can apply Property 2 of Proposition 5.2 hence

$$
\left|\partial_{x_{\ell}} f(x)\right| \leq \frac{1}{R} \max _{x^{\prime} \in \gamma(x)}\left|f\left(x^{\prime}\right)\right| \leq \frac{1}{R}\|f\|_{p, r} \max _{x^{\prime} \in \gamma(x)} d_{r}\left(x^{\prime}\right)^{-p}=\frac{1}{R}\|f\|_{p, r}\left(d_{r}(x)-R\right)^{-p}
$$

Observe that the last equality stems from the relations

$$
d_{r}\left(x^{\prime}\right)=r-\left\|x^{\prime}\right\|=r-\left\|x+x^{\prime}-x\right\| \geq d_{r}(x)-\left\|x^{\prime}-x\right\|=d_{r}(x)-R>0
$$

When $p=0$, the choice $R=\frac{d_{r}(x)}{e}$ implies the inequality

$$
\left|\partial_{x_{\ell}} f(x)\right| \leq e\|f\|_{0, r} d_{r}(x)^{-1}
$$

hence,

$$
\begin{equation*}
\left|\partial_{x_{\ell}} f(x)\right| d_{r}(x) \leq e\|f\|_{0, r} \tag{5.2}
\end{equation*}
$$

When $p>0$, the choice $R=\frac{d_{r}(x)}{p+1}$ and

$$
\left(1-\frac{1}{p+1}\right)^{-p}=\left(1+\frac{1}{p}\right)^{p}<e
$$

bring us to the inequalities

$$
\left|\partial_{x_{\ell}} f(x)\right| \leq\|f\|_{p, r} d_{r}(x)^{-p-1}(p+1)\left(1-\frac{1}{p+1}\right)^{-p} \leq e(p+1)\|f\|_{p, r} d_{r}(x)^{-p-1}
$$

and then to the inequality

$$
\begin{equation*}
\left|\partial_{x_{\ell}} f(x)\right| d_{r}(x)^{p+1} \leq e(p+1)\|f\|_{p, r} \tag{5.3}
\end{equation*}
$$

Property 5 follows since inequalities (5.2) and (5.3) remain valid when $\|x\|=r$. This completes the proof.

Remark 5.3. Inequalities 4-5 of Proposition 5.2 are the most important properties. Also observe that the same index $r$ occurs on both of their sides, allowing thus to get estimates for the product $f g$ in terms of $f$ and $g$, and for the derivatives $\partial_{x_{\ell}} f$ for any $\ell \in\{1, \ldots, n\}$ in terms of $f$ without having to shrink the polydisc $D_{r, \ldots, r}$.

Let us now turn to the proof of the first item of Theorem 4.1.
5.2. Some inequalities. Let $\sigma_{s}$ denote the positive rational number defined by

$$
\sigma_{s}=(s+1)(\kappa+v)
$$

where $v \geq 0$ stands for the maximum of the $v_{i, q, p}$ 's. The purpose of this section is to construct from the recurrence relations 1.2 some inequalities relating the terms

$$
\frac{\left\|u_{\ell, *}\right\|_{\ell \sigma_{s}, \rho}}{\Gamma(1+(s+1) \ell)}
$$

for $\ell=0, \ldots, j+\kappa$, in order to apply a technique of majorant series in Section 5.3 below.

Preliminary inequalities. From the recurrence relations (1.2), the relations

$$
\begin{aligned}
& \frac{u_{j+\kappa, *}(x)}{\Gamma(1+(s+1)(j+\kappa))} \\
& =\frac{f_{j, *}(x)}{\Gamma(1+(s+1)(j+\kappa))} \\
& \quad+\sum_{i \in \mathcal{K}} \sum_{q \in Q_{i}} \sum_{p \in P_{i, q}} \sum_{\substack{\ell_{0}+\ell_{1}+\cdots+\ell_{p}+\\
\ell_{p+1}=j-v_{i, q, p}}} \frac{j!a_{i, q, p ; \ell_{0}, *}(x) u_{\ell_{1, *}}(x) \ldots u_{\ell_{p}, *}(x) \partial_{x}^{q} u_{\ell_{p+1}+i, *}(x)}{\ell_{0}!\ell_{1}!\ldots \ell_{p}!\ell_{p+1}!\Gamma(1+(s+1)(j+\kappa))}
\end{aligned}
$$

starting with $u_{\ell, *}(x)=\varphi_{\ell}(x)$ for $\ell=0, \ldots, \kappa-1$, hold for all $j \geq 0$. As usual, we use the classical conventions that the fourth sum is zero when $j-v_{i, q, p}<0$, and that the product $\frac{u_{\ell_{1}, *}(x) \ldots u_{\ell_{p}, *}(x)}{\ell_{1}!\ldots \ell_{p}!}$ is 1 when $p=0$.

Applying then the Nagumo norm of indices $\left((j+\kappa) \sigma_{s}, \rho\right)$, we derive successively from Property 1 and from Properties $4-5$ of Proposition 5.2 the relations

$$
\begin{aligned}
& \frac{\left\|u_{j+\kappa, *}\right\|_{(j+\kappa) \sigma_{s}, \rho}}{\Gamma(1+(s+1)(j+\kappa))} \\
& \leq \frac{\left\|f_{j, *}\right\|_{(j+\kappa) \sigma_{s}, \rho}}{\Gamma(1+(s+1)(j+\kappa))} \\
& \quad+\sum_{i \in \mathcal{K}} \sum_{q \in Q_{i}} \sum_{p \in P_{i, q}} \sum_{\substack{\ell_{0}+\ell_{1}+\cdots+\ell_{p}+\\
\ell_{p+1}=j-v_{i, q, p}}} \frac{j!\left\|a_{i, q, p ; \ell_{0}, *} u_{\ell_{1}, *} \ldots u_{\ell_{p}, *} \partial_{x}^{q} u_{\ell_{p+1}+i, *}\right\|_{(j+\kappa) \sigma_{s}, \rho}}{\ell_{0}!\ell_{1}!\ldots \ell_{p}!\ell_{p+1}!\Gamma(1+(s+1)(j+\kappa))}
\end{aligned}
$$

and, next, the inequalities

$$
\begin{align*}
& \frac{\left\|u_{j+\kappa, *}\right\|_{(j+\kappa) \sigma_{s}, \rho}}{\Gamma(1+(s+1)(j+\kappa))} \\
& \leq \frac{\left\|f_{j, *}\right\|_{(j+\kappa) \sigma_{s}, \rho}}{\Gamma(1+(s+1)(j+\kappa))} \\
& \quad+\sum_{i \in \mathcal{K}} \sum_{q \in Q_{i}} \sum_{p \in P_{i, q} \ell_{0}+\ell_{1}+\cdots+\ell_{p}+\ell_{p+1}=j-v_{i, q, p}} A_{i, q, p, j, \ell_{0}, \ell_{1}, \ldots \ell_{p}, \ell_{p+1}, s}  \tag{5.4}\\
& \quad \times \frac{\left\|u_{\ell_{1, *}}\right\|_{\ell_{1} \sigma_{s}, \rho} \ldots\left\|u_{\ell_{p}, *}\right\|_{\ell_{p} \sigma_{s}, \rho}\left\|u_{\ell_{p+1}+i, *}\right\|_{\left(\ell_{p+1}+i\right) \sigma_{s}, \rho}}{\Gamma\left(1+(s+1) \ell_{1}\right) \ldots \Gamma\left(1+(s+1) \ell_{p}\right) \Gamma\left(1+(s+1)\left(\ell_{p+1}+i\right)\right)}
\end{align*}
$$

for all $j \geq 0$, where $A_{i, q, p, j, \ell_{0}, \ell_{1}, \ldots, \ell_{p}, \ell_{p+1}, s}$ is nonnegative and defined by

$$
\begin{aligned}
& A_{i, q, p, j, \ell_{0}, \ell_{1}, \ldots \ell_{p}, \ell_{p+1}, s} \\
& =\frac{\Gamma\left(1+(s+1) \ell_{1}\right) \ldots \Gamma\left(1+(s+1) \ell_{p}\right)}{\ell_{0}!\ell_{1}!\ldots \ell_{p}!\ell_{p+1}!} \\
& \quad \times \frac{j!e^{\lambda(q)} \prod_{\ell=0}^{\lambda(q)-1}\left(\left(\ell_{p+1}+i\right) \sigma_{s}+\lambda(q)-\ell\right) \Gamma\left(1+(s+1)\left(\ell_{p+1}+i\right)\right)}{\Gamma(1+(s+1)(j+\kappa))} \\
& \quad \times\left\|a_{i, q, p ; \ell_{0}, *}\right\|_{\left(\ell_{0}+\kappa-i+v_{i, q, p}\right) \sigma_{s}-\lambda(q), \rho .}
\end{aligned}
$$

for all $j \geq v_{i, q, p}$.
Remark 5.4. Observe that all the norms written in the inequality (5.4), and especially the norms $\left\|a_{i, q, p ; \ell_{0}, *}\right\|_{\left(\ell_{0}+\kappa-i+v_{i, q, p}\right) \sigma_{s}-\lambda(q), \rho}$ are well-defined. Indeed, due
to Lemma 3.9, we have the inequality

$$
\left(\ell_{0}+\kappa-i+v_{i, q, p}\right) \sigma_{s}-\lambda(q) \geq\left(\kappa-i+v_{i, q, p}\right)(s+1)-\lambda(q) \geq v_{i, q, p} \geq 0
$$

Bounds of $A_{i, q, p, j, \ell_{0}, \ell_{1}, \ldots \ell_{p}, \ell_{p+1}, s}$. We shall prove the following.
Proposition 5.5. Let $i \in \mathcal{K}, q \in Q_{i}, p \in P_{i, q}, j \geq v_{i, q, p}$, and $\ell_{0}, \ell_{1}, \ldots, \ell_{p}, \ell_{p+1} \in$ $\mathbb{N}$ such that $\ell_{0}+\ell_{1}+\cdots+\ell_{p}+\ell_{p+1}=j-v_{i, q, p}$. Then

$$
A_{i, q, p, j, \ell_{0}, \ell_{1}, \ldots \ell_{p}, \ell_{p+1}, s} \leq(e(\kappa+v))^{\lambda(q)} \frac{\left\|a_{i, q, p ; \ell_{0}, *}\right\|_{\left(\ell_{0}+\kappa-i+v_{i, q, p)} \sigma_{s}-\lambda(q), \rho\right.}}{\Gamma\left(1+(s+1) \ell_{0}\right)} .
$$

Proof. From the definition of $A_{i, q, p, j, \ell_{0}, \ell_{1}, \ldots \ell_{p}, \ell_{p+1}, s}$ and Lemma 5.6. we first derive the inequality

$$
\begin{aligned}
& A_{i, q, p, j, \ell_{0}, \ell_{1}, \ldots \ell_{p}, \ell_{p+1}, s} \\
& \leq \frac{\Gamma\left(1+(s+1)\left(j-v_{i, q, p}\right)\right) \Gamma\left(1+(s+1)\left(\ell_{p+1}+i\right)\right)}{\Gamma\left(1+(s+1) \ell_{p+1}\right)} \\
& \quad \times \frac{j!e^{\lambda(q)} \prod_{\ell=0}^{\lambda(q)-1}\left(\left(\ell_{p+1}+i\right) \sigma_{s}+\lambda(q)-\ell\right)}{\left(j-v_{i, q, p}\right)!\Gamma(1+(s+1)(j+\kappa))} \frac{\left\|a_{i, q, p ; \ell_{0}, *}\right\|_{\left(\ell_{0}+\kappa-i+v_{i, q, p}\right) \sigma_{s}-\lambda(q), \rho}}{\Gamma\left(1+(s+1) \ell_{0}\right)} .
\end{aligned}
$$

Next, applying successively Lemmas 5.8 and 5.9 , we obtain respectively

$$
\begin{aligned}
& A_{i, q, p, j, \ell_{0}, \ell_{1}, \ldots \ell_{p}, \ell_{p+1}, s} \\
& \leq \frac{\Gamma\left(1+(s+1)\left(j-v_{i, q, p}\right)\right) \Gamma\left(1+(s+1)\left(\ell_{p+1}+i\right)\right)}{\Gamma\left(1+(s+1) \ell_{p+1}\right)} \\
& \quad \times \frac{e^{\lambda(q)} \prod_{\ell=0}^{\lambda(q)-1}\left(\left(\ell_{p+1}+i\right) \sigma_{s}+\lambda(q)-\ell\right)}{\Gamma\left(1+(s+1)(j+\kappa)-v_{i, q, p}\right)} \frac{\left\|a_{i, q, p ; \ell_{0}, *}\right\|_{\left(\ell_{0}+\kappa-i+v_{i, q, p}\right) \sigma_{s}-\lambda(q), \rho}}{\Gamma\left(1+(s+1) \ell_{0}\right)}
\end{aligned}
$$

and

$$
\begin{aligned}
& A_{i, q, p, j, \ell_{0}, \ell_{1}, \ldots \ell_{p}, \ell_{p+1}, s} \\
& \leq \frac{\Gamma\left(1+(s+1)\left(j-v_{i, q, p}\right)\right) \Gamma\left(1+(s+1)\left(\ell_{p+1}+i\right)\right)}{\Gamma\left(1+(s+1)\left(j-v_{i, q, p}+i\right)\right) \Gamma\left(1+(s+1) \ell_{p+1}\right)} \\
& \quad \times(e(\kappa+v))^{\lambda(q)} \frac{\left\|a_{i, q, p, \ell_{0}, *}\right\|_{\left(\ell_{0}+\kappa-i+v_{i, q, p}\right) \sigma_{s}-\lambda(q), \rho}}{\Gamma\left(1+(s+1) \ell_{0}\right)}
\end{aligned}
$$

Proposition 5.5 follows then from Lemma 5.10 and that $\ell_{p+1} \leq j-v_{i, q, p}$.
Lemma 5.6. The inequality

$$
\frac{\Gamma\left(1+(s+1) k_{1}\right) \ldots \Gamma\left(1+(s+1) k_{m}\right)}{\Gamma\left(1+(s+1)\left(k_{1}+\cdots+k_{m}\right)\right)} \leq \frac{k_{1}!\ldots k_{m}!}{\left(k_{1}+\cdots+k_{m}\right)!}
$$

holds for all $m \geq 1$ and $k_{1}, \ldots, k_{m} \in \mathbb{N}$.
Proof. It suffices to prove that the function $f_{k_{1}, \ldots, k_{m}}$ defined on $[1,+\infty[$ by

$$
f_{k_{1}, \ldots, k_{m}}(x)=\frac{\Gamma\left(1+k_{1} x\right) \ldots \Gamma\left(1+k_{m} x\right)}{\Gamma\left(1+\left(k_{1}+\cdots+k_{m}\right) x\right)}
$$

is decreasing. Computing its derivative with respect to $x$, we have

$$
f_{k_{1}, \ldots, k_{m}}^{\prime}(x)=f_{k_{1}, \ldots, k_{m}}(x)\left(\sum_{\ell=1}^{m} k_{\ell} \psi\left(1+k_{\ell} x\right)-\left(\sum_{\ell=1}^{m} k_{\ell}\right) \psi\left(1+\left(\sum_{\ell=1}^{m} k_{\ell}\right) x\right)\right)
$$

for all $x \geq 1$, where $\psi:=\Gamma^{\prime} / \Gamma$ is the Digamma function (or Psi function). Applying then the classical relation (see [1, p. 259] for instance)

$$
\psi(1+q)=-\gamma+\sum_{h=1}^{+\infty} \frac{q}{h(h+q)}
$$

where $q \geq 0$ and $\gamma$ is the Euler's constant, we obtain that for all $x \geq 1$,

$$
f_{k_{1}, \ldots, k_{m}}^{\prime}(x)=x f_{k_{1}, \ldots, k_{m}}(x) \sum_{h=1}^{+\infty}\left(\sum_{\ell=1}^{m} \frac{k_{\ell}^{2}}{h\left(h+k_{\ell} x\right)}-\frac{\left(\sum_{\ell=1}^{m} k_{\ell}\right)^{2}}{h\left(h+\left(\sum_{\ell=1}^{m} k_{\ell}\right) x\right)}\right)
$$

Lemma 5.7 below complete the proof by showing that $f_{k_{1}, \ldots, k_{m}}^{\prime}(x) \leq 0$ for all $x \geq 1$.
Lemma 5.7. Let $x, h \geq 1$ be. Then

$$
\sum_{\ell=1}^{m} \frac{k_{\ell}^{2}}{h+k_{\ell} x} \leq \frac{\left(\sum_{\ell=1}^{m} k_{\ell}\right)^{2}}{h+\left(\sum_{\ell=1}^{m} k_{\ell}\right) x}
$$

for all $m \geq 1$ and all $k_{1}, \ldots, k_{m} \in \mathbb{N}$.
Proof. We proceed by induction on $m$. Lemma 5.7 is obvious for $m=1$. For $m=2$, we clearly have

$$
\frac{k_{1}^{2}}{h+k_{1} x}+\frac{k_{2}^{2}}{h+k_{2} x}-\frac{\left(k_{1}+k_{2}\right)^{2}}{h+\left(k_{1}+k_{2}\right) x}=\frac{-k_{1} k_{2} h\left(k_{1} x+k_{2} x+2 h\right)}{\left(h+k_{1} x\right)\left(h+k_{2} x\right)\left(h+\left(k_{1}+k_{2}\right) x\right)} \leq 0
$$

Let us now suppose that Lemma 5.7 is true for all $k \in\{1, \ldots, m\}$ for a certain $m \geq 1$. Then, the successive relations

$$
\begin{aligned}
\sum_{\ell=1}^{m+1} \frac{k_{\ell}^{2}}{h+k_{\ell} x} & \leq \frac{\left(\sum_{\ell=1}^{m} k_{\ell}\right)^{2}}{h+\left(\sum_{\ell=1}^{m} k_{\ell}\right) x}+\frac{k_{m+1}^{2}}{h+k_{m+1} x} \\
& \leq \frac{\left(\sum_{\ell=1}^{m} k_{\ell}+k_{m+1}\right)^{2}}{h+\left(\sum_{\ell=1}^{m} k_{\ell}+k_{m+1}\right) x} \\
& =\frac{\left(\sum_{\ell=1}^{m+1} k_{\ell}\right)^{2}}{h+\left(\sum_{\ell=1}^{m+1} k_{\ell}\right) x}
\end{aligned}
$$

hold for any $k_{1}, \ldots, k_{m+1} \in \mathbb{N}$, which completes the proof.
Lemma 5.8. Let $i \in \mathcal{K}, q \in Q_{i}, p \in P_{i, q}$ and $j \geq v_{i, q, p}$ be. Then

$$
\frac{j!}{\left(j-v_{i, q, p}\right)!\Gamma(1+(s+1)(j+\kappa))} \leq \frac{1}{\Gamma\left(1+(s+1)(j+\kappa)-v_{i, q, p}\right)}
$$

Proof. It is clear that the inequality holds when $v_{i, q, p}=0$. Let us now assume $v_{i, q, p} \geq 1$ and let us write the quotient $j!/\left(j-v_{i, q, p}\right)$ ! in the form

$$
\begin{equation*}
\frac{j!}{\left(j-v_{i, q, p}\right)!}=\prod_{\ell=0}^{v_{i, q, p}-1}(j-\ell) . \tag{5.5}
\end{equation*}
$$

On the other hand, applying $v_{i, q, p}$ times the recurrence relation $\Gamma(1+z)=z \Gamma(z)$ to $\Gamma(1+(s+1)(j+\kappa))$, we obtain

$$
\begin{equation*}
\Gamma(1+(s+1)(j+\kappa))=\Gamma\left(1+(s+1)(j+\kappa)-v_{i, q, p}\right) \prod_{\ell=0}^{v_{i, q, p}-1}((s+1)(j+\kappa)-\ell) . \tag{5.6}
\end{equation*}
$$

Combining then the identities 5.5 and 5.6 , we obtain

$$
\frac{j!}{\left(j-v_{i, q, p}\right)!\Gamma(1+(s+1)(j+\kappa))}=\frac{\prod_{\ell=0}^{v_{i, q, p}-1} \frac{j-\ell}{(s+1)(j+\kappa)-\ell}}{\Gamma\left(1+(s+1)(j+\kappa)-v_{i, q, p}\right)},
$$

and Lemma 5.8 follows from the inequalities $0<j-\ell<(s+1)(j+\kappa)-\ell$.
Lemma 5.9. Let $i \in \mathcal{K}, q \in Q_{i}, p \in P_{i, q}, j \geq v_{i, q, p}$, and $k \in\left\{0, \ldots, j-v_{i, q, p}\right\}$. Then

$$
\frac{\prod_{\ell=0}^{\lambda(q)-1}\left((k+i) \sigma_{s}+\lambda(q)-\ell\right)}{\Gamma\left(1+(s+1)(j+\kappa)-v_{i, q, p}\right)} \leq \frac{(\kappa+v)^{\lambda(q)}}{\Gamma\left(1+(s+1)\left(j-v_{i, q, p}+i\right)\right)}
$$

Proof. Let us first assume $j=v_{i, q, p}$ and $i=0$. Then, we have $k=0$, and we must prove the inequality

$$
\begin{equation*}
\frac{\prod_{\ell=0}^{\lambda(q)-1}(\lambda(q)-\ell)}{\Gamma\left(1+(s+1)\left(v_{i, q, p}+\kappa\right)-v_{i, q, p}\right)} \leq(\kappa+v)^{\lambda(q)} \tag{5.7}
\end{equation*}
$$

Let us note that

$$
\prod_{\ell=0}^{\lambda(q)-1}(\lambda(q)-\ell)=(\lambda(q))!=\Gamma(1+\lambda(q))
$$

for all $\lambda(q)$, including the case $\lambda(q)=0$ since the product is 1 by convention.
On the other hand, Lemma 3.9 implies in the case $\lambda(q)>0$ the inequalities

$$
1+(s+1)\left(v_{i, q, p}+\kappa\right)-v_{i, q, p} \geq 1+\lambda(q) \geq 2
$$

hence,

$$
\Gamma\left(1+(s+1)\left(v_{i, q, p}+\kappa\right)-v_{i, q, p}\right) \geq \Gamma(1+\lambda(q))
$$

since the Gamma function is increasing on $[2,+\infty[$. In the special case $\lambda(q)=0$, we observe that the increase of the Gamma function applied to the inequalities

$$
1+(s+1)\left(v_{i, q, p}+\kappa\right)-v_{i, q, p} \geq 1+\kappa \geq 2
$$

implies

$$
\Gamma\left(1+(s+1)\left(v_{i, q, p}+\kappa\right)-v_{i, q, p}\right) \geq \Gamma(2)=\Gamma(1)=\Gamma(1+\lambda(q))
$$

Consequently, the left hand-side of 5.7 is $\leq 1$ and Lemma 5.9 follows then from the inequality $\kappa+v \geq 1$.

Let us now assume $(j, i) \neq\left(v_{i, q, p}, 0\right)$. According to the definition of $\sigma_{s}$, we first have the identity

$$
\begin{align*}
& \prod_{\ell=0}^{\lambda(q)-1}\left((k+i) \sigma_{s}+\lambda(q)-\ell\right) \\
& =(\kappa+v)^{\lambda(q)} \prod_{\ell=0}^{\lambda(q)-1}\left((s+1)(k+i)+\frac{\lambda(q)-\ell}{\kappa+v}\right) . \tag{5.8}
\end{align*}
$$

On the other hand, applying $\lambda(q)$ times the recurrence relation $\Gamma(1+z)=z \Gamma(z)$ to $\Gamma\left(1+(s+1)(j+\kappa)-v_{i, q, p}\right)$, we have

$$
\begin{align*}
& \Gamma\left(1+(s+1)(j+\kappa)-v_{i, q, p}\right) \\
& =\Gamma\left(1+(s+1)(j+\kappa)-v_{i, q, p}-\lambda(q)\right) \prod_{\ell=0}^{\lambda(q)-1}\left((s+1)(j+\kappa)-v_{i, q, p}-\ell\right) . \tag{5.9}
\end{align*}
$$

Observe that this identity makes sense since the inequality $j \geq v_{i, q, p}$ and Lemma 3.9 imply

$$
\begin{aligned}
(s+1)(j+\kappa)-v_{i, q, p}-\lambda(q) & \geq(s+1)\left(v_{i, q, p}+\kappa\right)-v_{i, q, p}-\lambda(q) \\
& \geq(s+1)\left(v_{i, q, p}+\kappa-i\right)-v_{i, q, p}-\lambda(q) \geq 0 .
\end{aligned}
$$

Observe also that

$$
(s+1)(k+i)+\frac{\lambda(q)-\ell}{\kappa+v} \leq(s+1)(j+\kappa)-v_{i, q, p}-\ell
$$

for all $\ell \in\{0, \ldots, \lambda(q)-1\}$ when $\lambda(q)>0$. Indeed, according to the inequalities $k \leq j-v_{i, q, p}$ and $\kappa+v \geq 1$, and Lemma 3.9, we have

$$
\begin{aligned}
& (s+1)(j+\kappa)-v_{i, q, p}-\ell-(s+1)(k+i)-\frac{\lambda(q)-\ell}{\kappa+v} \\
& =(s+1)(j+\kappa-i-k)-v_{i, q, p}-\ell-\frac{\lambda(q)-\ell}{\kappa+v} \\
& \geq(s+1)\left(\kappa-i+v_{i, q, p}\right)-v_{i, q, p}-\ell-\frac{\lambda(q)-\ell}{\kappa+v} \\
& \geq(\lambda(q)-\ell)\left(1-\frac{1}{\kappa+v}\right) \geq 0
\end{aligned}
$$

Consequently, combining the identities (5.8) and (5.9), we finally obtain

$$
\frac{\prod_{\ell=0}^{\lambda(q)-1}\left((k+i) \sigma_{s}+\lambda(q)-\ell\right)}{\Gamma\left(1+(s+1)(j+\kappa)-v_{i, q, p}\right)} \leq \frac{(\kappa+v)^{\lambda(q)}}{\Gamma\left(1+(s+1)(j+\kappa)-v_{i, q, p}-\lambda(q)\right)}
$$

for all $\lambda(q)$, including the case $\lambda(q)=0$ since the product is 1 by convention. Lemma 5.9 follows then from

$$
\begin{aligned}
1+(s+1)(j+\kappa)-v_{i, q, p}-\lambda(q) & \geq 1+(s+1)(j+\kappa)-(s+1)\left(\kappa-i+v_{i, q, p}\right) \\
& =1+(s+1)\left(j-v_{i, q, p}+i\right) \geq 2
\end{aligned}
$$

and from Gamma function on $[2,+\infty[$ being increasing. Observe that the first inequality stems again from Lemma 3.9 . Observe also that, without the condition $(j, i) \neq\left(v_{i, q, p}, 0\right)$, the second inequality is no longer valid. This completes the proof.

Lemma 5.10. Let $a \geq 0$. The function $f$ defined on $[0,+\infty[$ by

$$
f(x)=\frac{\Gamma(1+a+x)}{\Gamma(1+x)}
$$

is increasing.
Proof. Denoting by $f^{\prime}$ the derivative of $f$ with respect to $x$, we have

$$
f^{\prime}(x)=f(x)(\psi(1+a+x)-\psi(1+x))
$$

for all $x \geq 0$, where $\psi$ denotes as in the proof of Lemma 5.6 the Digamma function. The latter being increasing on [ $0,+\infty$ [ (see [1, pp. 258-260] for instance), we deduce that $f^{\prime}(x) \geq 0$ for all $x \geq 0$, which completes the proof.

More precise inequalities. Let us apply Proposition 5.5 to the inequalities (5.4) to obtain that for all $j \geq 0$,

$$
\begin{align*}
& \frac{\left\|u_{j+\kappa, *}\right\|_{(j+\kappa) \sigma_{s}, \rho}}{\Gamma(1+(s+1)(j+\kappa))} \\
& \leq g_{j, s}+\sum_{i \in \mathcal{K}} \sum_{q \in Q_{i}} \sum_{p \in P_{i, q}} \sum_{\substack{\ell_{0}+\ell_{1}+\cdots+\ell_{p}+\\
\ell_{p+1}=j-v_{i, q, p}}} \alpha_{i, q, p, \ell_{0}, s}  \tag{5.10}\\
& \quad \times \frac{\left\|u_{\ell_{1}, *}\right\|_{\ell_{1} \sigma_{s}, \rho} \ldots\left\|u_{\ell_{p}, *}\right\|_{\ell_{p} \sigma_{s}, \rho}\left\|u_{\ell_{p+1}+i, *}\right\|_{\left(\ell_{p+1}+i\right) \sigma_{s}, \rho}}{\Gamma\left(1+(s+1) \ell_{1}\right) \ldots \Gamma\left(1+(s+1) \ell_{p}\right) \Gamma\left(1+(s+1)\left(\ell_{p+1}+i\right)\right)},
\end{align*}
$$

where the terms $g_{j, s}$ and $\alpha_{i, q, p, \ell_{0}, s}$ are nonnegative and defined by

$$
\begin{gathered}
g_{j, s}=\frac{\left\|f_{j, *}\right\|_{(j+\kappa) \sigma_{s}, \rho}}{\Gamma(1+(s+1)(j+\kappa))}, \\
\alpha_{i, q, p, \ell_{0}, s}=(e(\kappa+v))^{\lambda(q)} \frac{\left\|a_{i, q, p ; \ell_{0}, *}\right\|_{\left(\ell_{0}+\kappa-i+v_{i, q, p}\right) \sigma_{s}-\lambda(q), \rho}}{\Gamma\left(1+(s+1) \ell_{0}\right)} .
\end{gathered}
$$

The following result provides some bounds on these terms, and will be useful in the next section.

Lemma 5.11. Let $i \in \mathcal{K}, q \in Q_{i}$ and $p \in P_{i, q}$. Then there exist four positive constants $C_{1}, C_{2}, K_{1}, K_{2}>0$ such that

$$
0 \leq g_{j, s} \leq C_{1} K_{1}^{j} \text { and } 0 \leq \alpha_{i, q, p, j, s} \leq C_{2} K_{2}^{j}
$$

for all $j \geq 0$.
Proof. According to the analyticity of the function $a_{i, q, p}(t, x)$ on $D_{\rho_{0}, \ldots, \rho_{n}}$, and the hypothesis on the coefficients $f_{j, *}(x)$ of the inhomogeneity $\widetilde{f}(t, x)$ (see inequality (5.1)), we first have

$$
\left|f_{j, *}(x)\right| \leq C K^{j} \Gamma(1+(s+1) j) \quad \text { and } \quad\left|a_{i, q, p ; j, *}(x)\right| \leq C^{\prime} K^{\prime j} j!
$$

for all $j \geq 0$ and all $\|x\| \leq \rho$, the constants $C, K, C^{\prime}, K^{\prime}>0$ being independent of $j$ and $x$. Hence, applying Proposition 5.2, we have

$$
0 \leq g_{j, s} \leq \frac{C K^{j} \Gamma(1+(s+1) j) \rho^{(j+\kappa) \sigma_{s}}}{\Gamma(1+(s+1)(j+\kappa))} \leq C \rho^{\kappa \sigma_{s}}\left(K \rho^{\sigma_{s}}\right)^{j}
$$

and

$$
\begin{aligned}
0 \leq \alpha_{i, q, p, j, s} & \leq \frac{(e(\kappa+v))^{\lambda(q)} C^{\prime} K^{\prime j} j!\rho^{\left(j+\kappa-i+v_{i, q, p}\right) \sigma_{s}-\lambda(q)}}{\Gamma(1+(s+1) j)} \\
& \leq(e(\kappa+v))^{\lambda(q)} C^{\prime} \rho^{\left(\kappa-i+v_{i, q, p}\right) \sigma_{s}-\lambda(q)}\left(K^{\prime} \rho^{\sigma_{s}}\right)^{j} .
\end{aligned}
$$

This completes the proof.
We shall now bound the Nagumo norms $\left\|u_{j, *}\right\|_{j \sigma_{s}, \rho}$ for any $j \geq 0$. To do that, we shall proceed similarly as in [3, 30, 31, 32, 33, 35, 37, by using a technique of majorant series. However, as we shall see, the calculations are much more complicated because of the nonlinear polynomial terms associated with each derivation $\partial_{t}^{i} \partial_{x}^{q}$.
5.3. A majorant series. Let us consider the formal power series $v(X)=\sum_{j \geq 0} v_{j} X^{j}$, the coefficients of which are recursively determined for all $j \geq 0$ by the relations

$$
\begin{equation*}
v_{j+\kappa}=g_{j, s}+\sum_{i \in \mathcal{K}} \sum_{q \in Q_{i}} \sum_{p \in P_{i, q}} \sum_{\substack{\ell_{0}+\ell_{1}+\cdots+\ell_{d+1} \\=j+i-v_{i, q, p}}} \alpha_{i, q, p, \ell_{0}, s} v_{\ell_{1}} \ldots v_{\ell_{d+1}} \tag{5.11}
\end{equation*}
$$

starting with the initial condition $v_{0}=1+\left\|\varphi_{0}\right\|_{0, \rho}$, and, for $j=1, \ldots, \kappa-1$ (if $\kappa \geq 2$ ):

$$
v_{j}=\frac{\left\|\varphi_{j}\right\|_{j \sigma_{s}, \rho}}{\Gamma(1+(s+1) j)}+\sum_{\substack{(i, q, p) \in V_{j} \\ \ell_{0}+\ell_{1}+\cdots+\ell_{d+1} \\=j-\kappa+i-v_{i, q, p}}} \alpha_{i, q, p, \ell_{0}, s} v_{\ell_{1}} \ldots v_{\ell_{d+1}},
$$

where

$$
d=\max \left(p \in \bigcup_{i \in \mathcal{K}} \bigcup_{q \in Q_{i}} P_{i, q}\right),
$$

and

$$
V_{j}=\left\{(i, q, p) \in \mathcal{K} \times Q_{i} \times P_{i, q} \text { such that } j-\kappa+i-v_{i, q, p} \geq 0\right\}
$$

Observe that the condition $\kappa>i$ for all $i \in \mathcal{K}$ implies $j-\kappa+i-v_{i, q, p}<j$; hence, the initial conditions on the $v_{j}$ 's with $j=1, \ldots, \kappa-1$ make sense. Observe also that the set $V_{j}$ may be empty (this is particularly the case when $\mathcal{K}=\{0\}$, or when $v_{i, q, p} \geq i$ for all $\left.i, q, p\right)$.

Proposition 5.12. The inequalities

$$
\begin{equation*}
0 \leq \frac{\left\|u_{j, *}\right\|_{j \sigma_{s}, \rho}}{\Gamma(1+(s+1) j)} \leq v_{j} \tag{5.12}
\end{equation*}
$$

hold for all $j \geq 0$.
Proof. According to the initial conditions on the $u_{j}$ 's and on the $v_{j}$ 's, the inequalities in 5.12 hold for all $j=0, \ldots, \kappa-1$. Let us now suppose that these inequalities are true for all $k \leq j-1+\kappa$ for a certain $j \geq 0$, and let us prove them for $j+\kappa$.

First of all, applying our hypotheses to relations 5.10, we have

$$
\begin{align*}
0 & \leq \frac{\left\|u_{j+\kappa, *}\right\|_{(j+\kappa) \sigma_{s, \rho}}}{\Gamma(1+(s+1)(j+\kappa))} \\
& \leq g_{j, s}+\sum_{i \in \mathcal{K}} \sum_{q \in Q_{i}} \sum_{p \in P_{i, q}} \sum_{\substack{\ell_{0}^{\prime}+\ell_{1}^{\prime}+\cdots+\ell_{p}^{\prime}+\\
\ell_{p+1}^{\prime}=j-v_{i, q, p}}} \alpha_{i, q, p, \ell_{0}^{\prime}, s} v_{\ell_{1}^{\prime}} \ldots v_{\ell_{p}^{\prime}} v_{\ell_{p+1}^{\prime}+i} \tag{5.13}
\end{align*}
$$

and then

$$
\begin{align*}
0 & \leq \frac{\left\|u_{j+\kappa, *}\right\|_{(j+\kappa) \sigma_{s}, \rho}}{\Gamma(1+(s+1)(j+\kappa))} \\
& \leq g_{j, s}+\sum_{i \in \mathcal{K}} \sum_{q \in Q_{i}} \sum_{p \in P_{i, q}} \sum_{\substack{\ell_{0}+\ell_{1}+\cdots+\ell_{p}+\\
\ell_{p+1}=j+i-v_{i, q, p}}} \alpha_{i, q, p, \ell_{0}, s} v_{\ell_{1}} \ldots v_{\ell_{p}} v_{\ell_{p+1}} \tag{5.14}
\end{align*}
$$

since all the tuples $\left(\ell_{0}^{\prime}, \ell_{1}^{\prime}, \ldots, \ell_{p+1}^{\prime}+i\right) \in \mathbb{N}^{p+2}$ in 5.13 satisfy the identity $\ell_{0}^{\prime}+$ $\ell_{1}^{\prime}+\cdots+\ell_{p+1}^{\prime}+i=j+i-v_{i, q, p}$, and since all the terms $\alpha_{i, q, p, \ell_{0}, s} v_{\ell_{1}} \ldots v_{\ell_{p}} v_{\ell_{p+1}}$ in (5.14) are nonnegative.

Next, let us observe that any $(p+2)$-tuple $\left(\ell_{0}, \ldots, \ell_{p+1}\right) \in \mathbb{N}^{p+2}$ such that $\ell_{0}+$ $\cdots+\ell_{p+1}=j+i-v_{i, q, p}$ can be seen as the $(d+2)$-tuple $\left(\ell_{0}, \ldots, \ell_{p+1}, \ell_{p+2}, \ldots, \ell_{d+1}\right) \in$ $\mathbb{N}^{d+2}$, where $\ell_{p+2}=\cdots=\ell_{d+1}=0$. Therefore, using the fact that $v_{0} \geq 1$, we have

$$
\begin{aligned}
0 & \leq \alpha_{i, q, p, \ell_{0}, s} v_{\ell_{1}} \ldots v_{\ell_{p+1}} \\
& \leq \alpha_{i, q, p, \ell_{0}, s} v_{\ell_{1}} \ldots v_{\ell_{p+1}} v_{0}^{d-p} \\
& =\alpha_{i, q, p, \ell_{0}, s} v_{\ell_{1}} \ldots v_{\ell_{p+1}} v_{\ell_{p+2}} \ldots v_{\ell_{d+1}}
\end{aligned}
$$

and, consequently,

$$
\begin{aligned}
0 & \leq \sum_{\substack{\ell_{0}+\cdots+\ell_{p+1} \\
\\
=j+i-v_{i, q, p}}} \alpha_{i, q, p, \ell_{0}, s} v_{\ell_{1}} \ldots v_{\ell_{p+1}} \\
& \leq \sum_{\substack{\ell_{0}+\cdots+\ell_{p+1}+\\
0+\cdots+0=j+i-v_{i, q, p}}} \alpha_{i, q, p, \ell_{0}, s} v_{\ell_{1}} \ldots v_{\ell_{d+1}} \\
& \leq \sum_{\substack{\ell_{0}+\cdots+\ell_{d+1} \\
\\
=j+i-v_{i, q, p}}} \alpha_{i, q, p, \ell_{0}, s} v_{\ell_{1}} \ldots v_{\ell_{d+1}}
\end{aligned}
$$

since all the terms are nonnegative. Therefore,

$$
\begin{aligned}
0 & \leq \frac{\left\|u_{j+\kappa, *}\right\|_{(j+\kappa) \sigma_{s}, \rho}}{\Gamma(1+(s+1)(j+\kappa))} \\
& \leq g_{j, s}+\sum_{i \in \mathcal{K}} \sum_{q \in Q_{i}} \sum_{p \in P_{i, q}} \sum_{\substack{\ell_{0}+\ell_{1}+\cdots+\ell_{d+1} \\
=j+i-v_{i, q, p}}} \alpha_{i, q, p, \ell_{0}, s} v_{\ell_{1}} \ldots v_{\ell_{d+1}}=v_{j+\kappa}
\end{aligned}
$$

which completes the proof.
Following proposition allows us to bound the $v_{j}$ 's.
Proposition 5.13. The formal series $v(X)$ is convergent. In particular, there exist two positive constants $C^{\prime}, K^{\prime}>0$ such that $v_{j} \leq C^{\prime} K^{\prime j}$ for all $j \geq 0$.

Proof. It is sufficient to prove the convergence of $v(X)$. Let us start by observing that $v(X)$ is the unique formal power series in $X$ solution of the functional equation

$$
\begin{equation*}
v(X)=X \alpha(X)(v(X))^{d+1}+h(X) \tag{5.15}
\end{equation*}
$$

where $\alpha(X)$ and $h(X)$ are the two formal power series defined by

$$
\begin{gathered}
\alpha(X)=\sum_{i \in \mathcal{K}} \sum_{q \in Q_{i}} \sum_{p \in P_{i, q}} X^{\kappa-i-1+v_{i, q, p}} \alpha_{i, q, p}(X), \\
h(X)=A_{0}+A_{1} X+\cdots+A_{\kappa-1} X^{\kappa-1}+X^{\kappa} \sum_{j \geq 0} g_{j, s} X^{j}
\end{gathered}
$$

with

$$
\alpha_{i, q, p}(X)=\sum_{j \geq 0} \alpha_{i, q, p, j, s} X^{j}
$$

$A_{0}=1+\left\|\varphi_{0}\right\|_{0, \rho}$, and, for $j=1, \ldots, \kappa-1($ if $\kappa \geq 2)$,

$$
A_{j}=\frac{\left\|\varphi_{j}\right\|_{j \sigma_{s}, \rho}}{\Gamma(1+(s+1) j)}
$$

Next we notice that, according to Lemma 5.11, $\alpha(X)$ and $h(x)$ are actually two convergent power series with nonnegative coefficients. In particular, they respectively define two increasing functions on $\left[0, r_{\alpha}\left[\right.\right.$ and $\left[0, r_{h}\left[\right.\right.$, where $r_{\alpha}>0$ and $r_{h}>0$ stand respectively for the radius of convergence of $\alpha(X)$ and $h(X)$. Besides, given the assumptions on the functions $a_{i, q, p}(t, x)$ (see page 2 and the fact that $A_{0} \geq 1$, we have $\alpha(r)>0($ resp. $h(r)>0)$ for all $r \in] 0, r_{\alpha}[$ (resp. $] 0, r_{h}[)$.

When $d=0$, the convergence of $v(X)$ is obvious, since we have the identity $(1-X \alpha(X)) v(X)=h(X)$. When $d \geq 1$, we proceed through a fixed point method as follows. Let us set

$$
V(X)=\sum_{m \geq 0} V_{m}(X)
$$

and let us choose the solution of 5.15 given by the system

$$
\begin{gathered}
V_{0}(X)=h(X) \\
V_{m+1}(X)=X \alpha(X) \sum_{\ell_{1}+\cdots+\ell_{d+1}=m} V_{\ell_{1}}(X) \ldots V_{\ell_{d+1}}(X) \quad \text { for } m \geq 0 .
\end{gathered}
$$

By induction on $m \geq 0$, we easily check that

$$
\begin{equation*}
V_{m}(X)=C_{m, d+1} X^{m}(\alpha(X))^{m}(h(X))^{m d+1} \tag{5.16}
\end{equation*}
$$

where the $C_{m, d+1}$ 's are the positive constants recursively determined from $C_{0, d+1}:=$ 1 by the relations

$$
C_{m+1, d+1}=\sum_{k_{1}+\cdots+k_{d+1}=m} C_{k_{1}, d+1} \ldots C_{k_{d+1}, d+1} .
$$

Thereby, all the $V_{m}(X)$ 's are analytic functions on the disc with center $0 \in \mathbb{C}$ and radius $\min \left(r_{\alpha}, r_{h}\right)$. Moreover, identities (5.16) show us that $V_{m}(X)$ is of order $X^{m}$ for all $m \geq 0$. Consequently, the series $V(X)$ makes sense as a formal power series in $X$ and we obtain $V(X)=v(X)$ by unicity.

It is left to prove the convergence of $V(X)$. To do that, let us choose $0<$ $r<\min \left(r_{\alpha}, r_{h}\right)$. By construction (see page 6), the constants $C_{m, d+1}$ 's are the generalized Catalan numbers of order $d+1$. We have therefore

$$
C_{m, d+1}=\frac{1}{d m+1}\binom{m(d+1)}{m} \leq 2^{m(d+1)}
$$

for all $m \geq 0$. On the other hand, according to the remark above on the series $\alpha(X)$ and $h(X)$, we derive from the identities 5.16 the inequalities

$$
\left|V_{m}(X)\right| \leq h(r)\left(2^{d+1} \alpha(r)(h(r))^{d}|X|\right)^{m}
$$

for all $m \geq 0$ and all $|X| \leq r$; hence, the fact that the series $V(X)$ is normally convergent on any disc with center $0 \in \mathbb{C}$ and radius

$$
0<r^{\prime}<\min \left(r, \frac{1}{2^{d+1} \alpha(r)(h(r))^{d}}\right)
$$

This proves the analyticity of $V(X)$ at 0 and achieves thereby the proof of Proposition 5.13

According to Propositions 5.12 and 5.13 , we can now bound the Nagumo norms $\left\|u_{j, *}\right\|_{j \sigma_{s}, \rho}$.

Corollary 5.14. Let $C^{\prime}, K^{\prime}>0$ be as in Proposition 5.13. Then

$$
\left\|u_{j, *}\right\|_{j \sigma_{s}, \rho} \leq C^{\prime} K^{\prime j} \Gamma(1+(s+1) j)
$$

for all $j \geq 0$.
We are now able to conclude the proof of the first item of Theorem 4.1.
5.4. Conclusion. We must prove estimates on the sup-norm of the $u_{j, *}(x)$, similar to the ones on the norms $\left\|u_{j, *}\right\|_{j \sigma_{s}, \rho}$ (see Corollary 5.14). To this end, we proceed by shrinking the closed polydisc $\|x\| \leq \rho$. Let $0<\rho^{\prime}<\rho$. Then, for all $j \geq 0$ and all $\|x\| \leq \rho^{\prime}$, we have

$$
\left|u_{j, *}(x)\right|=\left|u_{j, *}(x) d_{\rho}(x)^{j \sigma_{s}} \frac{1}{d_{\rho}(x)^{j \sigma_{s}}}\right| \leq \frac{\left|u_{j, *}(x) d_{\rho}(x)^{j \sigma_{s}}\right|}{\left(\rho-\rho^{\prime}\right)^{j \sigma_{s}}} \leq \frac{\left\|u_{j, *}\right\|_{j \sigma_{s}, \rho}}{\left(\rho-\rho^{\prime}\right)^{j \sigma_{s}}}
$$

and, consequently,

$$
\sup _{\|x\| \leq \rho^{\prime}}\left|u_{j, *}(x)\right| \leq C^{\prime}\left(\frac{K^{\prime}}{\left(\rho-\rho^{\prime}\right)^{\sigma_{s}}}\right)^{j} \Gamma(1+(s+1) j)
$$

by applying Corollary 5.14. This completes the proof of the first item of Theorem 4.1.

## 6. Proof of the second item of Theorem 4.1

In this section, we assume $\mathcal{S} \neq \emptyset$ and we fix $0 \leq s<s_{c}$. (Of course, this case does not occur when $\mathcal{S}=\emptyset$ ). According to the filtration of the $s$-Gevrey spaces $\mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right)[[t]]_{s}$ (see Section 3 ) and the first item of Theorem 4.1, it is clear that we have the following implications:

$$
\begin{aligned}
\tilde{f}(t, x) \in \mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right)[[t]]_{s} & \Rightarrow \widetilde{f}(t, x) \in \mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right)[[t]]_{s_{c}} \\
& \Rightarrow \widetilde{u}(t, x) \in \mathcal{O}\left(D_{\rho_{1}, \ldots, \rho_{n}}\right)[[t]]_{s_{c}}
\end{aligned}
$$

Therefore, to conclude that we can not say better about the Gevrey order of $\widetilde{u}(t, x)$, that is $\widetilde{u}(t, x)$ is generically $s_{c}$-Gevrey, we need to find an example for which the formal solution $\widetilde{u}(t, x)$ of (1.1) is $s^{\prime}$-Gevrey for no $s^{\prime}<s_{c}$. Section 3.1 has already provided us with such two examples in the case $\kappa=1$. In Proposition 6.1 below, we propose a much more general example.

Proposition 6.1. Let us consider the equation

$$
\begin{gather*}
\partial_{t}^{\kappa} u-\sum_{i \in \mathcal{K}} \sum_{q \in Q_{i}}\left(\sum_{p \in P_{i, q}} a_{i, q, p} t^{v_{i, q, p}} u^{p}\right) \partial_{t}^{i} \partial_{x}^{q} u=\widetilde{f}(t, x), \quad a_{i, q, p}>0  \tag{6.1}\\
\partial_{t}^{j} u(t, x)_{\mid t=0}=\varphi_{j}(x), \quad j=0, \ldots, \kappa-1
\end{gather*}
$$

where the initial condition $\varphi_{i^{*}}(x)$ is the analytic function defined by

$$
\varphi_{i^{*}}(x)=\frac{1}{1-x_{1}-\cdots-x_{n}}
$$

on the disc $D_{1 / n, \ldots, 1 / n}$, and where the initial conditions $\varphi_{j}(x)$ for $j \neq i^{*}$ are analytic functions on $D_{1 / n, \ldots, 1 / n}$ satisfying $\partial_{x}^{\ell} \varphi_{j}(0) \geq 0$ for all $\ell \in \mathbb{N}^{n}$, and $\varphi_{0}(0)>0$ when $i^{*} \neq 0$. Suppose also that the inhomogeneity $\widetilde{f}(t, x)$ satisfies the following two conditions:

- $\widetilde{f}(t, x)$ is s-Gevrey;
- $\partial_{x}^{\ell} f_{j, *}(0) \geq 0$ for all $j \geq 0$ and all $\ell \in \mathbb{N}^{n}$.

Then, the formal solution $\widetilde{u}(t, x)$ of (6.1) is exactly $s_{c}$-Gevrey.
Proof. From the calculations above, it is sufficient to prove that $\widetilde{u}(t, x)$ is $s^{\prime}$-Gevrey for no $s^{\prime}<s_{c}$.

First of all, let us rewrite the general relations 1.2 as the identities

$$
u_{j+\kappa, *}(x)=\frac{j!a_{i^{*}, q^{*}, p^{*}} u_{0, *}^{p^{*}}(x)}{\left(j-v_{i^{*}, q^{*}, p^{*}}\right)!} \partial_{x}^{q^{*}} u_{j-v_{i^{*}, q^{*}, p^{*}}+i^{*}, *}(x)+R_{j}(x)
$$

with

$$
\begin{aligned}
R_{j}(x)= & f_{j, *}(x)+\sum_{\begin{array}{c}
\ell_{1}+\cdots+\ell_{p^{*}}+\ell_{p^{*}+1}=j-v_{i}, q^{*}, p^{*} \\
\left(\ell_{1}, \ldots, \ell_{p^{*}}, \ell_{p^{*}+1}\right) \neq\left(0, \ldots, 0, j-v_{i^{*}, q^{*}, p^{*}}\right)
\end{array}} \\
& \frac{j!a_{i^{*}, q^{*}, p^{*}} u_{\ell_{1}, *}(x) \ldots u_{\ell_{p^{*}, *}}(x) \partial_{x}^{q^{*}} u_{\ell_{p^{*}+1}+i^{*}, *}(x)}{\ell_{1}!\ldots \ell_{p^{*}}!\ell_{p^{*}+1}!} \\
& +\sum_{\substack{(i, q, p) \in \mathcal{K} \times Q_{i} \times P_{i, q} \\
(i, q, p) \neq\left(i^{*}, q^{*}, p^{*}\right)^{*}}} \sum_{\ell_{p+1}=j-v_{p}+, q, p} \frac{j!a_{i, q, p} u_{\ell_{1}, *}(x) \ldots u_{\ell_{p}, *}(x) \partial_{x}^{q} u_{\ell_{p+1}+i, *}(x)}{\ell_{1}!\ldots \ell_{p}!\ell_{p+1}!}
\end{aligned}
$$

for all $j \geq 0$, together with the initial conditions $u_{j, *}(x)=\varphi_{j}(x)$ for $j=0, \ldots, \kappa-1$. Using then our hypotheses on the coefficients $a_{i, q, p}$, on the initial conditions $\varphi_{j}(x)$, and on the inhomogeneity $\tilde{f}(t, x)$, we easily check that, for all $j \geq 0$,

$$
\begin{aligned}
& u_{j\left(v_{i^{*}, q^{*}, p^{*}}+\kappa-i^{*}\right)+i^{*}, *}(x) \\
& =\frac{a_{i^{*}, q^{*}, p^{*}}^{j} \varphi_{0}^{j p^{*}}(x)\left(j \lambda\left(q^{*}\right)\right)!}{\left(1-x_{1}-\cdots-x_{n}\right)^{j \lambda\left(q^{*}\right)+1}} \prod_{\ell=1}^{j} \prod_{m=1}^{v_{i}, q^{*}, p^{*}}\left((\ell-1)\left(v_{i^{*}, q^{*}, p^{*}}+\kappa-i^{*}\right)+m\right) \\
& \quad+\operatorname{rem}_{j}(x)
\end{aligned}
$$

with $\operatorname{rem}_{j}(0) \geq 0$. Hence, applying technical Lemma 6.2 below, we have the inequality

$$
\begin{equation*}
u_{j\left(v_{i^{*}, q^{*}, p^{*}+\kappa-i^{*}}\right)+i^{*}, *}(0) \geq\left(a_{i^{*}, q^{*}, p^{*}} \varphi_{0}^{p^{*}}(0)\right)^{j}\left(j \lambda\left(q^{*}\right)\right)!\left(j v_{i^{*}, q^{*}, p^{*}}\right)!. \tag{6.2}
\end{equation*}
$$

Let us now suppose that $\widetilde{u}(t, x)$ is $s^{\prime}$-Gevrey for some $s^{\prime}<s_{c}$. Then, Definition 2.1 and inequality (6.2) imply

$$
\begin{equation*}
1 \leq C\left(\frac{K}{a_{i^{*}, q^{*}, p^{*}} \varphi_{0}^{p^{*}}(0)}\right)^{j} \frac{\Gamma\left(1+i^{*}\left(s^{\prime}+1\right)+j\left(s^{\prime}+1\right)\left(v_{i^{*}, q^{*}, p^{*}}+\kappa-i^{*}\right)\right)}{\Gamma\left(1+j \lambda\left(q^{*}\right)\right) \Gamma\left(1+j v_{i^{*}, q^{*}, p^{*}}\right)} \tag{6.3}
\end{equation*}
$$

for all $j \geq 0$ and some convenient positive constants $C$ and $K$ independent of $j$. Proposition 6.1 follows since such inequalities are impossible: applying the Stirling's Formula, the right hand-side of 6.3 is equivalent to

$$
\begin{equation*}
C^{\prime} j^{i^{*}\left(s^{\prime}+1\right)-\frac{1}{2}}\left(\frac{K^{\prime}}{j^{\sigma}}\right)^{j}, \quad j \rightarrow+\infty \tag{6.4}
\end{equation*}
$$

with

$$
\begin{gathered}
C^{\prime}=C\left(\left(s^{\prime}+1\right)\left(v_{i^{*}, q^{*}, p^{*}}+\kappa-i^{*}\right)\right)^{i^{*}\left(s^{\prime}+1\right)} \sqrt{\frac{\left(s^{\prime}+1\right)\left(v_{i^{*}, q^{*}, p^{*}}+\kappa-i^{*}\right)}{2 \pi \lambda\left(q^{*}\right) v_{i^{*}, q^{*}, p^{*}}}}, \\
K^{\prime}=\frac{K\left(\left(s^{\prime}+1\right)\left(v_{i^{*}, q^{*}, p^{*}}+\kappa-i^{*}\right)\right)^{\left(s^{\prime}+1\right)\left(v_{\left.i^{*}, q^{*}, p^{*}+\kappa-i^{*}\right)} e^{\sigma}\right.}}{a_{i^{*}, q^{*}, p^{*}} \varphi_{0}^{p^{*}}(0) \lambda\left(q^{*}\right)^{\lambda\left(q^{*}\right) v_{i^{*}, q^{*}, q^{*}, p^{*}}^{v^{*}}}},
\end{gathered}
$$

$$
\sigma:=\lambda\left(q^{*}\right)+v_{i^{*}, q^{*}, p^{*}}-\left(s^{\prime}+1\right)\left(v_{i^{*}, q^{*}, p^{*}}+\kappa-i^{*}\right)
$$

and (6.4) approaches 0 when $j$ tends to infinity. Indeed, the condition $s^{\prime}<s_{c}$ implies

$$
\sigma>\lambda\left(q^{*}\right)+v_{i^{*}, q^{*}, p^{*}}-\left(s_{c}+1\right)\left(v_{i^{*}, q^{*}, p^{*}}+\kappa-i^{*}\right)=0 .
$$

This completes the proof.
Lemma 6.2. Let $j \geq 0$. Then

$$
\begin{equation*}
\prod_{\ell=1}^{j} \prod_{m=1}^{v_{i^{*}, q^{*}}^{* p^{*}}}\left((\ell-1)\left(v_{i^{*}, q^{*}, p^{*}}+\kappa-i^{*}\right)+m\right) \geq\left(j v_{i^{*}, q^{*}, p^{*}}\right)!. \tag{6.5}
\end{equation*}
$$

Proof. The proof is similar to the one of Lemma 3.3 and is left to the reader.
This completes the proof of the second item of Theorem 4.1
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