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ABSTRACT. The goal of this article is to explore and motivate stabilization
requirements for various types of discontinuous Galerkin (DG) methods. A new
approach for the understanding of DG approximation methods for second order
elliptic partial differential equations is introduced. The approach explains the
weaker stability requirements for local discontinuous Galerkin (LDG) methods
when compared to interior-penalty discontinuous Galerkin methods while also
motivating the existence of methods such as the minimal dissipation LDG
method that are stable without the addition of interior penalization. The main
idea is to relate the underlying DG gradient approximation to distributional
derivatives instead of the traditional piecewise gradient operator associated
with broken Sobolev spaces.

1. INTRODUCTION

In this article, a new approach for understanding discontinuous Galerkin (DG) fi-
nite element approximation methods for elliptic partial differential equations (PDEs)
will be motivated and explored with regards to stability requirements. The main
emphasis will be on the difficulties associated with extending weak solution theory
for PDEs to broken Sobolev spaces. To this end, existence and uniqueness re-
sults, as well as Friedrichs inequalities, will be established for second order elliptic
problems posed in broken Sobolev spaces. Once the extension has been made, we
will be able to directly recover many existing discontinuous Galerkin approxima-
tion methods by using simple projection operators. We will gain new insight into
the increased necessity for stabilization using penalization techniques for Interior-
Penalty Discontinuous Galerkin (IPDG) methods, [12] [24] [2] 20, 2], versus the
weaker penalization requirements for Local Discontinuous Galerkin (LDG) meth-
ods, [IT} [7]. The approach will also motivate the existence of penalty-free methods
such as the Minimal Dissipation Local Discontinuous Galerkin (MD-LDG) method,
[9], and the Dual-Wind Discontinuous Galerkin (DWDG) method, [19, [15]. This
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paper is meant as a survey paper that can shed new light on known properties
of DG methods for researchers familiar with the topic while also motivating DG
approximation methods for researchers familiar with elliptic PDE theory.

Let H™(f2) denote the set of all functions in L?(€2) whose distributional deriva-
tives up to order m are in L*(2). Define L2(Q) as the set of all functions in L*(£2)
that have (a well-defined) trace value g for g € L?(9Q) and let HJ*(Q) denote the
set of all functions in H™(€2) whose traces vanish up to order (m — 1) on 9. For
transparency, we will refer to Poisson’s equation with Dirichlet boundary conditions
as our prototypical elliptic boundary value problem:

—Au=f, inQ, (1.1a)
u=g, onJf, (1.1b)

where Q € R, d > 2, is an open, convex, polygonal domain; g € H/2(9Q); and
A= Z?Zl %j? denotes the Laplacian operator. In weak form, (1.1) is equivalent
to finding the unique function v € H'(Q) N LZ(99) such that

(Vu,V(p)Q = (f, ga)Q Yo € H} (), (1.2)

where (-, -)s denotes the L? inner product on S.

To approximate the solution to using discontinuous Galerkin methods,
we first need to formalize the problem using broken Sobolev spaces. Tradition-
ally, this can be done using a piecewise gradient operator and controlling the
jumps/discontinuities along interior faces/edges. Such a framework naturally leads
to IPDG methods, and, using the unified framework in [, can be extended to LDG
methods. In this paper, we consider a different approach that is based on using
distributional derivatives instead of the piecewise gradient operator. Following the
example of the unified framework, we will consider the flux-based formulation of
LDG-based methods and the Bassi-Rebay method, [3], where the derivative approx-
imation is based on a well-chosen single-valued trace. However, we will formally
consider the consequences of such a flux-based definition to build intuition and
then rigorously consider the relationship of such a flux-based approach within the
setting of distributional derivatives. The approach in this paper complements the
Hybrid Discontinuous Galerkin method, [10], where the interior fluxes are directly
approximated and used to determine the approximate gradient. We will see that the
new interpretation of differential operators for broken Sobolev functions inherently
motivates how to control the jumps/discontinuities along interior faces/edges.

The remainder of this article is organized as follows. In Section [2] we will intro-
duce broken Sobolev spaces and some known results. The IPDG method will be
introduced in Section [3| as well as several applications to broken Sobolev spaces.
The section will provide an introduction to DG methods and further develop the
background for broken Sobolev spaces. A heuristic framework will be considered
in Section [4] that will motivate the analysis in Section [5| where we consider distri-
butional derivatives and how they relate to the LDG method. We will derive a
stability result for distributional derivatives with regard to broken Sobolev spaces
and then use projection operators to formalize DG methods. We end the paper
with some concluding remarks in Section [6] Note that the ideas presented in this
paper are readily extended to a general class of second order elliptic PDEs, and
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the ideas formally motivate both the Weak Galerkin Finite Element Method intro-
duced in [23] and DG methods that can be expressed using the DG finite element
differential calculus proposed in [I6].

2. BROKEN SOBOLEV SPACES

We now recall the traditional extension of to broken Sobolev spaces. First,
we must introduce some (standard) definitions and notation. Then we will pose
in the setting of broken Sobolev spaces and discuss the major obstacle that
must be overcome. The fundamental result will be an extension of Friedrichs in-
equality to broken Sobolev spaces, a result that will be reinterpreted in the context
of distributional derivatives in Section |5| where we successfully extend to bro-
ken Sobolev spaces while preserving existence and uniqueness properties.

2.1. Definitions and notation. Let 7; denote a locally quasi-uniform and shape-
regular simplicial triangulation of Q (see [8, [5]). Let &, denote the set of all (d-1)-
dimensional simplices in the triangulation, 5,{ C &y, denote the set of all interior
(d-1)-dimensional simplices in the triangulation, and £F C &, denote the set of all
boundary (d-1)-dimensional simplices in the triangulation. Notationally, we set hx
as the diameter of the simplex K € 7}, h, the diameter of the simplex e € &, and
h = maxgeT;, hK.
We define the piecewise L? inner product with respect to the triangulation by

= 3 [ v

KeTy,
and the piecewise L? inner product with respect to the collection of faces/edges &,
by

(v,wys, = Z /vwds
eeS, ¢
for all S, C &,. We use bold-faced formatting to denote a vector-valued space; for

example, we have L2(7,) = [LQ(’]}L)}d.
We define our broken Sobolev spaces with respect to the triangulation as
WP () = [ WP (K)
KeTy,
for all integers m > 0 and real numbers p € [1, 0o], where
WmP(K)={ve LP(K) | D% € LP(K) for all multi-indices o with |a| < m}.

The broken Sobolev space WP (7T},) is a Banach space with respect to the norm

m

lollwmnczy = D 1DV o zs)-
k=1
lal<k

We denote the Hilbert space W™2(7;,) by H™(7,), where the inner product is
defined by

(v, w) g (73,) = Z (Dav,Daw)Th.
joT<k
The space Wy (7},) denotes the set of all functions in W™P(7},) whose trace on
09 vanishes up to order (m-1). We also let C"(Q) C WJ"*(7,) denote the set of
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all functions in C™ () with compact support, where C™(Q2) denotes the set of all
continuously differentiable functions up to order m.

Broken Sobolev functions inherently are allowed to be multi-valued along interior
faces/edges, provided trace values exists on each simplex in the triangulation. Let
K+ K~ €T, and e = 0K~ NOK*. Without a loss of generality, we assume the
global labeling number of KT is smaller than that of K—. We then define the
sided-flux values for v as

U+|e EU‘@OBK*’ v Ev‘eﬁaK*’

where U|aK is understood to be the trace of v defined on K. Suppose K is a
boundary simplex. We extend the sided-flux definitions to the boundary of Q by

+ —
v*|oxnoa = loxnsa:
The standard jump and average operators on &, are defined by

_Jvm—vt on&f v 4ot
] {v on &EP, {v}

R
respectively. We impose the convention that the outward normal vector on e,
denoted by n, is always given by the outward normal vector for K.

Remark 2.1. We have W™P(Q) C W™P(T,), where functions in W™P(7,) are
allowed to have discontinuities along interior faces/edges. Thus, the underlying
gradient operator for broken Sobolev functions, denoted V,, is understood piecewise
with respect to the triangulation so that when acting on WP () we have V;, = V.

2.2. Friedrichs inequality and interior penalization. Using the above nota-
tion, we are ready to derive a “weak formulation” for in the broken Sobolev
space H*(Tp,). Let v € H?*(T,) N LZ(€) such that —(Av,tp)Th = (/, ap)Th for all
¢ € H}(73). Then, we have

(fo0) g, = —(Av,p)
= (VU,V(p)Th — <[V1}], {(p}n>£}{ - <{Vv}’ [‘P]n>£,{

for all p € H}(7,). Suppose f =0 and g = 0. Then, u = 0 is the unique solution
to (1.2). In contrast, there exists infinitely many piecewise constant functions
v € H*(Ty) N L3(Q) that solve (2.1). One such example is the function

(2.1)

(2) 0 if z is in a boundary simplex,
v(x) =
1 if z is in an interior simplex.

Remark 2.2.
(a) The formulation (2.1]) is equivalent to the problem: find v € H?(7,) N L2(Q2)
such that

(f,gp)K = —(AU,(p)K = (VU,V(p)K— <VU,<pﬁK>aK (2.2)
for all p € HY(K) for all K € 7}, where i i denotes the unit outward normal vector
for K. Problem is obtained by summing over all simplices K.

(b) The solution is assumed to be in the space H?(7},) instead of H'(7},) in the
above weak formulation. The interior trace values of Vv - n are not defined for all
functions in H'(7},), see [18].
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The main issue in the previous example is that has no mechanism to address
the potential for discontinuities that characterizes functions in H?(7y,). Neighboring
simplices in 73 have no communication across their shared boundary interface. As
a consequence, when the gradient operator is utilized in an entirely local, piecewise
fashion with respect to 7, Poisson’s problem does not have a unique solution in
the broken Sobolev space H?(7;) N L(€2) for any given combination of boundary
data g and source data f. This observation can be explained by the extension of
Friedrichs inequality to broken Sobolev spaces:

Lemma 2.3 ([I, Lemma 2.1]). There exists a positive constant C independent of
h such that

Iz < CIIV0l e, + Do hetloliec + 30 bt 0ll3eg)  (23)
ecEp ecgf

for allv e HY(T3,).

Thus, the L? norm of Vv is not sufficient to control the L? norm of v for all
functions v € H(7},). In order to control the L? norm of a broken Sobolev function
using the L? norm of the piecewise gradient, we also need to control the L? norm
of the interior jumps of the function. Such an idea is the basis of IPDG methods
as will be seen in the following section. A more detailed account of Poincare and
Friedrichs inequalities for broken Sobolev spaces can be found in [4].

3. INTERIOR-PENALTY DISCONTINUOUS GALERKIN METHODS

In this section, we introduce the (symmetric) IPDG method and consider its
application to broken Sobolev spaces. The main idea for DG methods is to approx-
imate the solution to (1.1)) with a function defined in a finite dimensional subspace
of H?(Tp).

3.1. Notation. For a fixed integer r > 0, define the standard DG finite element
space Vj,. C C*(7,) C HY(73,) by

Vh,r

I1 ».(%),

KeTy,

where P,.(K) denotes the set of all polynomials on K with degree not exceeding

r. The analogous vector-valued DG space is given by Vj, , = [Vh)T]d. Most of the
approximation methods below assume r > 1, although many DG methods have
been extended to the case r = 0.

The key component for extending continuous results that hold in broken Sobolev
spaces to discrete spaces for DG methods is a projection operator from L?(£2) to
Vi.r- A natural choice is L? projection. We denote by Py, , : L*(Q) — V}, , the L?
projection operator onto V}, ,, which is defined by

(Ph,r07@h)7h = (U,Wh)Th Vo € Vi

for all v € L*(Q). We also let Py, : L2(Q) — V. denote the L? projection
operator onto Vi, .
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3.2. Application to broken Sobolev spaces. We now attempt to extend (1.1]) to
the broken Sobolev space H?(7},) using ideas from the (symmetric) IPDG method.
While the extension may still lack uniqueness when posed in the full broken Sobolev
space H%(7},), the extension does guarantee uniqueness when restricting the solution
and test functions to (finite dimensional) DG finite element spaces. Thus, the
formulation is rich enough to construct sequences of functions in broken Sobolev
spaces such that the sequences converge to the solution of the original problem
(1.1). The major difference in the interior-penalty based formulation and the first
attempt in Section [2]is the introduction of interior jump stabilization terms in the
“weak representation” of which allows for the application of Lemma
Define the (symmetric) bilinear form By, : H2(7,) x H*(7,) — R by

Bp(v,w) = (VU,Vw)Th —({Vv}, [w]n>€h —([v], {Vw} - n>5h
+y ) he (o] [w]),

ecéy

for all v,w € H?(T;) for some constant v > 0 called the penalty parameter. Define

an auxiliary norm ||-|| : H?(7,) — [0, 00) by
_ Y he
ol = 5= Ivolic+ 3 (25 Mella + 25 I{Ve - n}lEaq)
KEeT;, e€Ey ¢

for all v € H?(7},), and, lastly, define the linear functional Fy, : H*(7;,) — R by

Fr(w) = (f, w)Th — (g, Vw - n>£},5 +7 Z he*1<g,w>e

ecEP

for all w € H?(7;). Notice that the above traces involving both function values
and gradient values are well-defined for all functions in H?(7;,). The (symmetric)
IPDG method is defined by finding u;, € Vj, that solves the finite dimensional
problem By, (up, pn) = Fr(pp) for all ¢ € V3. Then, we have u;, approximates

the solution to (1.2]).

We can exte to broken Sobolev spaces by considering the (continuous)
problem: Find u € H?(7},) such that By, (u,¢) = Fj () for all ¢ € H?(7;,). Notice
that the Dirichlet boundary condition is enforced using a penalization along the
boundary. We could also consider the problem of finding u € H?(7,) N LZ(2)
with the test functions ¢ € H?(7;,) N L3(2). In this case, some of the boundary
face/edge terms would disappear in the definitions of By, ||-||, and F}. However,
when implementing the IPDG method using piecewise polynomials, the boundary
conditions are typically enforced weakly using boundary penalization due to the
fact the Dirichlet data cannot be satisfied when g is not a polynomial with degree
less than or equal to 7.

The following facts are well-documented in the DG literature:

Lemma 3.1.
Q) Il is @ norm on H?(Ty).
(i) Consistency: If u € H*(Q) N LZ(Q) is a solution to (L), then By (u,¢) =
Fi(p) for all p € H*(T;).
(ii) Continuity: There exists a positive constant Cp 1 such that, for all v,w €

H(T5), there holds | By (v, w)] < C.ylol] Jlw].
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(iv) Restricted Coercivity: There exists constants o > 0 and Cp2 = Cp 2(70)
0, both independent of h, such that, for all v > ~o, there holds By (v, vp,)
Cpallonll? for all vy € Vi, C H*(Ty).

(v) Equivalency: If ||v||g = /Bn(v,v), then
VCsallonll < llvnlls < /Cral

for all vy, € V.. C H*(Tp).

2
2

|vn ||

Remark 3.2.

(a) By the Lax-Milgram theorem, the (symmetric) IPDG method has a unique
solution. Moreover, if u € H*t1(Q) is the solution to with 1 < s < r, then
there exists a positive constant C' independent of h such that [[u — unl[z2(q) <
ChSHHDSHUHL?(Qy

(b) Consistency only holds for u € H?(2). The derivation of the formulation for
By, is based on the assumption v € H?(Q2) and the test functions w € H?(7;,). The
inconsistency with comes from the lack of the term ([Vv], {¢}n), [, @ term

that disappears if v € H?(€2). We have also added the term ([v], {Vw}-n),, in the
h

formulation of Bj, where we have again used the ansatz that for v € H%(Q), the
term is zero-valued.

(¢) Coercivity only holds for functions in the discrete space Vj, .. Since the for-
mulation is consistent, we have a solution exists in the space H?(73). Thus, the lack
of coercivity for the entire broken Sobolev space H?(7;,) implies a potential loss of
uniqueness. Notice that the lack of coercivity arises from the fact we cannot control
the norm associated with H?(7},) using the norm ||-||. We will use distributional
derivatives as a means to preserve uniqueness.

(d) All of the results are dependent upon choosing v > 0 sufficiently large. In
contrast, LDG methods only require the penalty constant v > 0 to preserve exis-
tence and uniqueness. We will explore this result further in the following sections.

4. FORMAL MOTIVATION

In this section, we heuristically motivate the analytic results in the following
section. We will consider a formal definition of a “broken” derivative operator
for broken Sobolev functions that acts as an alternative to the piecewise gradient
considered above in Sections [2(and 3| Thus, we formally let V}, : H(7},) — L%(73,)
be characterized locally by

(Viv, @) o = {v}h @ k) g — (v, V- 0) . Vo € HY(K) (4.1)

for all K € T, for v € H*(T,) arbitrary. Observe, if v € H(Q), then we would
have Vv = Vv = Vo.

Remark 4.1.

(a) As seen in [16], the operator V), forms the basis for LDG methods when we
restrict the test functions and the range of the operator to be in the finite dimen-
sional spaces V3, , C ! (7p) and V. C Hl('Z}L), respectively. Thus, the results
obtained in this section are a prelude to the stability results for LDG methods that
we present in Section

(b) If [v] # 0, then Viv ¢ LL (7,) D L%(73,). In general, Vv must be under-
stood as a (potentially singular) distribution as will be considered in the following
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section. However, many of the formal results obtained below based on the assump-
tion Vv € L2(7;,) will be seen to carry over into the distributional setting and
provide insight into LDG methods that are based on the restriction of to test
and trial functions in the finite dimensional space V}, , C H HT).

(c) Since each simplex K is convex and polygonal, the trace operator T :
HY(K) — H'Y?(0K) has a bounded right inverse, [I8]. Thus, if v € H(7}) and
{v} € L*(0K) \ H'/?(0K) for some simplex K, it follows that there does not exist
an element w € H'(7}) such that Vv = Vyw. If v € HY(T,) \ C°(€2), then we
expect such discrepancies/jumps to occur on interior faces/edges. Therefore, the
“broken” derivative operator Vj has the potential to address issues related to the
discontinuities of a general broken Sobolev function unlike the standard piecewise
gradient.

(d) For comparison, the piecewise gradient operator V,, : H*(7,) — L2(7},) is
fully characterized locally by

(Viv, @) o = (0@ - Tik) g — (0, V- 0) . Vo € HY(K) (4.2)
for all K € 7;, for v € H(T},) arbitrary.
Observe that (4.1)) is equivalent to

(th,ga)n ==,V )y +{o}, ] 'n>g,{ + (v, n>5§ (4.3)
for all ¢ € H!(7},) while summing over all simplices K yields
(vhv"P)Th =—(v,V- ‘P)Th +([v], {#} 'n>5,{ +({v}. [¢] 'n>5,{ (4.4)
+ (v, n>5,{3
for all ¢ € H'(7},). Thus, V, is formally related to V;, by
(Viv, ) = (Vav. o) — ([v]. {e} - n>g,{ (4.5)

for all ¢ € H'(73,), a relationship that will be made precise in Section[5] In contrast
to the standard piecewise gradient operator V},, we see that Vv implicitly incor-
porates jump information of the function v into its definition. The incorporation of
jump information directly into the value of Vv is the precise reason that V; must
be treated as a distribution. The definition for V}, is not entirely local; instead, it
uses the trace information of its nearest neighbors. Therefore, we expect the “bro-
ken” derivative operator Vj, to be more faithful to the global gradient operator
with respect to jumps in a function, as will be seen in the following subsections.

4.1. Friedrichs inequality. We now derive a result analogous to Lemma [2.3] that
is based on the formal operator V. We will see that we no longer require control
of interior jumps in order to maintain stability, even when considering functions in
the broken Sobolev space H'(7;,). We also note that the bound will trivially hold
in the case Vv ¢ L%(7;,). Such a result is the first step in explaining the much
weaker stability requirements for LDG methods when compared to IPDG methods.

Let v € H'(7,) and suppose Vv € L?(Q). Define v € H?(Q2) N H} () by
—Avy = v. Then, since 2 is convex, there exists a constant C; depending only on
Q such that [|Y|| g2(q) < Cil|v]lz2(q), see [I7]. Thus, we have

||v\|%2(9) = (U,U)Th = (v, —Aw),[h = —(v,V . Vz/J)Th
= (vhv’ vw)T,L - <{U}’ [VL/J] ’ n>££ - <U7 Vi - n>g§
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= (ﬁhva vd))ffh - <Uv V1/) ! n>5}{37

where we have used the fact [Vi//] = 0 in the interior of the domain. Observe that,
by Young’s inequality and the trace inequality,

(vhvavw)’fh < IVavlle () VYl L2 (o)
< IVrvllzaez) ¥l 2@

< CilIVavllez) vl 2@

1 _ 1
< SO VMOl + S llol 20y

and
(v, VY m)gp < >l IVl 2y
’ 6685
¢ -1 2 1 2
<5 Y bl + 55 O Rl VYl
ecEP ecEP
with

Rell V132 < C (199 13eaey + REND* V() < Nl

for C' a constant such that ¢’ > max{C, Ch2} for all e € EB. Hence,

1 — 1 0 _
||’U||2L2(Q) < 5012||Vh11||2L2(7h) + §HU||2L2(Q) + 3 Z he 1||UH%2(6)
6655
N
+ %0/01”1}“%2(9)

for N the maximum number of boundary faces/edges a boundary simplex can have.
Choosing § = 2NC’C} and assuming h, < 1 for all faces/edges, we have

loli3e@ < C(IVnellEe) + 3 Aot loliae )
ecEB
for C' independent of h, for all e € &,. Thus, we have proved the following result.
Lemma 4.2. There exists a constant C depending only on Q and the lower bounds
for the interior angles and adjacent-edge ratios of the triangulation such that
[vllz2(0) < CIVhollL2ez,)
for allv € HY(T,) N L3(Q) and
loli3a0) < C(IVm0lEa i) + X et IolEe)
ecgP
for allv € HY(T3,).
Remark 4.3. Observe that Lemmal[f.2]does not require interior jump penalization
unlike the standard result given by Lemma that is based on the piecewise
gradient operator Vj,. Using Theorem below, we can also conclude that for
v € HY(7},), there holds Vv = 0 if and only if v is a continuous, constant-valued

function. Thus, we would expect DG methods based on V}, to not have the same
uniqueness/stability issues observed in Sections [2| and
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4.2. Formal existence and uniqueness results for Poisson’s equation. We
now formally extend to broken Sobolev functions in a way that preserves exis-
tence and uniqueness properties. The analytic extension will be given in Section
when we reformulate using results based on distributional derivatives.

First, we define an appropriate norm so that we can apply the Lax-Milgram
theorem. Define ||-||1: H'(75) — [0, 00] by

lloll = (Vav, Vi),

for all v € H'(7;). Then, from the broken Poincare/Friedrichs inequalities above,
we immediately have ||-||; defines an (extended) norm on H'(7,) N L3(£2) and a
semi-norm on H'(73).

Using the “broken” derivative operator V,, we formally recast (1.2]) as: Find
u e H'(T;,) N L2(2) such that

(ﬁhuyﬁh@)frh = (fa @)Th (46)
for all ¢ € H{(7,). Since H'(73) is a Hilbert space when equipped with the
(extended) norm || - > = || - 727, + [Ill; and coercivity follows directly from

the Friedrichs’ inequalities found in Lemma the formal problem has a unique
solution by the Lax-Milgram theorem.

Remark 4.4.

(a) The above formulation does not explicitly consider jumps in w. However, the
formal operator ¥V, does implicitly consider jumps when compared to V.

(b) The above formulation is consistent with the traditional formulation in H'(Q)
whenever the solution v € H'(Q) N L2(Q). In other words, if the solution is in
HY(Q), then it is also a formal solution to (1.2).

(c) By using the broken derivative operator Yy, instead of the global gradient
operator V, the formal problem posed in the broken Sobolev space H'(Ty)
preserves the form of the original problem posed in the Sobolev space H ().

5. DISTRIBUTIONAL DERIVATIVES AND LOCAL DISCONTINUOUS (GALERKIN
METHODS

We now make the observations in Section [4] rigorous by extending the above
results to the proper setting based on distributional derivatives. Distributions will
allow us to extend to the broken Sobolev space H'(7}) in such a way that
consistency and uniqueness regarding the solution u € H'(€2) N L2(Q2) for are
preserved when testing by the larger class of functions in H}(7,). The new for-
mulation will immediately rule out any functions in the space (H'(75) N L2(€)) \
(HI(Q) N LQ(Q)) from being a solution, yielding a stability result that can be uti-
lized by DG methods.

We first consider the distributional derivative of a broken Sobolev function. Next
we will prove a stability result that will be the key observation motivating the use
of approximate distributional derivatives when formulating DG methods. We will
end the section by discussing the extension of our continuous results in H(7},) to
the finite dimensional setting of DG methods.

Definition 5.1. Let v € W1P(T;,). The distributional derivative of v is defined as
the distribution D(v) : C°(Q) — R such that

< D), >=—(v,V-¢),
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for all ¢ € C2°(Q2).

Remark 5.2.
(a) For comparison, the distribution associated with Vv is defined by

<Vi) o >==(0.V-p)g + ([l m)g = (Vo)
for all ¢ € CX(Q). If v € WHP(Q), then we have
< Vi(v), o >=<D),p>=<V(v), ¢ >=—(v,V-¢),

for all ¢ € C(2). The distributional derivative will be shown to ensure stability
through the ansatz that the definition of the derivative itself will naturally account
for jumps.

(b) The distributional derivative can be associated with a function in L2(€) if
and only if v € H'(Q).

(c) If we let o € C°(2) in (4.3)), then we have Vv formally satisfies

(Trv)y, = (0.9 0),

for all v € WYP(T;,). Thus, the formal operator considered in Section 4| behaves
like a regularized/idealized version of the distribution D.

5.1. A stability result for distributional derivatives. A property of functions
in H'(Q) is that ||Vvl|p2(q) = 0 if and only if v is constant valued for all v € H*(12).
We now extend the result to distributional derivatives over the larger function space
H'(T3). As noted above, such a result does not hold when considering V;. Thus,
Vi has a larger nullspace than D yielding a loss of uniqueness when deriving a

weak formulation of (1.1)).

Theorem 5.3. Let v € H'(7;,). Then v is a continuous, constant-valued function
over Q if and only if D(v) = 0, where 0 is understood as the zero-valued function
in the set of all bounded, linear functionals acting on C ().

Proof. The forward direction is immediate. Let w be a constant valued function
over 2. Since w € H'(Q), we have D(w) = Vw = 0.

We now prove the reverse direction. We use a variational proof that is based
on choosing appropriate test functions since such a proof is commonplace in the
DG literature. A much shorter proof is given in Remark [5.4] that uses results from
distribution theory.

Let v € H'(7,) and suppose D(v) = 0. We first show v is piecewise constant
with respect to the triangulation. To this end, we will choose suitable test functions
that ensure Vv = 0. Pick K € 7. Let nx . € C*°(K) denote a “cutoff” function
on K, [I7], such that

0 if dist(z,0K)

€

1 if dist(z,0K) > 2,
Ni,e(T) = { ( ! <

for € > 0 sufficiently small. Let p. € C°(B(0,¢)) denote the standard mollifier
function on B(0,¢€), see [14]. Then, we have supp(p.) C B(0,¢€). Define K. = {z €
K | dist(z,0K) > €}. Then, p. * ¢ € C*®(K,) for all ¢ € L?(Q), where * denotes
the convolution operator. Notationally, we let ¢ = p. * p. Analogous results hold
for ¢ € L2(Q) and ¢ = p.1 * .
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By the definition of D(v), we have
0=<D(v),p>=—(v,V-¢),

for all ¢ € C°(Q2). Letting ¢ = nk Vv € C°(K), where the e superscript
denotes a mollified version of the function, we have supp(¢) C K, and

0=—(v,V: (K. V),
= (VU,ﬂK,e V'UG)K - <U7nK,e Vo - ﬁK>8K
= (Vo,nK.e VV©)

= (Vo, Vo) o+ (Vo,nk e VUE)K‘\K%'

Since Vv¢ — Vvin L*(K,.), Vv € L*(K), and p (K, \ Kac) — 0, we have VU|K =0.
Therefore, v is constant on K.

We now show v € C9(Q). Picke € &f. Let K, K~ € 7j, such that 0K TNOK ~ =
e, and let 27,2~ denote the barycentric centers of KT, K, respectively. Define
Q. C R as the convex domain corresponding to the simplex formed by the vertices
of e and the nodes ™ and x~.

By the definition of D(v) and the fact that v is piecewise constant with respect
to the triangulation, there holds

0=—(v,V- ), = (th,cp)Th — ([l - n>g; = (¢ n>5,{

for all ¢ € C°(R2). Let j € {1,2,...,d} and let ¢ = pe; for p € C°(Q) and e;
the jth Cartesian basis vector. Then,

0= 7<[v],<pnj>£}{.

Let 1, € C*(€) denote a “cutoff” function on e such that

1 if dist(z, de) > 2,
Ne,e(T) = P
0 if dist(z,0e) <e

for € > 0 sufficiently small. Define e = {z € e | dist(z,0e) > €}. Let p. €
C>(B(0,€)) denote the standard mollifier function on B(0,¢) in R4~!. Choose
p € C(Q) such that ga}e = 7e,e p. * [v] sign n; and supp ¢ C Qe, where we have
used the fact that n is piecewise constant on & and €N é; = 0 (in the topology for
RI~1) for all e; € &, such that e # e;. Then, we have

<[’U], TNe,e PIE * [’U] |7’Lj|>e =0

for all j = 1,2,...,d. Letting e — 0 and using the fact [v] € L?(e), we have v is
continuous across e. Therefore, v is a continuous, constant-valued function over {2
since v is both piecewise constant and continuous. ([l

Remark 5.4. Using results from distribution theory, we could identify the zero
distribution uniquely (up to sets of measure zero) as the zero function 0 € L] ().
Since 0 € L%(Q), we have v € H'(Q) with Vo = 0. Thus, v is a continuous,
constant-valued function over 2. Note that the underlying results for distributions
in this short argument are typically proved using density arguments combined with
mollifiers, as was done in the proof of the theorem.
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We can now precisely extend to broken Sobolev spaces by exploiting prop-
erties of distributional derivatives. We will have that the solution u to problem
is also a solution to the new generalized problem. Furthermore, the solution to the
generalized problem will be unique due to Theorem [5.3] Thus, the new general-
ized problem posed in broken Sobolev spaces extends the existence and uniqueness
properties of the weak formulation given by (1.2)).

In general, the distribution D(v) associated with v € W1P(7}) cannot be asso-
ciated with a function Dv € L{ () defined by

loc
(Dv. ), =< D(v), ¢ >

for all ¢ € C(Q2). The problem is that for discontinuous functions in W1 (7p,),
the distributional derivative acts like a delta function/measure which has no repre-
sentation in L{ _(€), [14]. Such a negative result is the key to successfully extending
to broken Sobolev spaces without a loss of uniqueness.

Let ¢ € H(7,) and {¢x}re; C C2°(9) such that ¢y, converges weakly to ¢ with
respect to the L? inner product, i.e., ¢ —* ¢ (cf. [22, Theorem 6.32]). Then, if
ue H'(Q)NLZ(Q), we have

(f7 QDk)Q = (DUaDCPk)Q = (VU7D§0k)Q = (VU, v‘Pk)Q
for all £ > 1. Using the fact ¢ —* ¢, we can conclude

(fa (p)g = kh—{go (vuv V‘Pk)Qa

consistent with the weak formulation (|1.2)).
Without a loss of generality, we can assume g = 0 and f # 0. Then, if u €
HY(Ty) \ HY(Q), we trivially have there exists a simplex K such that

(f7 u)K =+ (Du,Du)K,

where we have let ¢ = uyg for xyx the characteristic function supported on K.
Thus, the problem: Find u € H'(7,) N L2() such that

(Du, Dp)g, = (f.9)q (5.1)

for all p € H}(7},) successfully captures the essentials of without introducing
new solutions in the larger discontinuous space H'(7,) N L2(Q), where the left-
hand side of the formulation must be interpreted in an approximate sense based on
density arguments.

5.2. Application to local discontinuous Galerkin methods. We first intro-
duce a simple version of the LDG method that will form as the basis for the ap-
plication of results from Sections [4] and To this end, we introduce the central
DG derivative operator that will be used in the formulation of the LDG method.
Define the spaces

c™(T)= [] ¢™(K), Vi=W"(Tw)NC(Th)
KeTy,

for m > 0 an integer. Notice V}, , C V.

Definition 5.5. The central DG derivative operator V;w : Vi — Vp, is defined
locally by

(vh,?”va Lph)K = <{'U}, Ph - ﬁK>8K - (Ua & Lph)K V‘Ph € Vh,'r‘
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for all K € 7, for all v € V). Then, summing over all simplexes K € 75, we have
(ﬁh)ﬂh (Ph)f]‘h = <{U}7 [‘Ph] . Il>€£ + <U7 Ph - n>g}1;-3 - (’Uv V- ‘Ph)Th
for all ), € Vi ;.

Notice that every function v € V), has a well-defined trace in L'(0K) and every
function ¢, € L>*°(9K) for all K € T;. Thus, by the auxiliary result in [19, Appen-
dix A], we have the central DG derivative operator is well-defined for all functions
in Vy,. If v € H'(2), then we immediately have the following approximation result.

Theorem 5.6 ([16]). For anyv € Vi,NHY(Q), Vv coincides with the L? projection
of Vv onto Vy, .. We write Viv = ﬁh,er, where ﬁh,r denotes the L? projection
operator onto Vy, ;.

Remark 5.7.

(a) Formally, we have ﬁhﬂ. is the L? projection of the operator V;, considered
in Section [l

(b) For vy, € Vi, r, we have V}, yvp, € Vi, _1 if vy, is also in H(Q). Furthermore,
there exist functions vy € Vj,, such that vh,rvh ¢ Vy,,_1. For comparison, we
have the piecewise gradient operator satisfies V, (V3,,) C Vi, r—1.

(¢) If the function v € V), has given Dirichlet boundary data, we define the central
DG derivative operator with given Dirichlet boundary data ﬁ,gw :Vy — Vy . by

(vi,rvv Sah)ffh = <{U}’ [‘Ph] : n>g}IL + <ga Ph - n>£}? - (1), V- ‘Ph)Th
for all ), € Vi ;.

Finally, using the results found in [I6], we can define the LDG method (in primal
form) by: find up € V3, such that

(Vi,rwﬁg,rsoh)% +(lunl, [en])er +9(un = g:0n)ep = (f0n)7,  (5:2)

for all ¢, € V. Then, for r > 1 and v > 0, the LDG method defined by
has a unique solution (see [I1} [I]). Thus, the proposed method based on Vj, . is
stable as long as any positive penalty parameter is used. Unlike the (symmetric)
IPDG method defined in Section [3] based on the piecewise gradient operator Vy,
we do not need to require the penalty parameter be sufficiently large in order to
guarantee uniqueness. If we further assume y = ah~! for an appropriate positive
constant a chosen independently of h and u € H"2(Q) for u the solution to (L.2),
then there holds

lu = unllL2(0) + 1 V= Vi sl 22) < OB ull e (g
for some positive constant C' independent of h (cf. [7]).

Remark 5.8. If we choose X}, C V,» N HY(Q) and add the restriction uy, ¢ €
Xh.r, then (5.2)) is equivalent to the finite element method with weakly enforced
boundary conditions.

The formal stability results found in Section [4] hint that only boundary penal-
ization should be sufficient for the LDG method. However, as seen in Figure [5.2
for particular choices of r and h it is possible to construct non-constant, discontin-
uous functions in the nullspace of vﬁ’w yielding a loss of uniqueness for the LDG
method when choosing v = 0. Thus, the LDG method given by does require
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-1 0\ 0 1N\1 -1
1 0 -1
1 -1 0
0 -1N\J-1 1N\1 0
0 1N\ -11\-1 0
0 -1 1
-1 0 1
-1 1NJ1 0\|0 -1
1 -11\1 0(\0 1
-1 1 0
0 1 -1
1 0N O -1NJ-1 1

FiGure 1. Example of a function in the nullspace of ﬁ,l, cf.
[6]. The function is piecewise linear with the value of 1, —1, or
0 at each node in the mesh. Note that the function is not in the
nullspace of ﬁhﬁl.

~v > 0 due to the loss of information when projecting onto the finite dimensional
space. However, the MD-LDG method developed by Cockburn and Dong in [9] has
extended the need for penalization to only a subset of the boundary faces/edges,
consistent with the Friedrichs inequality given by Lemma The main idea is to
choose appropriate interior trace values in Definition that eliminate the need
to penalize along interior faces/edges. All of the interior trace values are in the set
{{v}, v, v*}. By incorporating two complementing DG derivative operators into
the discretization of and averaging, nonstandard LDG methods were devel-
oped in [19], called dual-wind DG methods, that eliminated the need for penaliza-
tion along both interior and boundary faces/edges. Thus, the boundary conditions
appear naturally in the method based on the choice of the underlying DG deriva-
tive operators. A short survey of when various DG methods do not require interior
and/or boundary penalization can be found in Section 2.2 of [I5].

We end this section by relating the LDG method to our results concerning dis-
tributional derivatives. We show that V. is in fact the L? projection of D(v) onto
the finite dimensional space Vy, ;. for all v € V3, when interpreted correctly. Proofs
of the following results can all be found in [I6].

Let v € Vp,, D(v) denote the distributional derivative of v, and E C  be a
(d-1)-dimensional continuous and bounded surface. We define the delta function
§(Z, g, x) of variable strength supported on = by (cf. [13])

<d0(8,9,7),¢ >E/g(s)g0(1’(s))ds (5.3)

for all ¢ € C°(Q), where z(s) € Z. We also extend the above definition to test
functions from V3, by

<5(E.g.7) 0 > = / o(s){on(z(s)) } ds (5.4)
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for all ¢y, € V3. Using 6(E, g, x), we have D(v) is characterized by
D(v) = Z Vv xg — Z nd(e, [v],z) forae x €, (5.5)

KeT, eckl

where y i denotes the characteristic function supported on K. Thus, we are able
to express the central DG derivative operator as the projection of the distributional
derivative of v as follows:

Theorem 5.9. For any v € Vy,, Vv coincides with the L? projection of D(v)
onto Vy, . in the sense that

(vh,rvv <Ph)’]’h =< D(’U), Pp > (56)

for all ¢, € V4, ., where the right hand-side is understood according to (5.4). We
write ﬁh,rv = ﬁhmD(”)-

Using the above theorem, we can also formally compare the central DG derivative
operator to the piecewise gradient operator using a lifting operator as follows:

Corollary 5.10. Define the “lifting operator” Ly, : L* (&) — Vi, by
(L:h,rvv (ph)Th = Z < 1'1(6)6(6, [U]7 ')7 Pr >= <[v]n, {Sah}>gh1 (57)

ec€l
for all ¢, € Vy, .. Then we have
ﬁhﬁ.v = Vv — Ly v (5.8)
for allv e LY(&).

Thus, we see that jump stabilization is inherently enforced by the lifting operator
that arises when comparing V.. to the piecewise gradient operator V.

Finally, combining Theorems [5.6] and and the well-known limiting charac-
terization theorem of distributional derivatives (cf. [22, Theorem 6.32]), we obtain
another characterization for our central DG derivative operator.

Theorem 5.11. For any v € Vy,, there exists a sequence of functions {v;}j>1 C
C () such that

(i) v; = v as j — oo in L}(Q).

(ii) Vp,v; — 73h7rD(v) as j — oo weakly in V. in the sense that
jhj(f)lo (Vv <Ph)7h = (Ph,rD(U)7<Ph)Th (5.9)

for all ¢, € Vi, .

Therefore, we have the LDG method is equivalent to a finite dimensional restric-
tion of the distributional formulation of over broken Sobolev spaces given by
, where the Dirichlet boundary data is enforced weakly and interior penaliza-
tion is added to ensure the preservation of uniqueness when projecting onto the
finite dimensional solution space.

We make one more observation concerning the relationship between distribu-
tional derivatives and flux-based DG methods written in primal form. By adjusting
the extension of the delta function of variable strength for test functions in Vj,
given by , we are able to recover other DG derivative operators. The adjust-
ment is simply choosing different flux values for ¢y such as got or ¢, . Thus, we can
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extend all of the above results and interpret a wide class of DG methods (including
the MD-LDG method) as simply the L? projection of the broken Sobolev formu-
lation onto finite dimensional solution spaces where penalization is added
on interior and/or boundary faces/edges only when necessary to ensure uniqueness
and/or the enforcement of boundary conditions. We also see that DG methods that
better approximate the distributional derivative instead of the piecewise gradient
operator inherit better stability properties explaining the fundamental difference
between the (symmetric) IPDG method and the LDG method with regards to sta-
bilization.

6. CONCLUSION

The underlying goal of this paper was to extend uniqueness results for second
order elliptic PDEs to broken Sobolev spaces as motivation for the design and un-
derstanding of various DG approximation methods. We showed that IPDG methods
are based on a formulation that does not preserve uniqueness when the problem is
posed in a broken Sobolev space using the natural choice of a piecewise gradient
operator. In contrast, LDG methods are based on a formulation that guarantees
uniqueness by considering distributional derivatives, derivative operators that nat-
urally incorporate jump information. By combining uniqueness and consistency
results for distributional derivatives, we see that not only does a solution exist in
the broken Sobolev space setting, but the solution corresponds to the solution of
the original PDE problem posed in (full) Sobolev spaces. Therefore, using distri-
butional derivatives to extend PDE problems to broken Sobolev spaces provides
the correct context for motivating a wide class of DG finite element approximation
methods based on projections.

Another consequence of the above results is that flux-based DG methods can
actually be considered conformal methods for the PDE problem when the PDE
problem is understood in terms of distributional derivatives. By posing the weak
formulation in the larger space of broken Sobolev functions, both continuous
Galerkin methods (such as the finite element method) and DG methods can be
discussed with respect to the same unifying PDE setting. The choice of (discrete)
solution space X, C Vi, and the choice of the DG derivative operator fully
determine the approximation method and whether or not penalization is necessary
for a given mesh 7. Therefore, the results found in this paper naturally motivate
the use of the weak Galerkin finite element method ([23]) and the DG finite element
differential calculus ([I6]) for understanding and designing stable DG methods for
approximating solutions to partial differential equations.
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