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#### Abstract

In this article, we study one-step Semi-Lagrangian forward method for computing the numerical solutions of time-dependent nonlinear partial differential equations with initial and boundary conditions in one space dimension. Comparing with classic Semi-Lagrangian method, this method is more straight forward to analyze and implement. This method is based on Lagrangian trajectory from the departure points (regular nodes) to the arrival points by Runge-Kutta methods. The arrival points are traced forward from the departure points along the trajectory of the path. Most likely the arrival points are not on the regular grid nodes. However, it is convenient to approximate the high order derivative terms in spatial dimension on regular nodes. The convergence and stability are studied for the explicit methods. The numerical examples show that those methods work very efficient for the time-dependent nonlinear partial differential equations.


## 1. Introduction

Differential equations in mathematical models are very important part, and depending on how many variables are involved, the formulations of ordinary differential equations (ODEs), and of partial differential equations (PDEs). For some equation, we can use the traditional techniques to obtain an explicit or implicit solutions. However, most realistic mathematical models cannot be solved in this way; instead, they must be dealt with by computational methods that provide approximate solutions in some sense, [6, 12, 13.

A lot of numerical methods have been investigated to produce the approximations of the desired solutions. Semi-Lagrangian methods have been introduced at the beginning of the eighties [21] and since then have been extensively used in the numerical simulation of models for weather forecast, oceanography, and for more general problems in fluid dynamics [4, 18, 20, 24. The basic idea of the semiLagrangian method is to construct the numerical solution over a set of grid points by advancing the characteristics, or the trajectory path.

In the article [17], a Semi-Lagrangian backward method (traditional method) was investigated for its stability and convergence. However there are two disadvantages.

[^0]One is to compute the departure points by an implicit method. In each iteration at the approximated departure point, a same order interpolation method comparing to the iteration method is needed on no-regular grids. The computation cost is increasing according to the order. The another one is to approximate the terms with spatial derivatives at the irregular grid points. The approximations are not based on the regular nodes since the departure points most likely is not on the regular node.

Recently, more applications of semi-Lagrangian method are reported. Typically they are for the Navier-Stokes equations [7, shallow-water equations [9, 1, 19], Advection-diffusion equations [11, 2], and Burgers equation [3]. Some even tried to use semi-Lagrangian forward method [10, 19]. The advantages of semi-Lagrangian forward method are the overall order of approximation, less computations from interpolation, and standard discretization of terms involving spatial derivatives.

In this article, we study the stability and convergence of semi-Lagrangian forward method. We consider the time-dependent nonlinear differential equation

$$
u_{t}+u u_{x}=f\left(t, x, u, u_{x}, \ldots\right), \quad t>0, x \in \Omega \subset R^{n}
$$

with initial-value and boundary conditions. Where $n \geq 1$ could be any positive integer. On the Lagrangian trajectory path, those equations could be considered as ODEs. To obtain a numerical approximation of the solution, the arrival and departure points at $t_{n+1}$ and $t=t_{n}$ are needed. One could be specified on regular nodes, but the other one needs to be computed. For example, if the arrival points are on the grid, then the departure points must be calculated [17. In this article, the departure points are fixed on regular grids, but the arrival points must be computed and most likely they are not on the regular grid. Also Runge-Kutta methods could be applied to different types of partial differential equations [5, 8, 22, 27]. In the paper [16], the truncation error of the first-order Semi-Lagrangian method was studied. The complete numerical analysis including stability and convergence is presented in this paper for the first-order and the second-order Semi-Lagrangian methods. The numerical analysis and numerical example showed that it is possible to construct overall order-two/three one-step difference method for the time-dependent partial differential equations.

This article is organized as follows: Section 2 shows the specified partial differential equations with given initial-value and boundary conditions to be studied; In Section 3, the arrival point is computed; An one-step difference method is constructed and analyzed in Section 4; In Section 5, the Semi-Lagrangian methods are investigated; Numerical examples are presented in Section 6; The final section is the summary and the consideration of future work.

## 2. Time-dependent partial differential equations

In this article, we will focus on the partial differential equation

$$
\frac{d u(t, x)}{d t}=f(t, x, u), \quad t>0, x \in \Omega
$$

with initial-value condition

$$
u(0, x)=u_{0}(x), \quad x \in \Omega
$$

where $\Omega$ is a domain in one, two, or three dimensions. The boundary condition is provided for $u(t, x)$ on $\partial \Omega$ if it is needed.

The total derivative reads

$$
\frac{d}{d t}=\frac{\partial}{\partial t}+u \cdot \frac{\partial}{\partial x}
$$

where $u$ is the velocity field and $x$ is the spatial variable. In this article, the dimension one is considered for demonstration. It is more complicated for higher dimensions and it will be reported later.

For examples, the Kortweg-de-Vries (KdV) equation

$$
u_{t}+u u_{x}+\delta^{2} u_{x x x}=0
$$

with boundary and initial conditions. Where $\delta$ is a given constant. Also the NavierStokes equation reads

$$
\begin{gathered}
u_{t}+(u \cdot \nabla) u=f+\nu \Delta u-\nabla p \\
\operatorname{div} u=0
\end{gathered}
$$

with boundary and the initial conditions. Even the reformulated Shallow-Water equations [14, 15 have the similar form.

To focus on the proposed method, we will study the general time-dependent differential equation

$$
\begin{gather*}
\frac{d u}{d t}=\frac{\partial u}{\partial t}+u \frac{\partial u}{\partial x}=g(t, x, u), \quad 0<t<T, a \leq x \leq b  \tag{2.1}\\
u(0, x)=u_{0}(x), \quad a \leq x \leq b
\end{gather*}
$$

with boundary conditions about $x$ and $g(t, x, u)=f(t, x)+L u$, where $L$ is a linear derivative operator in spatial $x$, for example $L u=c u_{x x}$, or $c u_{x x x}$, where $c$ is given constant. The one-step forward explicit methods for the problem (2.1) are proposed. Also we study the stability and convergence of these methods for problem 2.1).

Theorem 2.1. If $g(t, x, u)$ is a continuous function of $t$ and $x$, and satisfies the Lipschitz condition in $u$ in the region $0 \leq t \leq T, a \leq x \leq b,-\infty<u<\infty$, and the first order derivative of $u_{0}(x)$ is continuous on $[a, b]$, then there exists at least a differentiable solution $u(t, x)$ of the initial-value boundary problem 2.1.

This result can be found in many books on partial differential equations, such as [26, page 282].

## 3. Computing the arrival points

It is well-known that the exact solution of the problem 2.1 for most cases is hard to find. The approximations to $u$ will be computed first at the given points, called grid points, in the domain $[0, T] \times[a, b]$. At other points in the domain, the approximate solutions are calculated from the interpolation of the approximate solutions on the grid points.

Now assume that the grid points are equally distributed throughout the domain $[0, T] \times[a, b]$. Let $N$ and $M$ be two positive integer numbers. The grid points are formed by calculating

$$
\begin{gathered}
t_{k}=k \tau, \quad \text { for } k=0,1,2, \ldots, N \\
x_{i}=a+i h, \quad \text { for } i=0,1,2, \ldots, M
\end{gathered}
$$

with the step sizes $\tau=T / N$ and $h=(b-a) / M$.
Assume that all solutions $u$ on $\left(t_{k}, x_{i}^{k}\right)$ for $i=0,1, \ldots, M$ are known, and we need to find the solutions $u$ on $\left(t_{k+1}, x_{i}^{k+1}\right)$ for $i=0,1,2, \ldots, M$. From the view of

Lagrangian trajectory, the particles on arrival points at $t=t_{k+1}$ shall come from some points, called departure points at $t=t_{k}$ along the trajectory of path. To compute the arrival point $x_{A}^{k+1}$ at $t=t_{k+1}$ for the departure point $x_{D}^{k}$, we consider the equation

$$
\begin{equation*}
\frac{d x}{d t}=u \tag{3.1}
\end{equation*}
$$



Figure 1. Departure and arrival points on grid.

Note that the arrival point $x_{A}^{k+1}$ may not be any of $x_{i}, i=0,1, \ldots, M$ at $t=t_{k+1}$ as shown in Figure 1. Then the arrival point $x_{A}^{k+1}$ is calculated by integrating the equation along the trajectory from the departure point $x_{D}^{k}$ as

$$
x_{A}^{k+1}=x_{D}^{k}+\int_{t_{k}}^{t_{k+1}} u d t, \quad x_{D}^{k} \in\left\{x_{i}: i=0,1, \ldots, M\right\}
$$

It is obvious that Euler's method will provide the first order approximation as

$$
x_{A}^{k+1} \approx x_{D}^{k}+\tau u\left(t_{k}, x_{D}^{k}\right)
$$

This is an explicit equation about $x_{A}^{k+1}$. It is possible to obtain a higher order approximation by combining the computation of solution $u\left(t_{k+1}, x_{A}^{k+1}\right)$ at the time $t=t_{k+1}$, like, the modified Euler's method.

## 4. One-Step forward difference method

For the problem (2.1), along the trajectory of the path, we propose a general one-step forward difference method in the form

$$
\begin{gather*}
w_{D}^{0}=u_{0}\left(x_{D}^{0}\right), \quad x_{D}^{0} \in\left\{x_{i}: i=0,1, \ldots, M\right\} \\
x_{A}^{k+1}=x_{D}^{k}+\tau w_{D}^{k} \\
w_{A}^{k+1}=w_{D}^{k}+\tau \phi\left(t_{k}, x_{D}^{k}, w_{D}^{k}, \tau, h\right) \tag{4.1}
\end{gather*}
$$

$w_{D}^{k+1} \quad$ Calculated from linear interpolation of $w_{A}^{k+1}$
for $k=0,1, \ldots, N-1$, where $\phi(t, x, u, \tau, h)$ is a continuous function of $t, x, \tau$, and $h$ and satisfies the Lipschitz condition in $u . x_{D}^{k}$ is the departure point on the regular grids; $x_{A}^{k+1}$ is the arrival point and most likely is not any of the regular grids like
showed in the Figure 1. like $x_{A 1}^{k+1}$ or $x_{A 2}^{k+1} ; w_{D}^{k}$ and $w_{A}^{k+1}$ are approximations of $u\left(t_{k}, x_{D}^{k}\right)$ and $u\left(t_{k+1}, x_{A}^{k+1}\right)$ respectively for $k=0,1, \ldots, N-1$.

Note that $w_{D}^{k+1}$ is calculated from linear interpolation of $w_{A}^{k+1}$. If we consider a higher order difference method, a higher order interpolation is needed. Assuming that $\tau=O(h)$ (or $\tau=\alpha h, \alpha>0$ a constant), and let $u(t, x)$ be the unique solution of the initial-value problem 2.1). We define the local truncation error for each time step as follows.

Definition 4.1. The local truncation error of the difference method 4.1) to the problem (2.1) is defined as

$$
\varepsilon_{k+1}(\tau)=\frac{u_{A}^{k+1}-\left[u_{D}^{k}+\tau \phi\left(t_{k}, x_{D}^{k}, u_{D}^{k}, \tau, h\right)\right]}{\tau}=\frac{u_{A}^{k+1}-u_{D}^{k}}{\tau}-\phi\left(t_{k}, x_{D}^{k}, u_{D}^{k}, \tau, h\right),
$$

where $u_{D}^{k}=u\left(t_{k}, x_{D}^{k}\right)$ and $u_{A}^{k+1}=u\left(t_{k+1}, x_{A}^{k+1}\right)$ on the departure and arrival points respectively.

We need two lemmas whose proofs can be found in any numerical analysis book, for example 6.

Lemma 4.2. For all $t \geq-1$ and any positive $m$, we have $0 \leq(1+t)^{m} \leq e^{m t}$.
Lemma 4.3. If $s$ and $t$ are positive real numbers, $\left\{a_{k}\right\}_{k=0}^{n}$ is a sequence satisfying $a_{0} \geq-t / s$, and

$$
a_{k+1} \leq(1+s) a_{k}+t, \quad \text { for each } k=0,1,2, \ldots, n-1
$$

then

$$
a_{k+1} \leq e^{(k+1) s}\left(a_{0}+\frac{t}{s}\right)-\frac{t}{s}
$$



Figure 2. Different arrival points on grid.

Theorem 4.4. The initial-value boundary problem (2.1) is approximated by a onestep difference method (4.1). Suppose that there exists a number $\tau_{0}>0$ such that $\phi(t, x, w, \tau, h)$ is continuous and satisfies a Lipschitz condition in all variables with Lipschitz constant $L$ on the set
$D=\left\{(t, x, w, \tau, h) \mid 0 \leq t \leq T, a \leq x \leq b,-\infty<w<\infty, 0 \leq \tau \leq \tau_{0}, 0 \leq h \leq \alpha \tau_{0}\right\}$.
Then
(i) the difference method (4.1) is stable;
(ii) the difference method (4.1) is convergent if and only if it is consistent, which is equivalent to

$$
\phi(t, x, w, 0,0)=g(t, x, w), \quad \text { for all } 0 \leq t \leq T, a \leq x \leq b,-\infty<w<\infty
$$

(iii) if a function $\varepsilon$ exists and, for each $k=0,1, \ldots, N$, the local truncation error $\varepsilon_{k}(\tau)$ satisfies $\left|\varepsilon_{k}(\tau)\right| \leq \varepsilon(\tau)$ whenever $0 \leq \tau \leq \tau_{0}$, then there exists $a$ constant $C$ such that

$$
\begin{aligned}
\max _{D}\left|u\left(t_{k}, x_{D}^{k}\right)-w_{D}^{k}\right| & \leq e^{T L} \max _{D}\left|u_{0}\left(x_{D}^{0}\right)-w_{D}^{0}\right|+\frac{\varepsilon(\tau)+C h}{L}\left(e^{T L}-1\right) \\
& \leq \frac{\varepsilon(\tau)+C h}{L}\left(e^{T L}-1\right), \quad \text { for } k=1,2, \ldots, N
\end{aligned}
$$

Proof. Let $u$ and $v$ be two solutions of the initial-value problem (1) with the initial values $u_{0}$ and $v_{0}$ respectively. There exist three constants $M, K_{1}$, and $K_{2}$ such that

$$
\begin{equation*}
|u|,|v| \leq M, \quad\left|\frac{\partial u}{\partial x}\right|,\left|\frac{\partial u}{\partial t}\right|,\left|\frac{\partial v}{\partial x}\right|,\left|\frac{\partial v}{\partial t}\right| \leq K_{1}, \quad\left|\frac{\partial^{2} u}{\partial x^{2}}\right|,\left|\frac{\partial^{2} v}{\partial x^{2}}\right| \leq K_{2} \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\tau K_{1} \leq 1 / 2 \tag{4.3}
\end{equation*}
$$

(i) Suppose that $\left\{u_{D}^{k}\right\}_{k=0}^{N}$ and $\left\{v_{D}^{k}\right\}_{k=0}^{N}$ satisfy the difference equation 4.1 with the initial-values $u_{0}$ and $v_{0}$ respectively. Let

$$
E_{D}^{k}=u_{D}^{k}-v_{D}^{k} \quad \text { for the point }\left(t_{k}, x_{D}^{k}\right)
$$

and

$$
E^{k}=\max \left\{\left|E_{D}^{k}\right|, \text { for all regular grid points (departure points) at } t=t_{k}\right\}
$$

Without lose generality, let the arrival points be as in the Figure 2 If $x_{D 2}^{k+1}$ is located in between $x_{A_{u 2}}^{k+1}$ and $x_{A_{v 2}}^{k+1}$, the procedure is very similar. Then

$$
\begin{equation*}
u_{D 2}^{k+1}=\omega_{u} u_{A_{u 2}}^{k+1}+\left(1-\omega_{u}\right) u_{A_{u 1}}^{k+1}, \quad v_{D 2}^{k+1}=\omega_{v} v_{A_{v 2}}^{k+1}+\left(1-\omega_{v}\right) v_{A_{v 1}}^{k+1} \tag{4.4}
\end{equation*}
$$

where

$$
\omega_{u}=\frac{x_{D 2}^{k+1}-x_{A_{u 1}}^{k+1}}{x_{A_{u 2}}^{k+1}-x_{A_{u 1}}^{k+1}}, \quad \omega_{v}=\frac{x_{D 2}^{k+1}-x_{A_{v 1}}^{k+1}}{x_{A_{v 2}}^{k+1}-x_{A_{v 1}}^{k+1}}
$$

and $0 \leq \omega_{u}, \omega_{v} \leq 1$. Then from 4.4,

$$
\begin{align*}
& \left|u_{D 2}^{k+1}-v_{D 2}^{k+1}\right| \\
& =\left|\omega_{u} u_{A_{u 2}}^{k+1}+\left(1-\omega_{u}\right) u_{A_{u 1}}^{k+1}-\omega_{v} v_{A_{v 2}}^{k+1}-\left(1-\omega_{v}\right) v_{A_{v 1}}^{k+1}\right| \\
& \leq\left|\omega_{u} u_{A_{u 2}}^{k+1}-\omega_{u} v_{A_{v 2}}^{k+1}+\left(1-\omega_{u}\right) u_{A_{u 1}}^{k+1}-\left(1-\omega_{u}\right) v_{A_{v 1}}^{k+1}\right|  \tag{4.5}\\
& \quad+\left|\omega_{u} v_{A_{v 2}}^{k+1}-\omega_{v} v_{A_{v 2}}^{k+1}+\left(1-\omega_{u}\right) v_{A_{v 1}}^{k+1}-\left(1-\omega_{v}\right) v_{A_{v 1}}^{k+1}\right| \\
& \leq \omega_{u}\left|u_{A_{u 2}}^{k+1}-v_{A_{v 2}}^{k+1}\right|+\left(1-\omega_{u}\right)\left|u_{A_{u 1}}^{k+1}-v_{A_{v 1}}^{k+1}\right|+\left|\omega_{u}-\omega_{v} \| v_{A_{v 2}}^{k+1}-v_{A_{v 1}}^{k+1}\right|
\end{align*}
$$

For each departure point, for example $x_{D 1}^{k}$, it reads from 4.1),

$$
u_{A_{u 1}}^{k+1}=u_{D 1}^{k}+\tau \phi\left(t_{k}, x_{D 1}^{k}, u_{D 1}^{k}, \tau, h\right) \text { and } v_{A_{v 1}}^{k+1}=v_{D 1}^{k}+\tau \phi\left(t_{k}, x_{D 1}^{k}, v_{D 1}^{k}, \tau, h\right)
$$

Then

$$
\begin{align*}
\left|u_{A_{u 1}}^{k+1}-v_{A_{v 1}}^{k+1}\right| & \leq\left|u_{D 1}^{k}-v_{D 1}^{k}\right|+\tau\left|\phi\left(t_{k}, x_{D 1}^{k}, u_{D 1}^{k}, \tau, h\right)-\phi\left(t_{k}, x_{D 1}^{k}, v_{D 1}^{k}, \tau, h\right)\right| \\
& \leq\left|u_{D 1}^{k}-v_{D 1}^{k}\right|+\tau L\left|u_{D 1}^{k}-v_{D 1}^{k}\right| \leq(1+\tau L)\left|u_{D 1}^{k}-v_{D 1}^{k}\right|  \tag{4.6}\\
& \leq(1+\tau L)\left|E_{D 1}^{k}\right| \leq(1+\tau L) E^{k}
\end{align*}
$$

Similarly,

$$
\begin{equation*}
\left|u_{A_{u 2}}^{k+1}-v_{A_{v 2}}^{k+1}\right| \leq(1+\tau L) E^{k} \tag{4.7}
\end{equation*}
$$

From the definition of $\omega_{u}$ and $\omega_{v}$ and 4.1, we have

$$
\begin{aligned}
\left|\omega_{u}-\omega_{v}\right| & =\left\lvert\, \frac{x_{D 2}^{k+1}-x_{A_{u 1}}^{k+1}}{x_{A_{u 2}}^{k+1}-x_{A_{u 1}}^{k+1}}-\frac{x_{D 2}^{k+1}-x_{A_{v 1}}^{k+1}}{x_{A_{v 2}}^{k+1}-x_{A_{v 1}}^{k+1} \mid}\right. \\
& =\left|\frac{h-\tau u_{D 1}^{k}}{h+\tau\left(u_{D 2}^{k}-u_{D 1}^{k}\right)}-\frac{h-\tau v_{D 1}^{k}}{h+\tau\left(v_{D 2}^{k}-v_{D 1}^{k}\right)}\right| \\
& =\frac{\left|h \tau\left(u_{D 2}^{k}-v_{D 2}^{k}\right)+\tau^{2}\left(u_{D 1}^{k} v_{D 2}^{k}-v_{D 1}^{k} u_{D 2}^{k}\right)\right|}{\left|h+\tau\left(u_{D 2}^{k}-u_{D 1}^{k}\right)\right|\left|h+\tau\left(v_{D 2}^{k}-v_{D 1}^{k}\right)\right|} .
\end{aligned}
$$

From (4.2), it follows that

$$
h\left(1-\tau K_{1}\right) \leq\left|h+\tau\left(u_{D 2}^{k}-u_{D 1}^{k}\right)\right| \leq h\left(1+\tau K_{1}\right) .
$$

Similarly,

$$
h\left(1-\tau K_{1}\right) \leq\left|h+\tau\left(v_{D 2}^{k}-v_{D 1}^{k}\right)\right| \leq h\left(1+\tau K_{1}\right) .
$$

Then with help of 4.2) and 4.3,

$$
\begin{align*}
& \left|\omega_{u}-\omega_{v}\right| \\
& \leq \frac{\tau}{h\left(1-\tau K_{1}\right)^{2}}\left[\left|u_{D 2}^{k}-v_{D 2}^{k}\right|+\frac{\tau}{h}\left(\left|u_{D 1}^{k}-v_{D 1}^{k}\left\|v_{D 2}^{k}\left|+\left|u_{D 2}^{k}-v_{D 2}^{k} \| v_{D 1}^{k}\right|\right)\right]\right.\right.\right. \\
& \leq \frac{\tau}{h\left(1-\tau K_{1}\right)^{2}}(1+2 \alpha M) E^{k}, \quad(\text { where } \tau=\alpha h)  \tag{4.8}\\
& \leq 4 \frac{\tau}{h}(1+2 \alpha M) E^{k}
\end{align*}
$$

Putting (4.6), 4.7), and 4.8) in 4.5), with the help of 4.2), yields

$$
\begin{align*}
& \left|u_{D 2}^{k+1}-v_{D 2}^{k+1}\right| \\
& \leq \omega_{u}(1+\tau L) E^{k}+\left(1-\omega_{u}\right)(1+\tau L) E^{k}+4 \frac{\tau}{h}(1+2 \alpha M) E^{k} h K_{1}  \tag{4.9}\\
& \leq\left[1+\tau L+4 \tau K_{1}(1+2 \alpha M)\right] E^{k}
\end{align*}
$$

i.e.

$$
\begin{gathered}
\left|E_{D}^{k+1}\right| \leq\left[1+\tau L+4 \tau K_{1}(1+2 \alpha M)\right] E^{k} \\
E^{k+1} \leq\left(1+\tau L_{1}\right) E^{k}
\end{gathered}
$$

where $L_{1}=L+4 K_{1}(1+2 \alpha M)$. Therefore, from Lemmas 4.2 and 4.3 ,

$$
E^{k} \leq\left(1+\tau L_{1}\right)^{k} E^{0} \leq e^{k \tau L_{1}} E^{0} \leq e^{T L_{1}} E^{0}
$$

where $k \leq N=T / \tau$. So, the difference method 4.1) is stable.
(ii) Let $\phi(t, x, w, 0,0)=g(t, x, w)$. From the assumptions of $\phi, g$ satisfies the conditions of Theorem 2.1, then the differential equation

$$
\frac{d v}{d t}=g(t, x, v), \quad 0<t<T, a \leq x \leq b
$$

$$
v(0, x)=u_{0}(x), \quad a \leq x \leq b
$$

has a solution $v(t, x)$. The numerical solution satisfies

$$
\begin{gather*}
z_{D}^{0}=u_{0}\left(x_{D}^{0}\right), \quad x_{D}^{0} \in\left\{x_{i}: i=0,1, \ldots, M\right\} \\
x_{A}^{k+1}=x_{D}^{k}+\tau z_{D}^{k} \\
z_{A}^{k+1}=z_{D}^{k}+\tau \phi\left(t_{k}, x_{D}^{k}, z_{D}^{k}, \tau, h\right) \tag{4.10}
\end{gather*}
$$

$z_{D}^{k+1} \quad$ Calculated from linear interpolation of $z_{A}^{k+1}$
for $k=0,1, \ldots, N-1$.
By the mean value theorem and referring to the Figure 1 .

$$
v\left(t_{k+1}, x_{A 2}^{k+1}\right)=v\left(t_{k}, x_{D 2}^{k}\right)+\tau g\left(t_{k}+\xi \tau, x_{D 2}^{k}+\eta h, v\left(t_{k}+\xi \tau, x_{D 2}^{k}+\eta h\right)\right)
$$

for some constants $\xi$ and $\eta(0 \leq \xi, \eta \leq 1)$.
Similarly, define $E_{D}^{k}=z_{D}^{k}-v\left(t_{k}, x_{D}^{k}\right)$ and $E^{k}=\max \left|E_{D}^{k}\right|$ on the regular grid points (departure points) at $t=t_{k}$. Subtract this from the numerical solution, we have

$$
\begin{aligned}
& z_{A 2}^{k+1}-v\left(t_{k+1}, x_{A 2}^{k+1}\right)=z_{D 2}^{k}-v\left(t_{k}, x_{D 2}^{k}\right) \\
& +\tau\left[\phi\left(t_{k}, x_{D 2}^{k}, z_{D 2}^{k}, \tau, h\right)-g\left(t_{k}+\xi \tau, x_{D 2}^{k}+\eta h, v\left(t_{k}+\xi \tau, x_{D 2}^{k}+\eta h\right)\right)\right] \\
& =E_{D 2}^{k}+\tau\left[\phi\left(t_{k}, x_{D 2}^{k}, z_{D 2}^{k}, \tau, h\right)-\phi\left(t_{k}, x_{D 2}^{k}, v\left(t_{k}, x_{D 2}^{k}\right), \tau, h\right)\right. \\
& \quad+\phi\left(t_{k}, x_{D 2}^{k}, v\left(t_{k}, x_{D 2}^{k}\right), \tau, h\right)-\phi\left(t_{k}, x_{D 2}^{k}, v\left(t_{k}, x_{D 2}^{k}\right), \tau, 0\right) \\
& \quad+\phi\left(t_{k}, x_{D 2}^{k}, v\left(t_{k}, x_{D 2}^{k}\right), \tau, 0\right)-\phi\left(t_{k}, x_{D 2}^{k}, v\left(t_{k}, x_{D 2}^{k}\right), 0,0\right) \\
& \left.\quad+\phi\left(t_{k}, x_{D 2}^{k}, v\left(t_{k}, x_{D 2}^{k}\right), 0,0\right)-g\left(t_{k}+\xi \tau, x_{D 2}^{k}+\eta h, v\left(t_{k}+\xi \tau, x_{D 2}^{k}+\eta h\right)\right)\right]
\end{aligned}
$$

Thanks to the Lipschitz condition of $\phi$,

$$
\begin{gathered}
\left|\phi\left(t_{k}, x_{D 2}^{k}, z_{D 2}^{k}, \tau, h\right)-\phi\left(t_{k}, x_{D 2}^{k}, v\left(t_{k}, x_{D 2}^{k}\right), \tau, h\right)\right| \leq L\left|z_{D 2}^{k}-v\left(t_{k}, x_{D 2}^{k}\right)\right| \leq L\left|E_{D 2}^{k}\right| \\
\left|\phi\left(t_{k}, x_{D 2}^{k}, v\left(t_{k}, x_{D 2}^{k}\right), \tau, h\right)-\phi\left(t_{k}, x_{D 2}^{k}, v\left(t_{k}, x_{D 2}^{k}\right), \tau, 0\right)\right| \leq L h \\
\left|\phi\left(t_{k}, x_{D 2}^{k}, v\left(t_{k}, x_{D 2}^{k}\right), \tau, 0\right)-\phi\left(t_{k}, x_{D 2}^{k}, v\left(t_{k}, x_{D 2}^{k}\right), 0,0\right)\right| \leq L \tau
\end{gathered}
$$

and

$$
\begin{aligned}
& \left|\phi\left(t_{k}, x_{D 2}^{k}, v\left(t_{k}, x_{D 2}^{k}\right), 0,0\right)-g\left(t_{k}+\xi \tau, x_{D 2}^{k}+\eta h, v\left(t_{k}+\xi \tau, x_{D 2}^{k}+\eta h\right)\right)\right| \\
& \leq\left|g\left(t_{k}, x_{D 2}^{k}, v\left(t_{k}, x_{D 2}^{k}\right)\right)-g\left(t_{k}+\xi \tau, x_{D 2}^{k}, v\left(t_{k}, x_{D 2}^{k}\right)\right)\right| \\
& \quad+\left|g\left(t_{k}+\xi \tau, x_{D 2}^{k}, v\left(t_{k}, x_{D 2}^{k}\right)\right)-g\left(t_{k}+\xi \tau, x_{D 2}^{k}+\eta h, v\left(t_{k}, x_{D 2}^{k}\right)\right)\right| \\
& \quad+\mid g\left(t_{k}+\xi \tau, x_{D 2}^{k}+\eta h, v\left(t_{k}, x_{D 2}^{k}\right)\right) \\
& \quad-g\left(t_{k}+\xi \tau, x_{D 2}^{k}+\eta h, v\left(t_{k}+\xi \tau, x_{D 2}^{k}+\eta h\right)\right) \mid \\
& \left.\leq L \xi \tau+L \eta h+L \mid v\left(t_{k}, x_{D 2}^{k}\right)-v\left(t_{k}+\xi \tau, x_{D 2}^{k}+\eta h\right)\right) \mid \\
& \leq L \xi \tau+L \eta h+L K_{1} \xi \tau+L K_{1} \eta h \\
& \leq L \tau+L h+L K_{1} \tau+L K_{1} h \\
& \leq L\left(1+K_{1}\right)(\tau+h) .
\end{aligned}
$$

Then

$$
\begin{align*}
\left|E_{A 2}^{k+1}\right| & \leq\left|E_{D 2}^{k}\right|+L \tau\left|E_{D 2}^{k}\right|+L \tau h+L \tau^{2}+L\left(1+K_{1}\right) \tau(\tau+h)  \tag{4.11}\\
& \leq(1+\tau L) E^{k}+L\left(2+K_{1}\right) \tau(\tau+h)
\end{align*}
$$

From the Figure 1, define a constant $\omega$ as

$$
\omega=\frac{x_{D 2}^{k+1}-x_{A 1}^{k+1}}{x_{A 2}^{k+1}-x_{A 1}^{k+1}}
$$

Then

$$
z_{D 2}^{k+1}=\omega z_{A 2}^{k+1}+(1-\omega) z_{A 1}^{k+1}
$$

and there exists a constant $\eta$ such that

$$
\begin{aligned}
v\left(t_{k+1}, x_{D 2}^{k+1}\right)= & \omega v\left(t_{k+1}, x_{A 2}^{k+1}\right)+(1-\omega) v\left(t_{k+1}, x_{A 1}^{k+1}\right) \\
& +\frac{1}{2!} \frac{\partial^{2} v\left(t_{k+1}, \eta\right)}{\partial x^{2}}\left(x_{D 2}^{k+1}-x_{A 1}^{k+1}\right)\left(x_{D 2}^{k+1}-x_{A 2}^{k+1}\right)
\end{aligned}
$$

Then

$$
\begin{align*}
& \left|z_{D 2}^{k+1}-v\left(t_{k+1}, x_{D 2}^{k+1}\right)\right| \\
& \leq \omega\left|z_{A 2}^{k+1}-v\left(t_{k+1}, x_{A 2}^{k+1}\right)\right| \\
& \quad+(1-\omega)\left|z_{A 1}^{k+1}-v\left(t_{k+1}, x_{A 1}^{k+1}\right)\right|+\frac{1}{2} K_{2}\left|x_{D 2}^{k+1}-x_{A 1}^{k+1} \| x_{D 2}^{k+1}-x_{A 2}^{k+1}\right|  \tag{4.12}\\
& \leq \omega\left|E_{A 2}^{k+1}\right|+(1-\omega)\left|E_{A 1}^{k+1}\right|+\frac{1}{2} K_{2}\left|h+\tau v\left(t_{k}, x_{D 1}^{k}\right)\right| \tau\left|v\left(t_{k}, x_{D 2}^{k}\right)\right| \\
& \leq \omega\left|E_{A 2}^{k+1}\right|+(1-\omega)\left|E_{A 1}^{k+1}\right|+\frac{1}{2} K_{2} M(1+\alpha M) \tau h .
\end{align*}
$$

Thanks to 4.11) and the similar result for $E_{A 1}^{k+1}$, it follows that

$$
\begin{aligned}
E^{k+1} & \leq(1+\tau L) E^{k}+L\left(2+K_{1}\right) \tau(\tau+h)+\frac{1}{2} K_{2} M(1+\alpha M) \tau h \\
& \leq(1+\tau L) E^{k}+L_{1}\left(\tau^{2}+\tau h\right)
\end{aligned}
$$

where $L_{1}=L\left(2+K_{1}\right)+\frac{1}{2} K_{2} M(1+\alpha M)$.
Thanks to Lemma 4.3 we have

$$
\begin{aligned}
E^{k} & \leq e^{k \tau L} E^{0}+\frac{L_{1}}{L}(\tau+h)\left(e^{k \tau L}-1\right) \\
E^{k} & \leq e^{T L} E^{0}+\frac{L_{1}}{L}(\tau+h)\left(e^{T L}-1\right)
\end{aligned}
$$

This converges to zero as $\tau$ and $h\left(E^{0}=0\right)$ go to zero. So the numerical solution converges to the solution of initial-value boundary problem (2.1) if $f=g$. Therefore the numerical solution from the difference method (4.1) is convergent.

On the other hand, if we have convergence, then $u$ and $v$ are the same. Suppose $f$ and $g$ differ at some point.Then we consider the initial-value boundary problem starting from that point. Two solutions should be different. This leads to a contradiction.
(iii) Let $E_{A}^{k}, E_{D}^{k}$, and $E^{k}$ are defined as in (i). Then from the definition of the local truncation error, we have

$$
u\left(t_{k+1}, x_{A}^{k+1}\right)=u\left(t_{k}, x_{D}^{k}\right)+\tau \phi\left(t_{k}, x_{D}^{k}, u\left(t_{k}, x_{D}^{k}\right), \tau, h\right)+\tau \varepsilon_{k+1}(\tau)
$$

Subtracting this from the difference method yields

$$
E_{A}^{k+1}=E_{D}^{k}+\tau\left[\phi\left(t_{k}, x_{D}^{k}, w_{D}^{k}, \tau, h\right)-\phi\left(t_{k}, x_{D}^{k}, u\left(t_{k}, x_{D}^{k}\right), \tau, h\right)\right]-\tau \varepsilon_{k+1}(\tau)
$$

therefore,

$$
\left|E_{A}^{k+1}\right| \leq\left|E_{D}^{k}\right|+\tau L\left|w_{D}^{k}-u\left(t_{k}, x_{D}^{k}\right)\right|+\tau\left|\varepsilon_{k+1}(\tau)\right| \leq(1+\tau L)\left|E_{D}^{k}\right|+\tau\left|\varepsilon_{k+1}(\tau)\right|
$$

Using a similar technique as in 4.11 and 4.12, with the assumption for $\varepsilon_{k}(\tau)$ leads to

$$
E^{k+1} \leq(1+\tau L) E^{k}+\tau \varepsilon(\tau)+\frac{1}{2} K_{2} M(1+\alpha M) \tau h
$$

Then thanks Lemma 4.3, we have

$$
E^{k} \leq e^{k \tau L}\left(E^{0}+\frac{\varepsilon(\tau)+C H}{L}\right)-\frac{\varepsilon(\tau)+C h}{L},
$$

i.e.,

$$
E^{k} \leq e^{T L} E^{0}+\frac{\varepsilon(\tau)+C h}{L}\left(e^{T L}-1\right)
$$

for $k=1,2, \ldots, N$ and $C=\frac{1}{2} K_{2} M(1+\alpha M)$.

## 5. SEmi-Lagrangian forward methods

Now we study the modified semi-Lagrangian forward Euler method for the initialvalue boundary problem (2.1),

$$
\begin{gather*}
w_{D}^{0}=u_{0}\left(x_{D}^{0}\right), \quad x_{D}^{0} \in\left\{x_{i}: i=0,1, \ldots, M\right\} \\
k_{1}=g\left(t_{k}, x_{D}^{k}, w_{D}^{k}\right) \\
\bar{w}=w_{D}^{k}+\tau k_{1} \\
x_{A}^{k+1}=x_{D}^{k}+\frac{1}{2} \tau\left(w_{D}^{k}+\bar{w}\right)  \tag{5.1}\\
k_{2}= \\
g\left(t_{k+1}, x_{A}^{k+1}, \bar{w}\right) \\
w_{A}^{k+1}=w_{D}^{k}+\frac{1}{2} \tau\left(k_{1}+k_{2}\right)
\end{gather*}
$$

$w_{D}^{k+1}$ Calculated from second-order interpolation of $w_{A}^{k+1}$
for $k=0,1, \ldots, N-1$, for all of arrival points $A$ and $k=0,1,2, \ldots, N-1$.
Theorem 5.1. If the function $g(t, x, u)$ in (2.1) is continuous and satisfies a Lipschitz condition in all variables with Lipschitz constant $L$ on the set

$$
D=\{(t, x, w): 0 \leq t \leq T, a \leq x \leq b,-\infty<u<\infty\}
$$

Then
(i) The difference method (5.1) is stable;
(ii) The difference method 5.1 is convergent.

The stability and convergence of (5.1) could be proved following the similar idea with Lipschitz continuity in Theorem 4.4

Theorem 5.2. Suppose $h=O(\tau)$ and the function $g(t, x, u)$ in 2.1 is continuous and differentiable. If $\varepsilon_{k}$ is the local truncation error of (5.1), then

$$
\left\|\varepsilon_{k}(\tau)\right\|_{L_{\infty}}=O\left(\tau^{2}\right)
$$

Proof. Let $u(t, x)$ be the unique solution with up to order three continuous bounded partial derivatives on $[0, T] \times[a, b]$, so that for each $k=0,1, \ldots, N-1$,

$$
\begin{aligned}
& g\left(t_{k+1}, x_{A}^{k+1}, w_{D}^{k}+\tau g\left(t_{k}, x_{D}^{k}, w_{D}^{k}\right)\right) \\
& =g\left(t_{k}, x_{D}^{k}, w_{D}^{k}\right)+\tau \frac{\partial g\left(t_{k}, x_{D}^{k}, w_{D}^{k}\right)}{\partial t}+\tau w_{D}^{k} \frac{\partial g\left(t_{k}, x_{D}^{k}, w_{D}^{k}\right)}{\partial x}
\end{aligned}
$$

$$
+\tau g\left(t_{k}, x_{D}^{k}, w_{D}^{k}\right) \frac{\partial g\left(t_{k}, x_{D}^{k}, w_{D}^{k}\right)}{\partial u}+O\left(\tau^{2}\right)
$$

and

$$
\begin{aligned}
u\left(t_{k+1}, x_{A}^{k+1}\right)= & u\left(t_{k}, x_{D}^{k}\right)+\tau \frac{d u\left(t_{k}, x_{D}^{k}\right)}{d t}+\frac{1}{2} \tau^{2} \frac{d^{2} u\left(t_{k}, x_{D}^{k}\right)}{d t^{2}}+O\left(\tau^{3}\right) \\
= & u\left(t_{k}, x_{D}^{k}\right)+\tau g\left(t_{k}, x_{D}^{k}, u_{D}^{k}\right)+\frac{1}{2} \tau^{2}\left[\frac{\partial g\left(t_{k}, x_{D}^{k}, u_{D}^{k}\right)}{\partial t}\right. \\
& \left.+u_{D}^{k} \frac{\partial g\left(t_{k}, x_{D}^{k}, u_{D}^{k}\right)}{\partial x}+g\left(t_{k}, x_{D}^{k}, u_{D}^{k}\right) \frac{\partial g\left(t_{k}, x_{D}^{k}, u_{D}^{k}\right)}{\partial u}\right]+O\left(\tau^{3}\right) .
\end{aligned}
$$

From the definition of local truncation error and the method (15), the local truncation error reads

$$
\begin{aligned}
\varepsilon_{k+1}(\tau)= & \frac{u\left(t_{k+1}, x_{A}^{k+1}\right)-u\left(t_{k}, x_{D}^{k}\right)}{\tau}-\frac{1}{2}\left[g\left(t_{k}, x_{D}^{k}, u\left(t_{k}, x_{D}^{k}\right)\right)\right. \\
& +g\left(t_{k+1}, x_{A}^{k+1}, u\left(t_{k}, x_{D}^{k}\right)+\tau g\left(t_{k}, x_{D}^{k}, u\left(t_{k}, x_{D}^{k}\right)\right)\right]
\end{aligned}
$$

So it is easy to see that the local truncation error at the $(k+1)$ th step for the method (5.1) is

$$
\left\|\varepsilon_{k+1}(\tau)\right\|_{L_{\infty}}=O\left(\tau^{2}\right)
$$

Note that the big difference in forward and backward methods is the computing of arrival points and departure point. In backward method, it needs the iteration to find better approximation.

Using similar techniques, the semi-Lagrangian method of order-three is constructed as follows

$$
\begin{gather*}
w_{D}^{0}=u_{0}\left(x_{D}^{0}\right), \quad x_{D}^{0} \in\left\{x_{i}: i=0,1, \ldots, M\right\} \\
k_{1}=g\left(t_{k}, x_{D}^{k}, w_{D}^{k}\right) \\
x_{A}^{k+1}=x_{D}^{k}+\tau w_{D}^{k}+\frac{1}{2} \tau^{2} k_{1} \\
k_{2}=g\left(t_{k}+\frac{1}{2} \tau, x_{D}+\frac{1}{2} \tau w_{D}^{k}, w_{D}^{k}+\frac{1}{2} \tau k_{1}\right)  \tag{5.2}\\
k_{3}=g\left(t_{k+1}, x_{A}^{k+1}, w_{D}^{k}-\tau k_{1}+2 \tau k_{2}\right) \\
w_{A}^{k+1}=w_{D}^{k}+\frac{1}{6} \tau\left(k_{1}+4 k_{2}+k_{3}\right) \\
w_{D}^{k+1} \text { Calculated from the third-oder interpolation of } w_{A}^{k+1}
\end{gather*}
$$

for $k=0,1, \ldots, N-1$. The numerical analysis is much more complicated because of the need of higher order methods for computing of departure points and interpolation at the departure points.

## 6. Numerical experiments

The main computational effort in applying the Semi-Lagrangian forward methods (SLFW) is the evaluation of $g$ and the interpolation of approximation on departure points. In the second-order method, the local truncation error is $O\left(\tau^{2}\right)$, and the cost is two functional evaluations per step and the computation of the arrival points. The Semi-Lagrangian method of order three requires three evaluations per step and the computation of the arrival points, and the local truncation error is $O\left(\tau^{3}\right)$.


Figure 3. Approximated Solution of the initial-value problem.

Example 6.1. Consider the problem

$$
\begin{gather*}
u_{t}+u u_{x}=t+\sin (2 \pi x)+2 \pi u t \cos (2 \pi x) \\
u(0, x)=0, \quad 0<t \leq 1,0<x<1 \tag{6.1}
\end{gather*}
$$

with periodic boundary condition for $x$.


Figure 4. Contour lines of the difference between the solution and its approximation.

The exact solution for this problem is $u(t, x)=\frac{1}{2} t^{2}+t \sin (2 \pi x)$. Figure 3 shows the graph of the approximate solution of $u(t, x)$ by using the Semi-Lagrangian method of order three with $\tau=0.01$ and $h=0.01$. To focus on the truncation

Table 1. Numerical orders of the Semi-Lagrangian forward method (SLFW1), SLFW2, and SLFW3 as applied to the problem 6.1)

| $\tau$ | 0.1 | 0.05 | 0.025 | 0.02 |
| :---: | :--- | :--- | :--- | :--- |
| SLFW1 $\left(\frac{\left\\|u-u_{0}\right\\|_{\infty}}{\tau}\right)$ | 1.2189 | 1.1656 | 1.1347 | 1.1270 |
| SLFW2 $\left(\frac{\left\\|u-u_{0}\right\\|_{\infty}}{\tau^{2}}\right)$ | 2.0234 | 2.0242 | 2.0263 | 2.0262 |
| SLFW3 $\left(\frac{\left\\|u-u_{0}\right\\|_{\infty}}{\tau^{3}}\right)$ | 2.7279 | 2.60209 | 2.5076 | 2.4823 |

error from the proposed Semi-Lagrangian forward methods, the periodic boundary condition is supplied. For other boundary conditions, the treatment near boundary is more complicated when the trajectories of the departure points hit the boundary.


Figure 5. Truncation errors: $-*-$ first-order Semi-Lagrangian forward method (SLFW1); -+- second-order method (SLFW2); $-\circ-$ third-order method (SLFW3).

Figure 4 shows the contour lines of the difference between the exact solution and the approximation from the Semi-Lagrangian forward method of order three at the common grid points. The truncation error is increasing as $t$ goes from 0 to 0.5 . The contour lines are matching the changes of the function. The larger errors occur when the function has the bigger changes. The maximum error reached at about $t=0.5$ for some points of $x$ as we expected.

The first-order Semi-Lagrangian forward method, the second-order Semi-Lagrangian forward method, and the Semi-Lagrangian forward method of order three are compared with $\tau=0.01$ and $h=0.005$ in the Figure 5 . The maximum truncation error presented at the each step of $t$ for those three methods.

In the table 1 and the Figure 6, we studied the numerical orders of convergence with $h=(1 / 2) \tau$. It is clear that the first-order Semi-Lagrangian forward method


Figure 6. Scaling of the error of Semi-Lagrangian methods of order one, two and three to the problem (6.1)
and the second-order Semi-Lagrangian forward method have the order as we expected. However, the Semi-Lagrangian forward method of order three is not exactly order three, but is close to 2.5 . The main difficulty for Semi-Lagrangian method of order three are the calculation of the departure points and the third-order interpolation from arrival points(non-uniform grids) to departure points (uniform grids).

Example 6.2. Consider the Kortweg-deVries (KdV) equation [25]

$$
u_{t}+u u_{x}+\delta^{2} u_{x x x}=0
$$

where $\delta=0.022$ with the initial conditions

$$
u(x, 0)=\cos (\pi x), \quad 0 \leq x \leq 2
$$

and $u_{x}, u_{x x}$, and $u_{x x x}$ are periodic on $[0,2]$ for all $t$.
The KdV equation describes the long time asymptotic behaviour of small but finite amplitude shallow water waves in one dimension. In the equation, $u=u(x, t)$ measures the elevation (the height of water above the equilibrium level) at time $t$ and position $x$. Two different mechanisms are involved: Non-linearity ( $u u_{x}$ ) and Dispersion $\left(u_{x x x}\right)$. The delicate balance between these two effects leads to travelling waves of permanent form, which is called Solitary Waves, or Solitons.

Various numerical methods are used to approximate the KdV equations. The comparison of efficiencies of different methods was studied in [23]. The aim here is to show the efficiency of SLFW as an explicit method applying to KdV equations. It is possible to apply higher order (higher than order two) to the KdV equations. By using SLFW, the nonlinear term was perfectly combined in the direction of moving waves.

In Figure 7, the first-order SLFW is applied to the KdV equations with the initial condition of $u(x, t)=\cos (\pi x)$ on the interval $[0,2]$ with $\Delta x=0.01$ and $\Delta t=0.00002$. The wave profile at $t=1 / \pi$ does not produce a shock, but close.


Figure 7. First-order SLFW method for $\delta=0.022$ : initial values and solutions at $t=1 / \pi$ and $t=3.6 / \pi$.


Figure 8. Second-order SLFW method for $\delta=0.022$ : initial values and solutions at $t=1 / \pi$ and $t=3.6 / \pi$.

When computed at time $t=3.6 / \pi$, another shock is also present. The trains of eight solitons are detected, but not well-defined.

The results present in Figure 8 are from applying the second-order SLFW to the KdV equations with the initial condition of $u(x, t)=\cos (\pi x)$ on the interval [0,2] with $\Delta x=0.01$ and $\Delta t=0.00002$. The dot line is the initial wave profile. The dash line presents the wave profile at $t=1 / \pi$. The wave almost produces a shock and has a noticeable oscillation for $x<1 / 2$. At time $t=3.6 / \pi$ the profile shows a train of eight well-defined waves which have developed since the early stage of evolution.

## 7. Conclusions

In this article, one-step Semi-Lagrangian forward methods were proposed and studied for the first-order time-dependent nonlinear partial differential equations. The second-order Semi-Lagrangian forward method was proved to be consistent and stable. When $\tau$ goes to zero, the numerical solution converges to the solution of the corresponding initial-boundary problem.

Theorem 2 in the section 4 and the examples in the section 6 have shown that the Semi-Lagrangian forward methods can be applied to some time-dependent partial differential equations. They are very convenient for implementation. The only disadvantage is that at each time step, spatial linear or higher order interpolation is needed to find the solutions on the departure points.

In the example, only one spatial variable was used. However, we believe that Semi-Lagrangian forward methods should work for more spatial variables, but more complicated for numerical analysis. The computing cost will increase a lot, like interpolation for more variables at each step. We will report the similar results for the systems with more spatial variables. Also more terms involving higher order derivative only in spatial variables will be added to the right side function later. More work of applications to Shallow-water equations and Navier-Stokes equations will be reported later.
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