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Abstract

The Laplace transform of the first exit time from a finite interval by a spectrally negative α-
stable Ornstein-Uhlenbeck process (1 < α ≤ 2) is provided in terms of the Wright’s generalized
hypergeometric function 2Ψ1. The Laplace transform of first passage times is also derived for
some related processes such as the process killed when it enters the negative half line and the
process conditioned to stay positive. The law of the maximum of the associated bridges is
computed in terms of the q-resolvent density. As a byproduct, we deduce some interesting
analytical properties for some Wright’s generalized hypergeometric functions.

1 Introduction and main result

Let Z := (Zt, t ≥ 0) be a spectrally negative α-stable process, with α ∈ (1, 2], defined on a
filtered probability space (Ω, (Ft)t≥0,P). We recall that Z is a càdlàg process with stationary

and independent increments which fulfils the scaling property (Zct, t ≥ 0)
(d)
= (c1/αZt, t ≥ 0),

for any c > 0, where
(d)
= denotes equality in distribution. Due to the absence of positive jumps,

it is possible to extend its characteristic exponent on the negative imaginary line to derive its
Laplace exponent, ψ, which has the following form

ψ(u) = uα, u ≥ 0. (1.1)

We refer to Bertoin’s monograph [3, Chap. VII] for an excellent account on stable processes.
Doob [8] introduced the α-stable Ornstein-Uhlenbeck processX := (Xt, t ≥ 0), with parameter
λ > 0, defined, for any t ≥ 0 and x ∈ R, by

Xt = e−λt
(

x+ Zτ(t)

)

(1.2)
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Two-sided exit problem for stable OU process 147

where τ(t) = eαλt−1
αλ . Note that for t > 0, X is the solution to the linear stochastic differential

equation

dXt = −λXt dt+ dZt,

with X0 = x. Next, let
H0,a = inf{s ≥ 0; Xs /∈ (0, a)}

be the first exit time from the interval (0, a) by X . The aim of this paper is to characterize
the Laplace transform of the stopping time H0,a. This generalizes the result of Bertoin [3]
who solved the exit problem, for a completely asymmetric stable process (i.e. the case λ =
0), in terms of the Mittag-Leffler functions. The main motivation to study this problem is
to understand better the fluctuations of one-sided Markov processes beyond the Lévy ones.
Beside, the exit time distribution of these processes is a key quantity in many applied fields,
see, for instance, the Kyprianou’s monograph [16] for a wide range of applications of exit time
distributions and Patie [19] for the pricing of lookback options in affine term structure models.
We proceed by recalling that the Wright’s generalized hypergeometric (for short Wgh) function
is defined as, see [9, 1,Section 4.1],

pΨq

(

(A1, a1), . . . (Ap, ap)
(B1, b1) . . . (Bq, bq)

∣

∣

∣

∣

z

)

=

∞
∑

n=0

∏p
i=1 Γ(Ain+ ai)

∏q
i=1 Γ(Bin+ bi)

zn

n!

where p, q are nonnegative integers, ai ∈ C (i = 1 . . . p), bj ∈ C (j = 1 . . . q) and the coefficients
Ai ∈ R+ (i = 1 . . . p) and Bj ∈ R+ (j = 1 . . . q) are such that 1 +

∑q
i=1 Bi −

∑p
i=1 Ai ≥ 0.

Under such conditions, it follows from the following asymptotic formula of ratio of gamma
functions, see e.g. [17],

Γ(z + γ)

Γ(z + γ + α)
= z−α

[

1 +
(−α)(2γ − α− 1)

2z
+O(z−2)

]

, | arg z |< π − δ,

that pΨq(z) is an entire function with respect to z. Next, we introduce the functions

Nq(x) =
α(αλ)1−

1
αxα−1

Γ( q
αλ)

2Ψ1

(

(1, 1),
(

1, 1 + q
αλ − 1

α

)

(α, α)

∣

∣

∣

∣

αλxα

)

, ℜ(x) ≥ 0, ℜ(q) > λ(1 − α),

and

N q
(x) =

1

Γ( q
αλ )

2Ψ1

(

(1, 1),
(

1, q
αλ

)

(α, 1)

∣

∣

∣

∣

αλxα

)

, ℜ(x) ≥ 0, ℜ(q) > λ(1 − α).

In particular, we write

N (x) = lim
q→0

Γ
( q

αλ

)

Nq(x)

= α(αλ)1−
1
αxα−1

2Ψ1

(

(1, 1),
(

1, 1 − 1
α

)

(α, α)

∣

∣

∣

∣

αλxα

)

, ℜ(x) ≥ 0.

We stress that these specific entire functions are members of the class of generalized Fox-
Wright functions which recently have played an increasingly significant role in various types
of applications see e.g. [12] and [27]. We also mention that Schneider [23] and later Zolotarev
[29] used these functions for some interesting representations of stable distributions. We are
now ready to state our main result.
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Theorem 1.1. Let 0 ≤ x ≤ a and q ≥ 0. Then,

Ex[e−qH0,a ] = N q(x) +
Nq(x)

Nq(a)

(

1 −N q(a)
)

.

Remark 1.2. In the case α = 2, that is when X is the classical Ornstein-Uhlenbeck process,
a straightforward computation leads to the known result, see e.g. [6, Formula 7.3.0.1],

Ex[e−qH0,a ] =
S
(

q
λ ;

√
2λa;

√
2λx

)

+ S
(

q
λ ;

√
2λx; 0

)

S
(

q
λ ;

√
2λa; 0

)

where

S (q;x; y) =
Γ(q)

π
e(x

2+y2)/4 (D−q(−x)D−q(y) −D−q(x)D−q(−y)) , q > 0

and

D−q(z) = 2q/2e−z2/4 1

2Γ(q)

∞
∑

n=0

Γ
(

n+q
2

)

n!
(−1)n(

√
2z)n, z ∈ C,

stands for the parabolic cylinder function.

2 Proof

Let Ha (resp. κa) denotes the upward (resp. downward) first passage time of X at the level a.
The proof of the Theorem is based on the following identities, for 0 ≤ x ≤ a,

Ex[e−qH0,a ] = Ex[e−qκ0I{κ0<Ha}] + Ex[e−qHaI{Ha<κ0}]

= Ex[e−qκ0 ] + Ex[e−qHaI{Ha<κ0}]
(

1 − Ea[e−qκ0 ]
)

(2.1)

where the last line follows from the strong Markov property. Thus, we need to compute the
Laplace transform of the first passage time at 0 and the first exit time of the interval (0, a]
from above of X . That will be done in several steps. First, we provide some general results
on X which will be useful for the sequel. Then, we compute the resolvent density of X at
the origin. Finally, by combining some martingale and potential theory devices, we derive the
above mentioned Laplace transforms.

2.1 Some preliminary results

We start by recalling that the distribution of Z1 is absolutely continuous with a continuous,
everywhere positive density denoted by p, i.e. P(Z1 ∈ dx) = p(x)dx. It is plain from (1.2) and
the scaling property of Z that

Ex

[

euXt
]

= exp

(

e−λtx+
ψ(u)

αλ

(

1 − e−αλt
)

)

, u ≥ 0.

By letting t→ ∞, we recover the fact that X is ergodic with unique invariant measure denoted
by pλ(x)dx, see e.g. Sato [22]. For any x ∈ R, we write Px for the law of X started from x.
Its semigroup is specified by the kernel Px(Xt ∈ dy) = pt(x, y)p

λ(y)dy, t > 0, with

pt(x, y)p
λ(y) = τ(t)−1/αeλtp

(

τ(t)−1/α(eλty − x)
)

, x, y ∈ R. (2.2)



Two-sided exit problem for stable OU process 149

The choice of considering the transition densities with respect to the invariant measure will be
justified in Section 2.3. Moreover, it is known that each point of the real line is regular (for
itself), that is for any x ∈ R, Px(H̃x = 0) = 1, where H̃x = inf{s > 0;Xs = x}, see Shiga
[26]. As a consequence, for each singleton {y} ∈ R, X admits a local time, denoted by Ly

t , see
e.g. [5]. The continuous additive functional Ly is determined by its q-potential, uq, which is
finite for any q > 0 and given by

uq(x, y) = Ex

[
∫ ∞

0

e−qt dLy
t

]

.

From the definition of Ly and the strong Markov property, we obtain the identity, see [5,
Chap. V.3],

Ex

[

e−qHy
]

=
uq(x, y)

uq(y, y)
, x, y ∈ R.

For any q > 0, let Rq be the q-resolvent of X which is defined, for every positive measurable
function f , by

Rqf(x) =

∫ ∞

0

e−qt

∫

f(y)pt(x, y)p
λ(y)dy dt, x ∈ R,

=

∫

f(y)rq(x, y)pλ(y)dy

where rq(., .) is the resolvent density ofX with respect to the invariant measure. We summarize
in the following some properties of the characteristics of X .

Proposition 2.1. 1. For q > 0, the mapping (x, y) 7→ rq(x, y) is continuous and bounded
by max(q−1, 0) on R × R.

2. The q-potential of Ly is related to the resolvent density of X as follows

uq(x, y) = rq(x, y)pλ(y), x, y ∈ R.

3. Finally, the infinitesimal generator of X is given, for f ∈ C2
0 (R), the space of twice

continuously differentiable functions vanishing at infinity, by

A(λ)f(x) =

(

cα
α− 1

− λx

)

f ′(x) +

∫ 0

−∞

(

f(x+ y) − f(x) − yf ′(x)I{|y|<1}

)

cα|y|−α−1dy

where cα = − α
Γ(1−α) > 0.

Proof. Since each point of the real line is regular (for itself) and X is recurrent, the fine
topology coincides with the initial topology of R, the first claim follows from Bally and Stoica
[1, Proposition 3.1]. The second claim is deduced from the following

Rqf(x) = Ex

[
∫

y∈R

dyf(y)

∫ ∞

0

e−qt dLy
t

]

=

∫

y∈R

dyf(y)uq(x, y).



150 Electronic Communications in Probability

Finally, for f ∈ C2
0 (R), we have

A(λ)f(x) = lim
t↓0

Ex[f(Xt)] − f(x)

t

= lim
t↓0

E
[

f
(

e−λt(x + Zτ(t))
)]

− f(e−λtx)

τ(t)

τ(t)

t
+
f(e−λtx) − f(x)

t
.

As for t ↓ 0, τ(t)/t → 1,
Ex[f(e−λt(x+Zτ(t))]−f(e−λtx)

τ(t) → A(0)f(x) and by Taylor expansion

f(e−λtx)−f(x)
t → −λxf ′(x) uniformly, we obtain the expression for A(λ).

2.2 The resolvent density at the origin

We carry on by computing the constants rq := rq(0, 0), the resolvent density at the origin, and
uq := uq(0, 0). These quantities will be useful in the proof of the main result.

Proposition 2.2. For any q > 0, we have

rq =
1

αλ
B

(

α− 1

α
,
q

αλ

)

uq =
(λα)

1/α−1
Γ( q

αλ)

αΓ( q
αλ + 1 − 1

α )

where B and Γ stand for the beta and the gamma functions.

Proof. From the expression of the density of the semigroup (2.2), we get

rq =

∫ ∞

0

e−qtpt(0, 0)dt

=
p(0)

pλ(0)

∫ ∞

0

e−qtτλ(t) dt

=
p(0)

pλ(0)
(λα)1/α−1B

(

1 − 1

α
,
q

αλ

)

where τλ(t) = τ(t)−1/αeλt and the last line follows after performing the change of variable
u = eαλt − 1 and from the following integral representation of the Beta function, see e.g [13,
p. 376],

B(z1, z2) =

∫ ∞

0

uz1−1(1 + u)−z1−z2du, ℜ(zi) > 0, i = 1, 2.

Finally, by means of the continuity and the scaling property of the stable densities, we deduce

that limx→0
p(x)

pλ(x)
= (αλ)−

1
α , which gives the first claim. Finally, recalling that uq = rqpλ(0),

with pλ(0) = (αλ)
1
α

sin(πα )

π Γ
(

1 + 1
α

)

, see [28, Formula 4.9.1], the proof is completed by using
the recurrence and reflection formulae for the Gamma function

Γ(ν + 1) = νΓ(ν) and Γ(ν)Γ(1 − ν) =
π

sin(πν)
.
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Next, we leave aside the proof of the Theorem and start a short digression regarding the
description of the length of the excursions away from 0 by X . Let us denote by σ := (σl, l ≥ 0)
the right continuous inverse of the continuous and increasing functional (L0

t , t ≥ 0). It is plain
that σ is a subordinator. Let us now introduce the recurrent δ-dimensional radial Ornstein-
Uhlenbeck process with drift parameter µ > 0, which is defined, for 0 < δ < 1, as the
non-negative solution to

dRt =

(

δ − 1

2Rt
− µRt

)

dt+ dBt

where B is a Brownian motion. It is well-known that, under the condition 1 ≤ δ < 2, the
point {0} is a recurrent state for R and we denote by σ(δ,µ) the inverse local time at 0 of R.
We are now ready to state the following.

Corrolary 2.3. The Lévy measure of the subordinator σ is absolutely continuous with density
g given, for any s > 0, by

g(s) =
(α− 1)

Γ( 1
α )

e
λ
2 s

(

αλ

sinh
(

αλ
2 s
)

)2−1/α

.

Moreover, we have the following identity

(σl, l ≥ 0)
(d)
= (σ

( 2
α ,αλ2 )

l , l ≥ 0)

where the normalization of the local time of R is C = (α−1)

Γ( 1
α )

.

Proof. It is well known that the Laplace exponent of σ1 is expressed in terms of the q-potential
of the local time as follows, see e.g. [5, Chap. V.3],

− log
(

E
[

e−qσ1
])

=
1

uq
.

Moreover, since the transition probabilities ofX are diffuse, σ is a driftless subordinator. Thus,
its Laplace exponent has the following form

1

uq
=

∫ ∞

0

(e−qs − 1)G(ds)

for a measure G on ]0,∞] satisfying
∫∞

0 (1 ∧ s)G(ds) < ∞. Denoting Cα =
(

1
αλ

)1/α−1
, we

have, with G
′
(s) = G(s),

CαΓ( q
αλ + 1 − 1

α )

Γ( q
αλ )

= q

∫ ∞

0

e−qsG(s) ds.

We deduce the expression for the density g from the following integral representation of the
ratio of gamma functions

Γ( q
αλ + 1 − 1

α )

Γ( q
αλ + 1)

=
αλ

Γ( 1
α )

∫ ∞

0

e−qs(eαλs − 1)1/α−1 ds.

Finally, comparing with formula (16) in Pitman and Yor [21], we deduce that g is also the
density of the Lévy measure of the inverse local time of R with dimension δ = 2

α and parameter

µ = αλ
2 . The identity follows from the injectivity of the Laplace transform and the fact that

σ is a Lévy process.
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2.3 The dual process

We introduce the dual process of X , denoted by X̂, relative to the invariant measure pλ(y)dy.
That is, denoting by R̂q, the resolvent of X̂, we have for every positive measurable function f ,

R̂qf(x) =

∫

f(y)rq(y, x)pλ(y)dy, x ∈ R.

Moreover, we shall need the expression of the Laplace transform of Ha, for x ≤ a, which has
been evaluated by Hadjiev [14], see also Novikov [18] for a similar result, as follows

Ex[e−qHa ] =
Hq (x)

Hq(a)
, q ≥ 0, (2.3)

where

Hq(x) =
1

Γ( q
αλ )

∫ ∞

0

e(uαλ)
1
α x−uu

q
αλ−1du.

H admits also a representation in terms of the Wgh functions. Indeed, from the integral
representation above, one gets

Hq(x) =
1

Γ( q
αλ)

∞
∑

n=0

Γ
(

n
α + q

αλ

)

n!
(αλ)

1
α xn

=
1

Γ( q
αλ)

1Ψ0

(

(

1
α ,

q
αλ

) ∣

∣ (αλ)
1
α x
)

.

We deduce that H admits an analytical continuation on the whole complex plane with respect
to x and is analytic on the domain {q ∈ C; ℜ(q) > 1

α}.

Lemma 2.4. X̂ is an α-stable Ornstein-Uhlenbeck of parameter λ driven by Ẑ = −Z, the
dual of Z with respect to the Lebesgue measure. Consequently, for q ≥ 0, x ≤ a, we have

Ea[e−qĤx ] =
Hq(−x)
Hq(−a)

where Ĥx stands for the upward first passage time of X̂ at the level x. Moreover, for q > 0,

rq(a, a) = rqHq(a)Hq(−a)
rq(x, a) = rqHq(x)Hq(−a).

Proof. We write L(p)(u) :=
∫

R
euxp(x)dx. We have pλ(u) = e

ψ(u)
αλ where pλ(u) := L(pλ)(u),

ℜ(u) ≥ 0. Then, denoting by A(−λ) the infinitesimal generator of X(−λ), the stable Ornstein-
Uhlenbeck process with parameter −λ, we derive easily

L
(

A(−λ)pλ
)

(u) = λ

(

−u ∂
∂u

pλ(u) − pλ(u)

)

+ ψ(u)pλ(u)

= −λpλ(u).

Hence, pλ(.) is −λ-invariant for X(−λ). We deduce, from the expression of the semigroup
(2.2) and the stationarity of X , the following absolute continuity relationship, with obvious
notation,

dP(λ)
x |Ft = eλt p

λ(Xt)

pλ(x)
dP(−λ)

x |Ft , t > 0.
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Next, we write Px(X̂t ∈ dy) = p̂t(x, y)p
λ(y)dy and Px(eλtZ−τ(−t) ∈ dy) = q

(−λ)
t (x, y)dy. Using

the duality, with respect to the Lebesgue measure, between Z and −Z and the above absolute
continuity relationship, we get that

p̂t(x, y) = (pλ(y))−1τ(t)−1/αeλtp̂
(

τ(t)−1/α(eλty − x)
)

= (pλ(y))−1(−τ(−t))−1/αp
(

(−τ(−t))−1/α(e−λtx− y)
)

= (pλ(y))−1eλtq
(−λ)
t (y, x)

= pt(y, x),

which gives the first claim. The expression of the Laplace transform of Ĥx is obtained by
following a line of reasoning similar to Shiga [26, Theorem 3.1]. Finally, by means of the
duality relationship between the resolvent densities

r̂q(x, y) = rq(y, x), x, y ∈ R,

we complete the proof from the identities

rq(a, a) = rq Ea[e−qĤ0 ]

E0[e−qHa ]

= rqHq(a)Hq(−a)

and

rq(x, a) = Ex[e−qHa ]rq(a, a).

2.4 The first hitting and passage time at 0

We recall that the θ-scale function of Z, denoted by Wθ, has been computed by Bertoin [4] as
follows

Wθ(x) = xα−1Eα,α((θ1/αx)α), ℜ(x) ≥ 0,

where Eα,β stands for the Mittag-Leffler function which is expressed in term of the Wgh
function by

Eα,β(x) = 1Ψ1

(

(1, 1)
(β, α)

∣

∣

∣

∣

x

)

.

We write simply V(θ1/αx) = αθ1−1/αWθ(x).

Lemma 2.5. For any x, q ≥ 0, we have

Ex[e−qH−

0 ] = Hq(x) −Nq(x) (2.4)

and

Ex[e−qκ0 ] = N q(x) − α−1Nq(x). (2.5)
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Proof. We deduce from (1.2) that T−
0 = τ(H−

0 ) a.s., where T−
0 stands for the downward hitting

time of Z at 0. Thus,

Ex

[

e−qH−

0

]

= Ex

[

(αλT−
0 + 1)−

q
αλ

]

. (2.6)

Moreover, Doney [7] showed that the law of T−
0 is characterized by

∫ ∞

0

e−βx
Ex[e−θT−

0 ] dx =
1

β − θ1/α
− αθ1−1/α

βα − θ

where the right-hand side is defined by continuity for β, θ > 0. Noting that for β > θ1/α,
1

βα−θ =
∑∞

n=1 β
−αnθn−1, so inverting the Laplace transform yields, for x ≥ 0,

Ex[e−θT−

0 ] = eθ1/αx − V(θ1/αx). (2.7)

Next, setting θ̄ = αλθ and using a device introduced by Shepp [25] in the case of the Brownian
motion, we integrate both sides of the previous identity by the measure 1

Γ( q
αλ )e

−θθ
q
αλ−1dθ to

get

1

Γ( q
αλ)

∫ ∞

0

Ex[e−θ̄T−

0 ]e−θθ
q
αλ−1dθ =

1

Γ( q
αλ)

∫ ∞

0

(

eθ̄1/αx − V(θ̄1/αx)
)

e−θθ
q
αλ−1dθ.

By using the change of variable u = θ(αλT−
0 + 1) on the left hand side and observing that

1

Γ( q
αλ )

∫ ∞

0

V
(

θ̄1/αx
)

e−θθ
q
αλ−1dθ = Nq (x) ,

we obtain from (2.6) that

Ex

[

e−qH−

0

]

= Hq (x) −Nq (x) .

The expression of the Laplace transform of κ0 is obtained in a similar way. Indeed, it is plain
that κ0 = τ(η0) a.s. with η0 = inf{s ≥ 0;Zs < 0}. Thus,

Ex

[

e−qκ0
]

= Ex

[

(αλη0 + 1)−
q
αλ

]

.

Moreover, we know, see e.g. [4], that

Ex

[

e−θ̄η0

]

= Eα,1(θ̄x
α) − α−1V

(

θ̄xα
)

.

As above, integrating both sides of the latter equation by the measure 1
Γ( q
αλ )e

−θθ
q
αλ−1dθ we

obtain (2.5).

2.5 First exit time from above

We denote by rq
0 (resp. r̂q

0), the resolvent density of the process X (resp. X̂) killed when
entering the negative line.
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Lemma 2.6. For any a ≥ x > 0 and q ≥ 0, we have

Ex[e−qHaI{Ha<κ0}] =
Nq(x)

Nq(a)
(2.8)

Px[Ha < κ0] =
N (x)

N (a)
. (2.9)

Proof. First, for 0 < x ≤ a, note that

Ex[e−qHaI{Ha<κ0}] =
rq
0(x, a)

rq
0(a, a)

.

Next, from the strong Markov property and the absence of negative jumps for X̂, we get, for
x, a > 0,

r̂q
0(a, x) = r̂q(a, x) − Ea[e−qĤ0 ]r̂q(0, x).

Moreover, the switch identity for Markov processes, see [5, Chap.VI], tells us that r̂q
0(x, a) =

rq
0(a, x). Thus,

rq
0(x, a) = rq(x, a) −Hq(−a)rq(x, 0).

However, from (2.4), we deduce that, for x ≥ 0,

rq(x, 0) = Ex[e−qH−

0 ]rq

= rq (Hq(x) −Nq(x)) .

Hence, from Lemma 2.4, we get

rq
0(x, a) = rqNq(x)Hq(−a), 0 < x ≤ a. (2.10)

The continuity of the resolvent density yields

rq
0(a, a) = rqNq(a)Hq(−a), 0 < a,

which proves the first claim. The second assertion (2.9) is obtained by passage to the limit as
q tends to 0, see (1.3).

Finally, the proof of the Theorem is completed by combining (2.1), (2.5) and (2.8).

3 Some concluding remarks

We proceed by studying the law of the first passage time of some (Markov) processes, the laws
of which are constructed from the one of X . In order to simplify the notation we shall work
in the canonical setting. That is, we denote by D the space of càdlàg paths ω : [0, ζ) −→ R

where ζ = ζ(w) is the lifetime. D will be equipped with the Skohorod topology, with its Borel
σ-algebra F , and the natural filtration (Ft)t≥0. We keep the notation X for the coordinate
process. Let Px (resp. Ex) be the law (resp. the expectation operator) of the stable Ornstein-
Uhlenbeck process starting at x ∈ R.
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3.1 The α-stable Ornstein-Uhlenbeck Process Conditioned to Stay

Positive

It is plain from (2.9) that the function N is a positive invariant function for the α-stable
Ornstein-Uhlenbeck process killed at κ0. Thus, one can define a new probability measure P

↑

on D ((0,∞)) by setting, for x > 0,

P
↑
x(A) =

1

N (x)
Ex [N (Xt), A, t < κ0] , A ∈ Ft. (3.1)

P
↑ is a Doob’s h-transform of the killed process. It is plain that the lifetime ζ is infinite and

that X is a (P↑
x,F ,Ft) strong Markov process. Moreover, P

↑
x drifts to +∞. It turns out that

P
↑
x can be identified as the law of Px conditioned by the event ”X stays positive”. Indeed

following [2], we introduce P
(0,y)
x , for 0 < x < y, the law of the initial Ornstein-Uhlenbeck

process starting from x, conditioned to make its first exit from (0, y) through y and killed
when it hits y. Then, from the strong Markov property, we have, for any Borel set A ∈ Ft,

P
(0,y)
x (A, t < ζ) =

1

N (x)
Ex [N (Xt), A, t < κ0, t < Hy] .

By monotone convergence, as y tends to ∞, we obtain (3.1). Let us still denote by Ha the
first passage time of the canonical process X at the level a > x. Finally, let rq

↑(x, y) denotes

the resolvent density of (X,P↑). Observing that

lim
x↓0

Nq(x)

N (x)
=

1

αλrq
,

we deduce, from the definition of P
↑
x, (2.8) and (2.10), the following.

Corrolary 3.1. Let q ≥ 0 and 0 < x ≤ a, then

E
↑
x

[

e−qHa
]

=
N (a)Nq(x)

N (x)Nq(a)
.

Moreover, the family of probability measures (P↑
x)x>0 converges as x → 0+ in the sense of

finite-dimensional distributions to a law which is characterized by

rq
↑(0, y) =

1

αλ
N (y)Hq(−y), 0 < y.

3.2 The Law of the Maximum of Bridges

In what follows, we readily extend a result of Pitman and Yor [20] regarding the law of
maximum of diffusion bridges to our context. Recall that the α-stable Ornstein-Uhlenbeck
process is a strong Markov process with right continuous paths. From (2.2), it is plain that
for any t > 0, its transition densities pt(x, y) are absolutely continuous with respect to the
invariant measure and everywhere positive. Moreover, there exists a second right process X̂
in duality with X relative to the invariant measure. Under these conditions Fitzsimmons et
al. [11] construct the bridges of X by using Doob’s method of h-transform. More precisely, let
us denote by P

l
x,y the law of X started at x and conditioned to be at y at time t. We have the

following absolute continuity relationship, for l < t,

dPt
x,y|Fl

=
pt−l(Xl, y)

pt(x, y)
dPx|Fl

. (3.2)
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Let us denote by Mt the maximum of the canonical process X up to time t > 0. The law of
the maximum of the bridge of (X,P) is characterized in the following.

Corrolary 3.2. For q > 0, x, y, a ∈ R with x, y ≤ a, we have
∫ ∞

0

e−qt
P

t
x,y(Mt ≥ a)pt(x, y) dt = rq(a, y)

Hq(x)

Hq(a)
.

In particular, for the standard bridges, with a ≥ 0, the expression simplifies to
∫ ∞

0

e−qt
P

t
0,0(Mt ≥ a) pt(0, 0)dt = rq

(

1 − Nq(a)

Hq(a)

)

.

Proof. Thanks to the absolute continuity relationship (3.2) and Doob’s optional stopping the-
orem, we have

P
t
x,y(Ha ∈ dl)pt(x, y) = pl−t(a, y)Px(Ha ∈ dl).

Then, integrating both sides, we get

P
t
x,y(Ha ≥ t)pt(x, y) =

∫ t

0

pl−t(a, y)Px(Ha ∈ dl). (3.3)

Next, we use the fact that P
t
x,y(Ha ≤ t) = P

t
x,y(Mt ≥ a). Finally by taking the Laplace

transform with respect to t, and by noticing the convolution on the right hand side of (3.3),
we complete the proof.

Remark 3.3. It is plain that such a result could be derived for spectrally negative Lévy pro-
cesses for which one can construct bridges by h-transform. It is, for instance, the case when the
density of the Lévy process is absolutely continuous which implies that this density is positive
all over the interior of its support, see Sharpe [24].

3.3 Analytical properties of some Wgh functions

We end up by providing some interesting properties of the Wgh functions.

Corrolary 3.4. For 1 < α ≤ 2 and x > 0, the functions

q 7−→ Γ
(

q + 1 − 1
α

)

Γ
(

1 − 1
α

)

2Ψ1

(

(1, 1),
(

1, 1 − 1
α

)

(α, α)

∣

∣

∣

∣

xα

)

2Ψ1

(

(1, 1),
(

1, q + 1 − 1
α

)

(α, α)

∣

∣

∣

∣

xα

) ,

q 7−→ Γ(q)

1Ψ0

( (

1
α , q
) ∣

∣ x
)

are Laplace transforms of infinitely divisible distributions concentrated on the positive line.
Finally, the mapping

q 7−→ Γ(α)

1Ψ1

(

(1, 1)
(α, α)

∣

∣

∣

∣

q

)

is the Laplace transform of a self-decomposable distribution concentrated on the positive line.
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Proof. From the absence of positive jumps, it is plain that for any 0 < c < a, we have,

(Ha,P
↑
0+)

(d)
= (Hc,P

↑
0+) + (Ha,P

↑
c) and from the strong Markov property the two random

variables on the right hand side are independent. Then, following Kent [15], by splitting the

interval [0, a] in subintervals, we may express (Ha,P
↑
0+) as the limit of a null triangular array.

Thus, (Ha,P
↑
0+) is infinitely divisible, see Feller [10]. From Corollary 3.1 and by developing

the same reasoning with the stopping time (Ha,P0), we deduce the first assertion. Finally, in
the limit case λ→ 0, the upward first passage time process (Ta)a>0 of the spectrally negative
α-stable process conditioned to stay positive is a 1

α -self-similar additive process. Hence, for any
fixed a, the law of Ta is self-decomposable, see e.g. Sato [22]. The proof is completed.
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Soc., 2(44):566–576, 1991. MR1149016

[8] J.L. Doob. The Brownian movement and stochastic equations. Ann. Math., 43(2):351–369,
1942. MR0006634
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