A MULTIPLICATIVE SHORT PROOF FOR THE UNIMODALITY OF
STABLE DENSITIES

THOMAS SIMON
Laboratoire Paul Painlevé, Université Lille 1, 59655 Villeneuve d'Ascq Cedex, France.
email: simon@math.univ-lille1.fr

Submitted January 6, 2011, accepted in final form October 9, 2011

AMS 2000 Subject classification: 60E07, 60E15
Keywords: Stable law, unimodality

Abstract
Revisiting an article by Chernin and Ibragimov on unimodality of stable laws, we show that their
approach to deduce the general case from the extremal ones, whose completion contained an
error as discovered later by Kanter, can be carried out successfully in considering Bochner's sub-
ordination and multiplicative strong unimodality. This short proof of the unimodality of all stable
densities yields also a multiplicative counterpart to Yamazato's additive ones.

1 Introduction

A real random variable $X$ is said to be unimodal if there exists $a \in \mathbb{R}$ such that its distribution
function $P[X \leq x]$ is convex on $(-\infty, a)$ and concave on $(a, +\infty)$. The number $a$ is called a mode
of $X$, and might not be unique. Unimodality is a basic property for real random variables, with
some applications in deviation inequalities and statistics, and we refer to the monograph [3] for
more on this subject. Concluding a series of attempts by several authors, the following was finally
obtained in [17]:

Theorem (Yamazato). All stable laws are unimodal.

The original argument in [17] is very robust, extending to all self-decomposable distributions, and
also quite tricky. A simpler proof relying on Stieltjes transforms and additive strong unimodality,
had then been proposed in [18] pp. 600-601. The purpose of the present note is to provide yet
another short proof of the unimodality for all stable laws hinging on Bochner’s subordination and
multiplicative strong unimodality in the sense of [2]. We will also somehow fulfil the original
project of Chernin and Ibragimov who had wished in [1] to deduce the general property from the
simpler spectrally one-sided and symmetric cases. It is well-known [10] that their approach to
fill the gap between these particular stable laws and general ones, based on harmonic functions,
turned out to contain an error which is not retrievable. In [19] p. 122, remembering things past
and with a view towards [1], Zolotarev regrets that “there is not yet an independent analytic proof
of unimodality for stable laws”.
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In this paper we aim at completing the results of [1] in an analytical way, with a different method. Cutting off stable densities at zero, we first easily observe that one of the two resulting densities is monotone. For the second, non-monotone one, Bochner’s subordination allows first to reexpress the problem in terms of a power transformation of the quotient of two positive stable random variables. From Kanter’s factorization [9] which is a direct consequence of the final remark in [1], we then have to consider the independent product of four random variables. The first two are power transformations of the exponential law and immediately shown to be multiplicatively strong unimodal, whereas the last two are convex resp. concave monotonous transformations of the uniform law, whose product is easily proved to be unimodal.

Both Yamazato’s proofs in [17, 18] used strong unimodality in the additive framework. We feel that multiplicative strong unimodality which is a less classical topic, is also a cozy tool. With its help we can also show very quickly (except in the skewed Cauchy case) that stable laws are strictly unimodal viz. their mode is unique - see Remark (b) below. Notice that multiplicative strong unimodality allows to handle spectrally one-sided stable variables as well - see Remark (d) below, which shows overall that with this method the general case can be deduced from the final remark in [1] only.

2 Proof of the theorem

We begin with a fairly obvious result which is reminiscent of Lemma 52.10 in [12], and which will play the same rôle in our argument as the latter did in [17, 18].

**Lemma.** Let $F : (0, 1) \rightarrow (0, c_F)$ be increasing concave and $G : (0, 1) \rightarrow (c_G, +\infty)$ be increasing convex, with $c_F$ and $c_G$ positive and finite. Let $U, V$ be two independent copies of the uniform law on $(0, 1)$. The random variable

$$T = F(U) \times G(V)$$

is unimodal with mode at $c_Fc_G$.

**Proof.** After changing the variable, it is easy to see that one just needs to consider the case $c_F = c_G = 1$. Set $X = F(U)$ and $Y = G(V)$. Since $F$ is increasing concave, $X$ is absolutely continuous with non-decreasing density $f_X$ on $(0, 1)$. Similarly, since $G$ is increasing convex, $Y$ is absolutely continuous with non-increasing density $f_Y$ on $(1, +\infty)$. If $x \leq 1$, one has

$$f_T(x) = \int_0^\infty f_Y(x/u)f_X(u)\frac{du}{u} = \int_0^x f_Y(x/u)f_X(u)\frac{du}{u} = \int_0^1 f_Y(1/v)f_X(xv)\frac{dv}{v}$$

which is non-decreasing. If $x \geq 1$, one has

$$f_T(x) = \int_0^\infty f_X(x/u)f_Y(u)\frac{du}{u} = \int_x^\infty f_X(x/u)f_Y(u)\frac{du}{u} = \int_1^\infty f_X(1/v)f_Y(xv)\frac{dv}{v}$$

which is non-increasing.

\[\square\]

We now proceed to the proof of Yamazato’s theorem. We first deal with strictly stable laws and we will use Zolotarev’s third parametrization as explained in [19] p. 17. Let $X(\alpha, \theta, \lambda)$ be strictly stable associated with the three parameters $(\alpha, \theta, \lambda)$. Notice first that since $-X(\alpha, \theta, \lambda)$ has the
same law as \( X(\alpha, -\theta, \lambda) \), it is enough to consider the case where \( \theta \geq 0 \) i.e. the positivity parameter \( \rho = (1 + \theta)/2 \) belongs to \([1/2, 1]\). Also, without loss of generality one can choose \( \lambda = 1 \), and we will use the notation \( X(\alpha, \theta, 1) = X(\alpha, \rho) \).

Consider first the case \( \rho = 1 \). Notice that it follows from Lemma 1 in [1], but we will give here a different proof in order to introduce our method. Recall that necessarily \( \alpha \leq 1 \) and \( X(\alpha, 1) \geq 0 \) a.s. The Laplace transform is given by

\[
E \left[ e^{-tX(\alpha,1)} \right] = e^{-t^\alpha}, \quad t \geq 0,
\]

and henceforth we will set \( X(\alpha, 1) = T_\alpha \) for simplicity. One has \( T_1 = 1 \) a.s. and constant random variables are unimodal. When \( \alpha < 1 \), the contour integration mentioned in [1] - see [8] pp. 68-69 for details on the "necessary computations" - yields the so-called Kanter’s factorization as described in Corollary 4.1 of [9]:

\[
T_\alpha \overset{d}{=} L^{(a-1)/a} \times b_\alpha^{-1/a}(U),
\]

where \( L \sim \text{Exp}(1), \ U \sim \text{Unif}(0,1) \) independent of \( L \), and

\[
b_\alpha(u) = (\sin \pi u/ \sin(\alpha \pi u))^a(\sin \pi u/ \sin((1 - \alpha) \pi u))^{1-a}, \quad u \in (0, 1).
\]

We had proved in Lemma 1 of [15] that \( b_\alpha \) is decreasing concave on \((0, 1)\), so that the function \( u \mapsto b_\alpha^{-1/a}(u) \) is increasing convex on \((0, 1)\) and the variable \( b_\alpha^{-1/a}(U) \) is unimodal (with non-increasing density). On the other hand, the variable \( \log L \) is easily seen to have a log-concave density on \( \mathbb{R} \) so that \( L^{(a-1)/a} \) is multiplicatively strong unimodal (MSU) in the sense of [2] - see Theorem 3.7 therein. This shows that \( T_\alpha \) is unimodal.

Next, consider the case \( 1/2 \leq \rho < 1 \) and set \( X_\rho = X(1/\rho, \rho) \) for the associated completely asymmetric stable random variable. Bochner’s subordination for Lévy processes - see e.g. Chapter 6 in [12] for details - and self-similarity entail readily that \( X(\alpha, \rho) \) can be viewed as the independent product

\[
X(\alpha, \rho) \overset{d}{=} T_\alpha^\rho \times X_\rho.
\]

The density \( f_{\alpha, \rho} \) of \( X(\alpha, \rho) \) is hence given by

\[
f_{\alpha, \rho}(x) = \int_0^\infty f_{X_\rho}(x/u)f_{T_\alpha^\rho}(u)\frac{du}{u}
\]

for all \( x \in \mathbb{R} \) with obvious notations for \( f_{X_\rho} \) and \( f_{T_\alpha^\rho} \), and since we know from Lemma 1’ in [1] - beware Zolotarev’s second parametrization \((\alpha, \beta, \lambda)\) therein, and see Remark (d) below for an independent proof - that \( f_{X_\rho} \) is increasing on \( \mathbb{R}^- \), the same holds for \( f_{\alpha, \rho} \). All in all, recalling that \( f_{\alpha, \rho} \) is continuous at zero, it is enough to show that the cut off random variable

\[
X^+(\alpha, \rho) = X(\alpha, \rho) \mid X(\alpha, \rho) \geq 0
\]

is unimodal. When \( \rho = 1/2 \), our normalization yields \( X_{1/2} = \sqrt{2} \mathcal{N} \) where \( \mathcal{N} \) is standard normal, so that \( f_{X_{1/2}} \) is decreasing on \( \mathbb{R}^+ \) and one can reason as above. When \( \rho > 1/2 \), we first notice that

\[
X^+(\alpha, \rho) \overset{d}{=} (T_\alpha^\rho \times X_\rho) \mid X_\rho \geq 0 \overset{d}{=} \kappa_\rho \left( \frac{T_\alpha^\rho}{T_\rho} \right)^\rho
\]
for some irrelevant, positive finite constant $\kappa_{\rho} = (2|\cos(\pi/2\rho)|/\pi)^{-\rho}$, where the second identity in law is a well-known, particular case of the so-called Zolotarev duality - see Section 2.3 in [19] - which can be obtained e.g. in solving Exercises 29.7 and 29.18 in [12]. To conclude, we first deduce from (2.1) the factorization

$$\left(\frac{T_{\alpha\rho}}{T_{\rho}}\right)^{\rho} \overset{d}{=} L^{(ap^{-1})/a} \times L^{1-\rho} \times b_{ap}^{-1/a}(U) \times b_{\rho}(1-U),$$

(2.3)

where all four random variables on the right-hand side are independent. On the one hand, the density of $\log(L^{(ap^{-1})/a} \times L^{1-\rho})$ is log-concave by Prékopa's theorem - see e.g. the beginning Section 1.1 in [11] for the latter - so that $L^{(ap^{-1})/a} \times L^{1-\rho}$ is MSU. On the other hand, $u \rightarrow b_{ap}^{-1/a}(u)$ is increasing convex from $[0,1)$ to $[c_{a,p},+\infty)$ (with $c_{a,p} = (ap)^{\rho/a}(1-\alpha p)^{(1/a - \rho)}$) and $u \rightarrow b_{\rho}(1-u)$ is increasing concave from $[0,1)$ to $[0,c_{\rho}]$ (with $c_{\rho} = \rho^{-\rho}(1-\rho)^{\rho^{-1}}$), so that $b_{ap}^{-1/a}(U) \times b_{\rho}(1-U)$ is unimodal by the Lemma. This completes the proof in the strictly stable case.

We finally consider general stable laws. When the self-similarity index $\alpha$ is not 1, they are obtained from the strictly $\alpha$-stable ones by a linear shift - e.g. Theorem 14.8 (i) in [12], which does not affect unimodality. When $\alpha = 1$, the situation is more complicated and non strictly 1-stable laws cannot be recovered from strictly 1-stable ones in such a direct way - see Theorem 14.8 (ii) in [12]. However, up to some explicit increasing change of variable which is described in [19] pp. 72-73, non strictly 1-stable laws are weak limits of $\alpha$-stable ones with $\alpha \neq 1$. Hence it is enough to check that unimodality remains unchanged under weak convergence, a fact which was first proved by Lapin - see Theorem 4 p. 160 in [6] or Exercise 29.20 in [12].

\[ \square \]

Remarks. (a) The short proof which is sketched in the final remark of [18] used a decomposition of $X(\alpha, \rho)$ as the sum of four random variables, the first two being convergent sums of translated exponential random variables, hence additively strongly unimodal by Lemma 52.4 in [12], whereas the last two have monotone densities in opposite half-lines, so that their sum is unimodal by Lemma 52.10 in [12]. The reason why the latter random variables have monotone densities comes from Steutel’s characterization of Stieltjes transforms of one-sided probabilities - see Lemma 4.1. in [18] - and a suitable discretization of the Lévy-Khintchine formula somehow reminiscent of the one in [17]. The number four and the general notion of strong unimodality are hence common to our proof and Yamazato’s in [18], but it seems impossible to deduce one from the other, and both remain essentially different.

(b) It is easily seen from the proof of Lemma 1 in [15] that the smooth function $b_{\gamma}$ is strictly concave for every $0 < \gamma < 1$, hence its negative power transformations are strictly convex. This entails from the proof of the Lemma in the present paper that the density of $b_{ap}^{-1/a}(U) \times b_{\rho}(1-U)$ has positive derivative on $(0,c_{\rho}c_{a,p})$ and negative derivative on $(c_{\rho}c_{a,p},+\infty)$, and a perusal of Step 6 p. 212 in [2] shows then without difficulty that $X^{+}(\alpha, \rho)$ is strictly unimodal for $1/2 < \rho < 1$ (with a positive mode since

$$f'_{a,\rho}(0) = f'_{X_{\rho}}(0) \int_{0}^{\infty} f_{X_{\rho}}(u) \frac{du}{u^2} > 0,$$

the strict inequality coming from $f'_{X_{\rho}}(0) > 0$ - see Formula (14.30) in [12]). This proves that all $X(\alpha, \rho)$ are strictly unimodal except perhaps for $\rho = 0, 1/2$ or 1. The case $\rho = 1/2$ is a
straightforward consequence of (2.2) and the Gaussian explicit density - see Remark (e) below, and the one-sided cases \( \rho = 0 \) or 1 can be handled exactly as above. This proves strict unimodality of all strictly stable laws, and to get it for the non strictly ones requires no further effort except for \( \alpha = 1 \). Unfortunately, since strict unimodality might not be preserved under weak convergence, in the discussion at the end of the above proof we cannot conclude so quickly that skewed Cauchy laws are strictly unimodal. Using Zolotarev’s second parametrization, Theorem 2.2.3. in [19] and a change of variables yields also the following Kanter type factorization for skewed Cauchy random variables:

\[
X(1, \beta) \overset{d}{=} \beta (\log(U(1, \beta)) - \log L)
\]

with \( \Phi \) uniform on \((-1, 1)\), \( L \sim \text{Exp}(1) \) and an explicit function \( U(1, \beta) \). The variable \( \log L \) is additively strong unimodal but since the increasing function \( \log U(1, \beta) \) is clearly neither concave nor convex in \( \beta \), proving the unimodality or strict unimodality of \( \log(U(1, \beta)) \) seems not easy, so that we must refer to the more general Theorem 1.4 in [13] for a proof of the strict unimodality of \( X(1, \beta) \).

(c) By the Lemma, the right-hand side of (2.3) yields a product of three independent random variables whose unique modes are completely explicit. Notice that this is not so in [18] where the two additively strongly unimodal random variables are obtained as weak limits. However, this more precise feature does not seem to give any valuable information on the exact location of the mode of \( X^+(\alpha, \rho) \) viz. of \( X(\alpha, \rho) \), because modes change usually quite fuzzily after independent multiplication. We refer to Theorem 2.1. in [7] for a limit theorem on the location of the mode of stable random variables when \( \beta \to 0 \) with Zolotarev’s second parametrization i.e. \( \rho \to 1/2 \) in the strictly stable case.

(d) The crucial fact that \( f_{X_\rho} \) is increasing on \( \mathbb{R}^- \) depends on Lemma 1’ of [1]. We stress that it is also possible to derive this property from Bochner’s subordination, the MSU property and Zolotarev’s duality. Even though this argument is longer, we will give the details since overall it shows that in [1], the sole final remark would have been enough to derive everything. Recall from formula (14.30) in [12] that \( f_{X_\rho}’(0) > 0 \), so that we only need to prove that \( X_\rho \) restricted on \( \mathbb{R}^- \) is unimodal. Using the notation \( X^+ = X | X > 0 \) for any real random variable \( X \), this amounts to show that

\[
X^+(1/\rho, 1 - \rho) \overset{d}{=} X^+(1/\rho, 1/\rho - 1)\rho
\]

is unimodal, the identity in law following from Zolotarev’s duality - see (2.3.3) in [19]. Setting \( \rho’ = 1/\rho - 1 \), suppose first that \( \rho’ \leq 1/2 \) i.e. \( \rho \geq 2/3 \). One has

\[
X^+(\rho, \rho’)^{-\rho} \overset{d}{=} \left(T_{\rho} \times X^+(1, \rho’)\right)^{-\rho} \overset{d}{=} T_{\rho}^{-\rho} \times \left(\frac{T_{\rho}'}{T_{\rho}'}\right)^{\rho\rho’}
\]

where the first identity follows from Bochner’s subordination and the well-known second one e.g. in inverting the Mellin transform given in [19], Theorem 2.6.3. On the one hand, the unimodality of \( T_{\rho}^{-\rho} \) follows from Kanter’s factorization and the concavity of \( b_{\rho} \), as mentioned above. On the other hand, the independent quotient on the right-hand side is MSU by the main result of [14] because \( \rho’ \leq 1/2 \), so that we are done. Last, suppose \( \rho’ > 1/2 \) i.e. \( 1/2 < \rho < 2/3 \). Again, Bochner’s subordination and Zolotarev’s duality entail

\[
X^+(\rho, \rho’)^{-\rho} \overset{d}{=} T_{\rho}^{-\rho\rho’} \times X^+(1/\rho’, \rho’)^{-\rho} \overset{d}{=} \left(\frac{T_{\rho'}}{T_{\rho'}}\right)^{\rho\rho’}.
\]
The variable $T_{\rho}^{\rho'}$ is unimodal from Kanter's factorization and the convexity of $b_{\rho}^{-\rho'}$ - see also [15] for a more general result, whereas the variable $T_{\rho}^{-\rho'}$ is MSU by the main result of [14], because $\rho' = 1 - \rho < 1/2$. This completes the argument.

(e) When $\rho = 1/2$, the formula (2.2) reads

$$f_{\alpha,1/2}(x) = \frac{1}{2\sqrt{\pi}} \int_{0}^{\infty} e^{-x^2/4u^2} f_{T_{1/2}}(u) \frac{du}{u} = \frac{1}{\sqrt{\pi}} \int_{0}^{\infty} e^{-x^2/4u^2} f_{T_{1/2}}(u^2) du,$$

which can also be derived in inverting directly the Fourier transform $e^{-|\lambda|^\alpha}$ - see Section 11 in [16] and beware the minor misprint in (34) therein. This original way to prove the unimodality of symmetric stable laws remains the quickest of all.

(f) If $X$ is a real random variable with smooth density, the so-called bell-shape property means that the $n$-th derivative of this density vanishes exactly $n$ times. This property which is much stronger than unimodality, is true for Gaussian densities because of the underlying Hermite polynomials, and also for the explicit Cauchy and Lévy densities by a direct analysis. It is claimed in [4] for general stable laws, but the proof contains a serious error because of the false assertion made in Lemma 1 therein that the density of the logarithm of the positive stable random variable yields always a strictly totally positive kernel - see Remark (a) in [14] for details. This error does not seem amendable in a direct way [5], and one might wonder if the methods of the present note could not be helpful to tackle this difficult question.
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