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Abstract

This paper concerns the issue of obtaining the large deviation principle for solutions of
stochastic equations with possibly degenerate coefficients. Specifically, we explore the potential
of the methodology that consists in establishing exponential tightness and identifying the action
functional via a maxingale problem. In the author’s earlier work it has been demonstrated that
certain convergence properties of the predictable characteristics of semimartingales ensure both
that exponential tightness holds and that every large deviation accumulation point is a solution
to a maxingale problem. The focus here is on the uniqueness for the maxingale problem. It is
first shown that under certain continuity hypotheses existence and uniqueness of a solution to
a maxingale problem of diffusion type are equivalent to Luzin weak existence and uniqueness,
respectively, for the associated idempotent Ito equation. Consequently, if the idempotent equa-
tion has a unique Luzin weak solution, then the action functional is specified uniquely, so the
large deviation principle follows. Two kinds of application are considered. Firstly, we obtain
results on the logarithmic asymptotics of moderate deviations for stochastic equations with pos-
sibly degenerate diffusion coefficients which, as compared with earlier results, relax the growth
conditions on the coefficients, permit certain non-Lipshitz-continuous coefficients, and allow the
coefficients to depend on the entire past of the process and to be discontinuous functions of
time. The other application concerns multiple-server queues with impatient customers.
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1 Introduction

There are certain difficulties in establishing the large deviation principle (LDP) for solutions of
stochastic equations with degenerate coefficients. As a motivating example, let us consider the
setting of a d-dimensional diffusion process with small noise

dXε
t = b(Xε

t ) dt+
√
ε σ(Xε

t ) dB
ε
t , X

ε
0 = x0, (1.1)

where ε ↓ 0, the Bε = (Bε
t , t ∈ R+) are standard d-dimensional Wiener processes, functions b(x)

and σ(x) with values in Rd and Rd×d, respectively, are bounded and continuous in x. If the diffusion
matrix c(x) = σ(x)σ(x)T , where T denotes transposition, is uniformly elliptic and the functions
b(x) and σ(x) are, in addition, uniformly continuous, a seminal result by Freidlin and Wentzell
[18] states that the processes Xε = (Xε

t , t ∈ R+) obey the LDP in the metric space C of Rd-
valued continuous functions on R+ with compact-open topology. (Strictly speaking, Freidlin and
Wentzell’s original result concerns the space of continuous functions defined on the [0, 1] interval,
however, the extension to C is routine.) The action functional for absolutely continuous functions
x = (xt, t ∈ R+) with x0 = x0 is given by

I(x) =
1

2

∞∫

0

(
ẋt − b(xt)

)
· c(xt)−1

(
ẋt − b(xt)

)
dt, (1.2)

where ẋ denotes the derivative and u · v denotes the inner product of vectors u and v. For all other
x, I(x) =∞. The proof employs the change-of-measure technique. If one retains some form of the
ellipticity condition, this LDP can be generalised to the settings of diffusions with jumps, which
was already done in Freidlin and Wentzell [18], and of continuous in x unbounded coefficients,
depending on ε, time and the past history, see Dupuis and Ellis [11], Feng [14], Feng and Kurtz
[15], Friedman [19], Liptser and Pukhalskii [27], Mikami [29], Narita [31], Stroock [40], and Wentzell
[43]. Certain cases of a discontinuous drift coefficient can also be analysed, see, e.g., Boué, Dupuis
and Ellis [3], Korostelëv and Leonov [24, 25].

Allowing c(x) to be degenerate complicates matters significantly. The large deviation lower
bound can no longer be obtained by a straightforward application of a change of measure. It is
possible to prove, however, that if one requires, in addition, that b(x) and c(x)1/2 be Lipshitz con-
tinuous or locally Lipshitz continuous, then the above LDP holds without an ellipticity requirement
on the diffusion matrix. The action functional is still given by (1.1), where the inverse of c(x) has
to be replaced with the pseudo-inverse, provided x is absolutely continuous with x0 = x0 and
ẋt− b(xt) belongs to the range of c(xt) a.e., and I(x) is equal to infinity otherwise. This version of
the Freidlin-Wentzell LDP has been established under various additional assumptions and various
techniques have been used.

Cutland [6] invokes the apparatus of infinitesimal analysis and is able to tackle non-time-
homogeneous diffusions with bounded Lipshitz-continuous-in-the-space-variable coefficients de-
pending on the past. The other results are confined to the time-homogeneous Markov setting.
Azencott [1] considers the case of locally Lipshitz continuous b and continuously differentiable
σ. No growth conditions are assumed, so diffusions with explosion are also allowed. Baldi and
Chaleyat-Maurel [2], Dembo and Zeitouni [10], and Feng [14] analyse the case of diffusion processes
with bounded Lipshitz-continuous coefficients. The first two articles use discretization considera-
tions, while Feng [14] applies methods of nonlinear semigroup convergence. Azencott [1], Baldi and
Chaleyat-Maurel [2], and Feng [14] also allow the coefficients to depend on ε. (Baldi and Chaleyat-
Maurel [2] actually state the LDP for locally Lipshitz-continuous coefficients with no growth con-
ditions, requiring instead that the equation ġt = b(gt)+σ(gt) ḟt, g0 = x0, have a solution for every
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function f with a locally square-integrable derivative. However, the authors do not provide enough
substantiation for the extension from the case of bounded Lipshitz continuous coefficients to the
case of locally Lipshitz continuous coefficients.) In recent work Feng and Kurtz [15] improve on
the results of Feng [14] and derive the LDP for diffusions with jumps having Lipshitz-continuous
coefficients satisfying the linear growth condition. Along with discretization, a tool often used for
tackling the case of degenerate diffusions is the perturbation approach dating back to Varadhan
[42]. For the setting of (1.1), the approach consists in introducing a small nonsingular diffusion
term and taking a limit in the lower bound for the perturbed equation as the perturbation’s mag-
nitude tends to zero. Dupuis and Ellis [11] combine the perturbation approach with discretization
methods and representation formulas. Their results cover the case of bounded Lipshitz continu-
ous coefficients. Liptser [26] applies the perturbation approach to study diffusions with averaging,
which have Lipshitz continuous coefficients. De Acosta [9], who considers diffusions with jumps
and bounded Lipshitz continuous coefficients, invokes both the perturbation approach and dis-
cretization arguments as well as a Banach-space version of the method of stochastic exponentials,
cf., Puhalskii [33, 35, 36]. An interesting example of an equation with a non-Lipshitz-continuous
degenerate diffusion coefficient is considered by Dawson and Feng [7, 8], Feng [16], and Feng and
Xiong [17], who are motivated by the study of Fleming-Viot processes. The authors obtain the
LDP for a particular form of equation (1.1) with the (i, j) entry of c(x) given by xi(δij−xj), where
x = (x1, . . . , xd)

T , the entries being in [0, 1], and δij is Kronecker’s delta. To sum up, we are aware
of no results for equation (1.1) that would simultaneously allow the coefficients to be degenerate,
to grow at linear rate, to be time-dependent, and to be discontinuous in the time variable. Nor
are there, to our knowledge, any results available that combine the hypotheses that the coefficients
depend on the past history, are possibly degenerate and unbounded.

In Puhalskii [32, 35, 36], we introduced and developed an approach to establishing the LDP for
semimartingales, which, in analogy with the martingale problem method in the weak convergence
theory, reduces the task to establishing exponential tightness and identifying the action functional
via a maxingale problem. The establishing of exponential tightness is often routine. In particu-
lar, certain convergence conditions on the predictable characteristics ensure both that exponential
tightness holds and that every large deviation accumulation point is a solution to the maxingale
problem. The difficult part, as in the weak convergence theory, is proving uniqueness of a solution
to the maxingale problem. The uniqueness is known to hold if certain nondegeneracy conditions are
met, Puhalskii [36, Section 2.8]. The motivation for this article has been to incorporate degenerate
maxingale problems of diffusion type.

Attaining this objective puts us in a position to derive results on the LDP for a range of
large deviation settings that lead to a maxingale problem of diffusion type. In particular, the
gaps mentioned above can be filled. For equation (1.1) we are able to tackle the case of possibly
degenerate coefficients, which are locally Lipshitz-continuous in the space variable, satisfy the linear-
growth condition and depend on the entire past of the process. Besides, the time-non-homogeneous
Markov setting of the coefficients measurably depending on time is incorporated. In addition, the
coefficients may depend on ε and grow slightly faster than linearly, say, at rate |x| log(1 + |x|). For
time-homogeneous non-degenerate diffusions the latter possibility has been known since the work
of Narita [31]. If the drift is directed towards the origin, then no restrictions are needed on the
growth rate of the drift coefficient, which is consistent with what is known for stochastic differential
equations, see, e.g., Ethier and Kurtz [12]. Slightly non-Lipshitz behaviour of the coefficients is
also permitted, e.g., in the one-dimensional setting one can take σ(x) = x log|x|. We are not able,
though, to obtain by our methods the results of Dawson and Feng [7, 8], Feng [16], and Feng and
Xiong [17].

In fact, our results concern a more general setting than that of (1.1) by allowing “compensated”

864



Poisson jumps. The jump sizes are assumed to be large as compared with time periods between the
jumps, so in the end the jump part also contributes to “the limiting c” in (1.2). It is thus a form
of moderate deviation asymptotics. Moreover, we also obtain results on another type of moderate
deviation asymptotics, where “the limiting b” is a linear function. For nondegenerate c both types
of asymptotics have been analysed by Wentzell [43]. No results for possibly degenerate c are known
to us. (The results of de Acosta [9], Dupuis and Ellis [11], and Feng and Kurtz [15] concern large
deviation asymptotics when the time spans between the jumps are of the same order of magnitude
as the jump sizes.) Finally, we derive moderate deviation asymptotics in the form of the LDP for
the queueing model of a multiple-server system with impatient customers.

Before explaining how the outlined results are obtained, we recall the main steps of the
maxingale problem approach by continuing with equation (1.1). This should help the inter-
ested reader to follow the developments below. We still assume that b(x) and c(x) are contin-
uous and bounded functions. Let E denote expectation. Given λ ∈ Rd, the stochastic processes((
exp

(
λ ·Xε

t −
∫ t
0 λ · b(Xε

s) ds− ε/2
∫ t
0 λ · c(Xε

s)λ ds
))
, t ∈ R+

)
are martingales relative to the asso-

ciated filtrations, so on taking λ/ε as λ we have that for an arbitrary bounded function f(x) on C
that is measurable with respect to the σ-algebra on C generated by the projections x→ xr, where
r ≤ s ≤ t, the following equality holds

E
(
exp

(1
ε
λ ·Xε

t −
1

ε

t∫

0

λ · b(Xε
q) dq −

1

2ε

t∫

0

λ · c(Xε
q)λ dq

)
f(Xε)1/ε

)

= E
(
exp

(1
ε
λ ·Xε

s −
1

ε

s∫

0

λ · b(Xε
q) dq −

1

2ε

s∫

0

λ · c(Xε
q)λ dq

)
f(Xε)1/ε

)
. (1.3)

Boundedness of b(x) and c(x) implies the exponential uniform integrability condition that for
r ∈ R+

lim
A→∞

lim sup
ε→0

(
E
(
exp(

1

ε
λ ·Xε

r)1(|Xε
r | > A)

))ε
= 0,

where 1(Γ) denotes the indicator function of an event Γ. The boundedness also makes it straight-
forward to see that the net of laws of the X ε is exponentially tight, so there exists a subnet obeying
the LDP with some (tight) action functional.

Let us assume, in addition, that the function f is continuous. By a version of Varadhan’s lemma
(see, e.g., Dembo and Zeitouni [10]) on raising both sides of (1.3) to the power of ε and letting ε ↓ 0
we conclude that if I(x) is the action functional in the LDP for some subnet, then

sup
x∈C

(
exp

(
λ · xt −

t∫

0

λ · b(xq) dq −
1

2

t∫

0

λ · c(xq)λ dq
)
f(x) exp(−I(x))

)

= sup
x∈C

(
exp

(
λ · xs −

s∫

0

λ · b(xq) dq −
1

2

s∫

0

λ · c(xq)λ dq
)
f(x) exp(−I(x))

)
. (1.4)

If we treat the set function Π(Γ) = supx∈Γ exp(−I(x)), Γ ⊂ C, as a maxitive, or idempotent, ana-
logue of probability, then equality (1.4) represents a maxitive analogue of one of characterisations of
martingales, so we call the function

((
exp

(
λ·xt−

∫ t
0 λ·b(xs) ds−1/2

∫ t
0 λ·c(xs)λ ds

))
, t ∈ R+, x ∈ C

)

an exponential maxingale. The problem of identifying I from (1.4) is accordingly referred to as a
maxingale problem. If I is specified uniquely by (1.4), then the LDP holds with action functional
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I. In fact, one can show that (1.4) is equivalent to an idempotent analogue of the definition of a
martingale: for arbitrary x̂ ∈ C

sup
x∈C:

xq=x̂q , q≤s

(
λ · xt −

t∫

0

λ · b(xq) dq −
1

2

t∫

0

λ · c(xq)λ dq − I(x)
)

= λ · x̂s −
s∫

0

λ · b(x̂q) dq −
1

2

s∫

0

λ · c(x̂q)λ dq − I(x̂). (1.5)

We note similarity with the dynamic programming equation. It was shown in Puhalskii [36] that in
(1.5) it is possible to replace constants λ with functions λ(s,x) from a certain class. If the diffusion
matrix c(x) is nondegenerate, this class is large enough to identify I. In the present article we build
on that result but adopt a “probabilistic” rather than an analytical approach to the uniqueness
problem.

Let us recall that the key element in obtaining results on weak convergence to stochastic pro-
cesses with possibly degenerate coefficients is the fact that solutions to the limit martingale problems
are weak solutions to the associated stochastic equations, see, e.g., Ikeda and Watanabe [22], Ja-
cod and Shiryaev [23], Liptser and Shiryaev [28], Stroock and Varadhan [41]. In a similar vein,
one can associate idempotent differential equations with maxingale problems and show that weak
solutions to these equations are solutions to the maxingale problems. For instance, Theorem 2.8.9
in Puhalskii [36] establishes conditions under which a Luzin weak solution to the idempotent Ito
equation

Xt = x0 +

t∫

0

b(Xs) ds+

t∫

0

c(Xs)
1/2 Ẇs ds, t ∈ R+, (1.6)

whereW = (Wt, t ∈ R+) is an idempotent Wiener process, is a solution to problem (1.4). (The ter-
minology of idempotent probability theory is recalled in Section 2.) As for the converse, it has been
known to hold for nondegenerate maxingale problems, Puhalskii [36, Theorems 2.6.30 and 2.8.21],
and for a certain degenerate maxingale problem associated with idempotent Poisson processes,
Puhalskii [38]. In this paper, the result that solutions to maxingale problems are weak solutions to
the corresponding idempotent equations is extended to maxingale problems of the diffusion type
(1.4) with possibly degenerate matrices c. Thus, in complete analogy with the situation in weak
convergence theory, the issue of uniqueness for maxingale problems of diffusion type is equivalent
to that of Luzin weak uniqueness for idempotent Ito differential equations. Interestingly, the proof
draws on the perturbation idea, which is so useful in the stochastic setting, however, the perturba-
tion is introduced in the idempotent equation (1.6) rather than in a stochastic process (of course,
there are no stochastic processes to speak of !).

With the equivalence between maxingale problems of diffusion type and idempotent Ito differ-
ential equations in hand, we again follow in the footsteps of the stochastic setting to deduce that
pathwise uniqueness for idempotent Ito equations implies uniqueness for the associated maxin-
gale problems. Equation (1.6) is in fact an ordinary differential equation of a certain kind. The
uniqueness issue for ordinary differential equations is well understood, e.g., Lipshitz continuity of
the coefficients suffices. This enables us to obtain results on uniqueness for degenerate maxingale
problems of diffusion type. In particular, as in the theory of ordinary differential equations, it is
possible to relax the requirements of Lipshitz continuity and of linear growth.

The paper is structured as follows. Section 2 contains a background on idempotent probability.
In Section 3 existence and uniqueness issues for diffusion maxingale problems are analysed. Section
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4 is concerned with large deviation applications.

2 Technical preliminaries

This section reviews necessary results from idempotent probability theory. More details can be
found in Puhalskii [36]. We let ‖ ‖ denote the operator norm of a matrix, let ∨ denote the
maximum, and let ∧ denote the minimum.

Let Υ be a set. A functionΠ from the power set of Υ to [0, 1] is called an idempotent probability
if Π(Γ) = supυ∈ΓΠ({υ}) for Γ ⊂ Υ and Π(Υ) = 1. If, in addition, Υ is a metric space and the sets
{υ ∈ Υ : Π({υ}) ≥ a} are compact for all a ∈ (0, 1], then Π is called a deviability. The definition
implies that Π is a deviability if and only if I(υ) = − logΠ({υ}) is an action functional. We denote
Π(υ) = Π({υ}) and assume throughout this section that Π is an idempotent probability on Υ.

A property P(υ), υ ∈ Υ, pertaining to the elements of Υ is said to hold Π-a.e. if
Π(P(υ) does not hold) = 0. A τ -algebra A on Υ is defined as a collection of subsets of Υ that
are unions of the elements of some partitioning of Υ into disjoint sets. We call the elements of
the partitioning the atoms of A and denote as [υ] the atom containing υ. τ -algebras are closed
under set-differences, arbitrary unions and intersections of sets. The power set of Υ is referred
to as the discrete τ -algebra. A τ -algebra A is called complete (or Π-complete, or complete with
respect to Π if the idempotent probability needs to be specified) if each one-point set {υ} with
Π(υ) = 0 is an atom of A; the completion (or the Π-completion, or the completion with respect to
Π) of a τ -algebra A is defined as the τ -algebra obtained by taking as atoms the elements of Υ of
idempotent probability 0 and the maximal subsets of the atoms of A that do not contain elements
of idempotent probability 0; the completion of a τ -algebra is a complete τ -algebra. If Υ′ is also
a set equipped with idempotent probability Π′ and τ -algebra A′, then the product idempotent
probability Π×Π′ on Υ×Υ′ is defined by (Π×Π′)(υ, υ′) = Π(υ)Π′(υ′) for (υ, υ′) ∈ Υ×Υ′, the
product τ -algebra A⊗A′ is defined as having the atoms [υ]× [υ′], where υ ∈ Υ and υ′ ∈ Υ′.

A function f from a set Υ equipped with idempotent probabilityΠ to a set Υ′ is called an idem-
potent variable. If Υ and Υ′ are equipped with τ -algebras A and A′, respectively, the idempotent
variable f is said to be A/A′-measurable, or simply measurable if the τ -algebras are understood,
provided f−1([υ′]) ∈ A for all υ′ ∈ Υ′. We say that f is A-measurable if it is measurable for
the discrete τ -algebra on Υ′, i.e., {υ ∈ Υ : f(υ) = υ′} ∈ A for all υ′ ∈ Υ′. The τ -algebra on Υ
generated by f is defined by the atoms {υ ∈ Υ : f(υ) = υ′}, υ′ ∈ Υ′.

As in probability theory, we routinely omit the argument υ in the notation for an idempotent
variable. The idempotent distribution of an idempotent variable f is defined as the set function
Π ◦ f−1(Γ) = Π(f ∈ Γ), Γ ⊂ Υ′; it is also called the image of Π under f . If Υ is a metric space, Π
is a deviability on Υ, and f is a mapping from Υ to a metric space Υ′, which is continuous when
restricted to the sets {υ ∈ Υ : Π(υ) ≥ a} for a ∈ (0, 1], then Π ◦ f−1 is a deviability on Υ′. More
generally, f is said to be Luzin if Π ◦ f−1 is a deviability on Υ′.

Subsets A and A′ of Υ are said to be independent if Π(A∩A′) = Π(A)Π(A′); τ -algebras A and
A′ are said to be independent if sets A and A′ are independent for arbitrary A ∈ A and A′ ∈ A′;
Υ′-valued idempotent variables f and f ′ are said to be independent if Π(f = υ′, f ′ = υ′′) = Π(f =
υ′)Π(f ′ = υ′′) for all υ′, υ′′ ∈ Υ′. An idempotent variable f and a τ -algebra A are said to be
independent (or f to be independent of A) if the τ -algebra generated by f and A are independent.
If f is R+-valued, the idempotent expectation of f is defined by Sf = supυ∈Υ f(υ)Π(υ), it is
also denoted as SΠf if the reference idempotent probability needs to be indicated. The following
analogue of the Markov inequality holds: Π(f ≥ a) ≤ Sf/a, where a > 0. If R+-valued idempotent
variables f and f ′ are independent, then S(ff ′) = Sf Sf ′.
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An R+-valued idempotent variable f is said to be maximable if limb→∞ S(f1(f > b)) =
0. A collection fα of R+-valued idempotent variables is called uniformly maximable if
limb→∞ supα S(fα1(fα > b)) = 0. The conditional idempotent expectation of an R+-valued idem-
potent variable f given a τ -algebra A is defined by

S(f |A)(υ) =





sup
υ′∈[υ]

f(υ′)
Π(υ′)
Π([υ])

if Π([υ]) > 0,

f ′(υ) if Π([υ]) = 0,

where f ′(υ) is an R+-valued idempotent variable constant on the atoms of A. Conditional idem-
potent expectation is thus specified uniquely Π-a.e. It has many of the properties of conditional
expectation, in particular, S(f |A) is A-measurable, if f is A-measurable then S(f |A) = f Π-a.e.,
and if f and A are independent then S(f |A) = Sf Π-a.e.

A flow of τ -algebras, or a τ -flow, on Υ is defined as a collection A = (At, t ∈ R+) of τ -algebras
on Υ such that As ⊂ At for s ≤ t; the latter condition is equivalent to the atoms of As being unions
of the atoms of At. A τ -flow is called complete if it consists of complete τ -algebras, the completion
of a τ -flow is obtained by completing its τ -algebras. An idempotent variable κ : Υ→ R+ is called
an idempotent A-stopping time, or a stopping time relative to A, if {υ : κ(υ) = t} ∈ At for t ∈ R+.
Given a τ -flow A and an idempotent A-stopping time κ, we define Aκ as the τ -algebra with atoms
[υ]Aκ(υ)

.
A collection X = (Xt, t ∈ R+) of Υ′-valued idempotent variables on Υ is called an Υ′-valued

idempotent process. The functions (Xt(υ), t ∈ R+) for various υ ∈ Υ are called paths (or trajec-
tories) of X. The idempotent process X is said to be A-adapted if the Xt are At-measurable for
t ∈ R+. The τ -flow generated by X is defined as consisting of the τ -algebras generated by the Xt.
It is the minimal τ -flow, to which X is adapted. If the idempotent process X is A-adapted and
R-valued with unbounded above continuous paths, then κ = inf{t ∈ R+ : Xt ≥ a}, where a ∈ R, is
an idempotent A-stopping time.

An A-adapted R+-valued idempotent processM = (Mt, t ∈ R+) is said to be an A-exponential
maxingale, or an exponential maxingale relative to A, if theMt are maximable and S(Mt|As) =Ms

Π-a.e. for s ≤ t. If, in addition, the collection Mt, t ∈ R+, is uniformly maximable, then M is
said to be a uniformly maximable exponential maxingale. An A-adapted R+-valued idempotent
process M = (Mt, t ∈ R+) is called an A-local exponential maxingale, or a local exponential
maxingale relative to A, if there exists a sequence τn of idempotent A-stopping times such that
τn ↑ ∞ as n→∞ and the stopped idempotent processes (Mt∧τn , t ∈ R+) are uniformly maximable
A-exponential maxingales; the sequence τn is referred to as a localising sequence for M .

Lemma 2.1. Let (Mt, t ∈ R+) and (M ′
t , t ∈ R+) be local exponential maxingales on (Υ,Π) and

(Υ′,Π′), respectively, relative to respective τ -flows (At, t ∈ R+) and (A′t, t ∈ R+). Then (MtM
′
t , t ∈

R+) is a local exponential maxingale on (Υ×Υ′,Π×Π′) relative to the τ -flow (At ⊗A′t, t ∈ R+).

Proof. Let τn and τ ′n be localising sequences for M and M ′, respectively. By Puhalskii [36, Lemma
1.6.28], SΠ×Π′(Mt∧τnM

′
t∧τ ′n |As ⊗A′s) = SΠ(Mt∧τn |As)SΠ′(M ′

t∧τ ′n |A
′
s) Π×Π′-a.e. for s ≤ t. Uni-

form maximability of (Mt∧τnM
′
t∧τ ′n , t ∈ R+) under Π×Π′ is obvious.

Let 〈M〉 = (〈M〉t, t ∈ R+) be an Rd×d-valued continuous-path A-adapted idempotent process
such that 〈M〉0 = 0 and 〈M〉t − 〈M〉s for 0 ≤ s ≤ t are positive semi-definite symmetric d × d
matrices. An Rd-valued continuous-path A-adapted idempotent process M = (Mt, t ∈ R+) is
called a local maxingale with quadratic characteristic 〈M〉 relative to A if the idempotent processes
(exp(λ ·Mt − λ · 〈M〉tλ/2), t ∈ R+) are A-local exponential maxingales for all λ ∈ Rd. The next
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lemma presents a version of Lenglart-Rebolledo’s and Doob’s inequalities, see, e.g., Liptser and
Shiryaev [28].

Lemma 2.2. IfM is a local maxingale with quadratic characteristic 〈M〉 relative to A andM0 = 0,
then for arbitrary a > 0, b > 0, and t > 0

Π( sup
s∈[0,t]

|Ms| ≥ a) ≤ exp(b− a) ∨Π(‖〈M〉t‖ ≥ 2b).

If, in addition, the 〈M〉s, s ∈ [0, t], do not depend on υ ∈ Υ, then

Π( sup
s∈[0,t]

|Ms| ≥ a) ≤ exp
(
−a+ 1

2
‖〈M〉t‖

)
.

Proof. Let Yt(λ) = exp(λ ·Mt − λ · 〈M〉tλ/2). Since the idempotent process (Yt(λ), t ∈ R+) is an
A-local exponential maxingale for arbitrary λ ∈ Rd, so SYt(λ) ≤ 1 (“Fatou’s lemma”, Puhalskii
[36, Theorem 1.4.19]) and one can write

Π( sup
s∈[0,t]

|Ms| ≥ a) = sup
s∈[0,t]

sup
λ∈Rd:
|λ|=1

Π(λ ·Ms ≥ a) = sup
s∈[0,t]

sup
λ∈Rd:
|λ|=1

Π
(
Ys(λ) ≥ exp

(
a− 1

2
λ · 〈M〉sλ

))

≤ Π(‖〈M〉t‖ ≥ 2b) ∨ sup
s∈[0,t]

sup
λ∈Rd:
|λ|=1

Π
(
Ys(λ) ≥ exp(a− b)

)

≤ Π(‖〈M〉t‖ ≥ 2b) ∨ sup
s∈[0,t]

sup
λ∈Rd:
|λ|=1

SYs(λ) exp(b− a) ≤ Π(‖〈M〉t‖ ≥ 2b) ∨ exp(b− a).

If the 〈M〉s do not depend on υ ∈ Υ, then

Π
(
Ys(λ) ≥ exp

(
a− 1

2
λ · 〈M〉sλ

))
≤ SYs(λ) exp

(
−a+ 1

2
λ · 〈M〉sλ

)
≤ exp

(
−a+ 1

2
‖〈M〉s‖

)
.

Let us recall that C denotes the metric space of continuous Rd-valued functions on R+ with
compact-open topology. The canonical τ -flow on C is defined as the τ -flow C = (Ct, t ∈ R+) with
the Ct having as atoms the sets p−1t x, x ∈ C, where the pt : C → C are defined by (ptx)s = xs∧t, s ∈
R+. The canonical idempotent process is defined by Xt(x) = xt.

Given an R-valued function G = (Gt(λ;x), t ∈ R+, x ∈ C, λ ∈ Rd), where Gt(λ;x) is Ct-
measurable in x, we say that a deviability Π on C solves the maxingale problem (x0, G), where
x0 ∈ Rd, if X0 = x0 Π-a.e. and (exp(λ ·Xt−Gt(λ;X)), t ∈ R+) is a C-local exponential maxingale
under Π for arbitrary λ ∈ Rd, where X = (Xt, t ∈ R+) is the canonical idempotent process on
C. In particular, if X is a local maxingale with quadratic characteristic 〈M〉 = (〈M〉t(x), t ∈
R+,x ∈ C) under Π and X0 = x0 Π-a.e., then Π solves the maxingale problem (x0, G) for
Gt(λ;x) = λ · 〈M〉t(x)λ/2.

Wiener idempotent probability (or Wiener deviability) is a deviability on C defined by

ΠW (x) =





exp
(
−1

2

∞∫

0

|ẋt|2 dt
)

if x is absolutely continuous and x0 = 0,

0 otherwise.
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A standard idempotent Wiener process is defined as an idempotent process with idempotent dis-
tribution ΠW . Thus, it has Π-a.e. absolutely continuous paths. The definition implies that the
canonical idempotent process on C is idempotent Wiener under ΠW . The component processes
of an Rd-valued standard idempotent Wiener process are independent one-dimensional standard
idempotent Wiener processes.

If W = (Wt, t ∈ R+) is an Rd-valued standard idempotent Wiener process on (Υ,Π), then the
idempotent process

(
exp(λ ·Wt− |λ|2t/2), t ∈ R+

)
is an exponential maxingale relative to the flow

AW = (AW
t , t ∈ R+), where the AW

t are the τ -algebras generated by Ws, s ≤ t. An Rd-valued
continuous-path idempotent process W is said to be standard idempotent Wiener relative to a
τ -flow A if W0 = 0 and the idempotent process

(
exp(λ ·Wt−|λ|2t/2), t ∈ R+

)
is an A-exponential

maxingale for arbitrary λ ∈ Rd. If an idempotent process is idempotent Wiener relative to a τ -flow,
then it is idempotent Wiener.

Let W be an Rd-valued standard idempotent Wiener process and (σt(υ), t ∈ R+) be an Rd×d-
valued idempotent process, which is Lebesgue measurable in t for all υ and is such that σs(υ)σs(υ)

T

is locally integrable for all υ. We define the idempotent Ito integral (σ ¦W )t by

(σ ¦W )t(υ) =





t∫

0

σs(υ)Ẇs(υ) ds if Π(υ) > 0,

Y (υ) otherwise ,

where Y (υ) is an Rd-valued idempotent variable. The integral is thus specified uniquely Π-a.e.
The idempotent process σ ¦W =

(
(σ ¦W )t, t ∈ R+

)
has Π-a.e. continuous paths. If (Wt, t ∈ R+)

and (σt, t ∈ R+) are adapted to a complete τ -flow A, then σ ¦W is A-adapted. The next lemma
is a version of Theorem 2.5.19 in Puhalskii [36]. Let tr denote the trace of a matrix.

Lemma 2.3. Let (σt(x), t ∈ R+, x ∈ C) be an Rk×m-valued function, which is continuous in x,
Lebesgue measurable in t, and is adapted to the canonical τ -flow on C. Let (Xt, t ∈ R+) be a
continuous-path Rd-valued idempotent process, which is adapted to a complete τ -flow A on Υ and
whose idempotent distribution is a deviability on C. Let (Wt, t ∈ R+) be an Rm-valued standard
idempotent Wiener process relative to A. If, in addition,

∫ t
0 trσs(x)σs(x)

T ds is a well-defined
continuous function of x ∈ C for every t ∈ R+, then σ ¦W is a local maxingale relative to A with
quadratic characteristic

(∫ t
0 σs(X)σs(X)T ds, t ∈ R+).

Proof. Continuity of σt(x) and
∫ t
0 trσs(x)σs(x)

T ds in x implies that
∫ t
0‖σs(x)σs(x)T ‖ ds is contin-

uous in x, so the functions
∫ t
0‖σs(x)σs(x)T ‖1

(
‖σs(x)σs(x)T ‖ ≥ A

)
ds are upper semicontinuous in

x for all A. By Dini’s theorem, they converge to 0 as A→∞ uniformly on compacts, which checks
the hypotheses of Theorem 2.5.19 in Puhalskii [36].

Below, we use
∫ t
0 σsẆs ds to denote (σ ¦W )t. Let σt(x), x ∈ C, t ∈ R+, and bt(x), x ∈ C, t ∈

R+, be functions with values in Rd×d and Rd, respectively, which are Lebesgue-measurable in t and
Ct-measurable in x. Let also the functions bt(x) and σt(x)σt(x)

T be locally integrable in t. Let W
be an Rd-valued standard idempotent Wiener process on an idempotent probability space (Υ,Π)

relative to a complete τ -flow A and let CWt for t ∈ R+ denote the completion of Ct with respect to
the Wiener deviability on C. We say that, given x0 ∈ Rd, an Rd-valued idempotent process X on
(Υ,Π) is a strong solution to the idempotent Ito equation

Xt = x0 +

t∫

0

bs(X) ds+

t∫

0

σs(X) Ẇs ds, t ∈ R+, (2.1)
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if equality (2.1) holds Π-a.e. and there exists a function J : C → C, which is CWt /Ct-measurable for
every t ∈ R+, such that X = J(W ) Π-a.e. As a consequence, X is A-adapted. A strong solution
is called Luzin if the function J is continuous when restricted to the sets {x ∈ C : ΠW (x) ≥ a} for
a ∈ (0, 1]. We say that there exists a unique strong solution (respectively, Luzin strong solution) if
any strong solution (respectively, Luzin strong solution) can be written as X = J(W ) Π-a.e. for
the same function J .

We say that idempotent probability Πx0 on C is a weak solution of (2.1) if there exists an
idempotent probability space (Υ,Π) with a complete τ -flow A, on which are defined a continuous-
path Rd-valued A-adapted idempotent process X = (Xt, t ∈ R+) and a continuous-path Rd-valued
A-adapted idempotent process W = (Wt, t ∈ R+) such that W is standard idempotent Wiener
relative to A, X has idempotent distribution Πx0 , and (2.1) holds for all t ∈ R+ Π-a.e. on Υ. If
the joint idempotent distribution of (X,W ) (and, hence, Πx0) is, in addition, a deviability, then
we call Πx0 a Luzin weak solution. If a strong (respectively, Luzin strong) solution exists, then
its idempotent distribution is a weak (respectively, Luzin weak) solution. Occasionally, we call
the idempotent process X itself a weak solution (respectively, Luzin weak solution) so that, with a
slight abuse of terminology, one can say that a (Luzin) strong solution is a (Luzin) weak solution. It
is worth mentioning that weak solutions can always be realised on the canonical space C×C, with
X = (Xt, t ∈ R+) and W = (Wt, t ∈ R+) being the projection processes defined by Xt(x,x

′) = xt
and Wt(x,x

′) = x′t for (x,x
′) ∈ C×C. Then the joint idempotent distribution of (X,W ) coincides

with Π and Πx0(x) = supx′∈CΠ(x,x′) for x ∈ C.
Pathwise uniqueness is said to hold for (2.1) if for every two weak solutions (X,W ) and (X ′,W ′),

defined on a common idempotent probability space (Υ,Π) with the same τ -flow A, we have X =
X ′ Π-a.e. provided W = W ′ Π-a.e. Pathwise uniqueness holds if for every w ∈ C such that
ΠW (w) > 0 the initial value problem ẋt = bt(x) + σt(x) ẇt, x0 = x0, has at most one solution x.
If pathwise uniqueness holds, then (2.1) has at most one weak solution so that if, in addition, there
exists a (Luzin) weak solution, then it is unique, and there exists a unique (Luzin) strong solution.

As a consequence, we have the following result on strong existence and uniqueness. Let the
functions bt(x) and σt(x) be, in addition, locally Lipshitz continuous in x, i.e., for every a > 0
there exists an R+-valued locally integrable in t function lat , t ∈ R+, such that |bt(x) − bt(y)| ≤
lat sups≤t|xs − ys| and ‖σt(x)− σt(y)‖2 ≤ lat sups≤t|xs − ys|2 if sups≤t|xs| ≤ a and sups≤t|ys| ≤ a.
Let them also satisfy the linear-growth condition that there exists an R+-valued locally integrable
function lt, t ∈ R+, such that |bt(x)| ≤ lt(1 + sups≤t|xs|) and ‖σt(x)‖2 ≤ lt(1 + sups≤t|xs|2) for
x ∈ C and t ∈ R+. Then (2.1) has a unique weak solution, which is also a Luzin strong solution.

Let Υ be a metric space. A netΠφ, φ ∈ Φ, where Φ is a directed set, of idempotent probabilities
on Υ is said to converge weakly to idempotent probability Π on Υ if limφ∈Φ SΠφ

f = SΠf for every
R+-valued bounded and continuous function f on Υ; equivalently, lim supφ∈ΦΠφ(F ) ≤ Π(F ) for
all closed sets F ⊂ Υ and lim infφ∈ΦΠφ(G) ≥ Π(G) for all open sets G ⊂ Υ. A net of idempotent
variables with values in a common metric space is said to converge in idempotent distribution if
their idempotent distributions weakly converge. One has the continuous mapping principle for
convergence in idempotent distribution: if a net Xφ, φ ∈ Φ, of idempotent variables with values
in Υ converges in idempotent distribution to an idempotent variable X with values in Υ and f
is a continuous function from Υ to a metric space Υ′, then the net f(Xφ), φ ∈ Φ, converges in
idempotent distribution to f(X). A net Πφ, φ ∈ Φ, of deviabilities on Υ is said to be tight if
infK∈K lim supφ∈ΦΠφ(Υ \ K) = 0, where K denotes the collection of compact subsets of Υ. A
tight net of deviabilities is weakly compact, i.e., it contains a subnet that converges weakly to a
deviability (if Πφ is a sequence, then it contains a weakly convergent subsequence).
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3 Maxingale problems of diffusion type and idempotent Ito equa-

tions

The purpose of this section is to establish equivalence between solutions of maxingale problems
of diffusion type and Luzin weak solutions to the associated idempotent Ito equations. We also
present results on existence and uniqueness for idempotent Ito equations.

As above, C denotes the metric space of continuous Rd-valued functions x = (xt, t ∈ R+)
endowed with compact-open topology, Cs, for s ∈ R+, denotes the τ -algebra on C generated by
the mappings x → xt, t ∈ [0, s], and the canonical τ -flow on C is defined by C = (Ct, t ∈ R+).
We identify the product space Ĉ = C × C with the space of continuous Rd × Rd-valued functions
(x,x′) =

(
(xt,x

′
t), t ∈ R+

)
with compact-open topology; the canonical τ -flow on Ĉ is denoted by

Ĉ = (Ĉt, t ∈ R+); ĈΠ̂ =
(
ĈΠ̂t , t ∈ R+

)
denotes the completion of the τ -flow Ĉ with respect to a

deviability Π̂ on Ĉ. Besides, “a.e.” refers to Lebesgue measure unless specified otherwise.
Let functions bs(x) and cs(x), where s ∈ R+ and x ∈ C, with values in Rd and the set of positive

semi-definite d × d-matrices, respectively, be Cs-measurable and continuous in x ∈ C for s ∈ R+,
Lebesgue measurable in s for x ∈ C, and such that the integrals

∫ t
0 |bs(x)| ds and

∫ t
0 tr cs(x) ds are

finite and continuous in x ∈ C for all t ∈ R+. We define the function G = (Gt(λ;x), x ∈ C, t ∈
R+, λ ∈ Rd) by

Gt(λ;x) =

t∫

0

λ · bs(x) ds+
1

2

t∫

0

λ · cs(x)λ ds. (3.1)

Let us introduce the idempotent Ito equation

Xt = x0 +

t∫

0

bs(X) ds+

t∫

0

cs(X)1/2 Ẇs ds, t ∈ R+, (3.2)

where x0 ∈ Rd. The next result extends Puhalskii [36, Theorem 2.6.30] by showing that the
condition of the non-degeneracy of the diffusion matrix assumed there can be omitted.

Theorem 3.1. Deviability Πx0 on C solves the maxingale problem (x0, G) if and only if Πx0 is a
Luzin weak solution of idempotent Ito equation (3.2).

We preview the proof with a lemma in the theme of the continuous mapping principle.

Lemma 3.1. Let idempotent variables X and Xφ, φ ∈ Φ, where Φ is a directed set, with values
in a metric space E be defined on idempotent probability spaces (Υ,Π) and (Υφ,Πφ), φ ∈ Φ,
respectively. Let f be a function from E to a metric space E ′. If the Xφ converge in idempotent
distribution to X as φ ∈ Φ and there exists a sequence of closed sets Fm ⊂ E, m ∈ N, such that
limm→∞ lim supφ∈ΦΠ(Xφ 6∈ Fm) = 0 and f is continuous when restricted to each Fm, then the
f(Xφ) converge in idempotent distribution to f(X).

Proof. Let fm denote a continuous function that coincides with f on Fm, which exists by the Tietze-
Urysohn extension theorem. Then the fm(Xφ) converge in idempotent distribution to fm(X) as
φ ∈ Φ by the continuous mapping principle,

lim sup
m→∞

Π(fm(X) 6= f(X)) ≤ lim sup
m→∞

Π(X 6∈ Fm) ≤ lim sup
m→∞

lim inf
φ∈Φ

Π(Xφ 6∈ Fm) = 0,

and
lim sup
m→∞

lim sup
φ∈Φ

Π(fm(Xφ) 6= f(Xφ)) ≤ lim sup
m→∞

lim sup
φ∈Φ

Π(Xφ 6∈ Fm) = 0.

The claim follows.
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Proof of Theorem 3.1. Let (3.2) have a Luzin weak solution. Let the idempotent processes
(X,W ) be defined on (Υ,Π) with a complete τ -flow A. By Lemma 2.3 the idempotent pro-
cess

(∫ t
0 cs(X)1/2 Ẇs ds, t ∈ R+) is an A-local maxingale on (Υ,Π) with quadratic characteristic(∫ t

0 cs(X) ds, t ∈ R+). Therefore, (3.2) implies that
(
exp(λ · (Xt − x0) −

∫ t
0 λ · bs(X) ds −

∫ t
0 λ ·

cs(X)λ ds/2), t ∈ R+
)
is an A-local exponential maxingale on (Υ,Π). It is then a local exponential

maxingale relative to the τ -flow generated by X. The sufficiency part of the theorem follows by
the transitivity law for conditional idempotent expectations, Puhalskii [36, Lemma 1.6.27].

We prove necessity. By hypotheses, under Πx0 the idempotent process
(
exp(λ · (xt − x0) −∫ t

0 λ · bs(x) ds −
∫ t
0 λ · cs(x)λ/2 ds), t ∈ R+

)
is a local exponential maxingale relative to C. Let

X and W denote the coordinate processes on Ĉ, i.e., Xt(x,x
′) = xt and Wt(x,x

′) = x′t, and let
Π̂ = Πx0 ×ΠW . By the maxingale property of an idempotent Wiener process and Lemma 2.1, the
idempotent process

(
exp(λ · (Xt−x0+

√
εWt)−

∫ t
0 λ · bs(X) ds−

∫ t
0 λ · (cs(X)+ ε I)λ/2 ds, t ∈ R+

)
,

where I is the d×d identity matrix and ε > 0, is a local exponential maxingale on (Ĉ, Π̂) relative to
the canonical τ -flow. Hence, by Theorem 2.5.22 in Puhalskii [36], on (Ĉ, Π̂) there exists a standard

idempotent Wiener process W ε relative to ĈΠ̂ such that

Xt +
√
εWt = x0 +

t∫

0

bs(X) ds+

t∫

0

(cs(X) + ε I)1/2 Ẇ ε
s ds, t ∈ R+. (3.3)

Let Πε be the deviability on Ĉ that is the idempotent distribution of (X,W ε) on (Ĉ, Π̂). Since the
idempotent distributions of X and W ε are Πx0 and ΠW , respectively, the net Πε is tight as ε→ 0.
Let a subnet Πε′ of Πε weakly converge to a deviability Π̃ on Ĉ. Since Π̃ has Πx0 and ΠW as the
coordinate projections, we can assume that the (X,W ε′) converge in idempotent distribution to
the canonical idempotent process (X, W̃ ) on (Ĉ, Π̃) and that W̃ is a standard idempotent Wiener
process.

Let us show that W̃ is idempotent Wiener relative to ĈΠ̃. It suffices to prove that W̃t − W̃s

is independent of Ĉs on (Ĉ, Π̃) for s ≤ t. Since W ε is standard idempotent Wiener relative to ĈΠ̂

and X is ĈΠ̂-adapted, W ε
t −W ε

s is independent of (Xr,W
ε
r ) on (Ĉ, Π̂) for r ≤ s. By convergence in

idempotent distribution of the (X,W ε′) to (X, W̃ ), W̃t − W̃s is independent of (Xr, W̃r) on (Ĉ, Π̃)
for r ≤ s. The required property follows since Ĉs is generated by (Xr, W̃r), r ≤ s.

We next prove that

Xt = x0 +

t∫

0

bs(X) ds+

t∫

0

cs(X)1/2 ˙̃Ws ds, t ∈ R+, Π̃-a.e. (3.4)

We have by (3.3) for T > 0 and δ > 0

Π̂
(

sup
t∈[0,T ]

|Xt −
(
x0 +

t∫

0

bs(X) ds+

t∫

0

cs(X)1/2 Ẇ ε
s ds

)
| > δ

)

≤ Π̂
(

sup
t∈[0,T ]

|√εWt| >
δ

2

)
∨ Π̂

(
sup
t∈[0,T ]

|
t∫

0

(
cs(X) + ε I)1/2 − cs(X)1/2

)
Ẇ ε

s ds| >
δ

2

)
. (3.5)

Since W is a local maxingale with quadratic characteristic (t I , t ∈ R+), by Lemma 2.2
Π̂
(
supt∈[0,T ]|

√
εWt| > δ/2

)
≤ exp

(
−δ/(2√ε)

)
exp(T/2), which tends to 0 as ε→ 0.

873



Next, by Lemmas 2.2 and 2.3,

Π̂
(

sup
t∈[0,T ]

|
t∫

0

(
(cs(X) + ε I)1/2 − cs(X)1/2

)
Ẇ ε

s ds| >
δ

2

)

≤ e−δ/(4
√
ε) ∨ Π̂

( T∫

0

‖
(
(cs(X) + ε I)1/2 − cs(X)1/2

)2‖ ds ≥ δ
√
ε

2

)
.

Since ‖
(
(cs(X) + ε I)1/2 − cs(X)1/2

)2‖ ≤ ε, the latter idempotent probability tends to 0 as ε → 0,
so the left-hand side tends to 0 as ε→ 0. Hence, the left-hand side of (3.5) tends to 0 as ε→ 0.

In addition, on noting that under the hypotheses the mapping x → (cs(x), s ∈ [0, t]) is con-
tinuous in x ∈ C with respect to the norm

∫ t
0‖cs(x)‖ ds, we have that the function (x,y) →(∫ t

0 cs(x)
1/2 ẏs ds, t ∈ R+

)
from Ĉ to C, which is defined arbitrarily when the integral is not well

defined, is continuous when restricted to the sets Fm = {(x,y) :
∫∞
0 |ẏs|2 ds ≤ m} for m ∈ N.

Therefore, in view of Lemma 3.1

lim inf
ε′→0

Π̂
(
sup
t∈[0,T ]

|Xt −
(
x0 +

t∫

0

bs(X) ds+

t∫

0

cs(X)1/2 Ẇ ε′

s ds
)
| > δ

)

≥ Π̃
(
sup
t∈[0,T ]

|Xt −
(
x0 +

t∫

0

bs(X) ds+

t∫

0

cs(X)1/2 ˙̃Ws ds
)
| > δ

)
.

Equality (3.4) follows. Since X has idempotent distribution Πx0 and W̃ is a standard idempotent

Wiener process relative to ĈΠ̃ under Π̃, Πx0 is a Luzin weak solution of (3.4).

As a consequence of the theorem, uniqueness holds for (x0, G) if and only if equation (3.2) has a
unique Luzin weak solution. We now provide sufficient conditions for the equation to have a Luzin
weak solution, which extend the results of Puhalskii [36, 37]. Let us assume that for every a > 0
there exists a locally integrable in s nonnegative function ras , s ∈ R+, such that |bt(x)|+‖ct(x)‖ ≤ rat
for all t ∈ R+ and x ∈ C satisfying the condition sups≤t|xs| ≤ a. Let there exist a differentiable
real-valued function V (x), x ∈ Rd, such that |V (x)| → ∞ as |x| → ∞, an increasing real-valued
positive function k(q), q ∈ R+, such that k(q)→∞ as q →∞ and

∫∞
1 1/k(q) dq =∞, and a locally

integrable R+-valued function ls, s ∈ R+, for which

∇V (xt) · bt(x) ≤ lt
(
1 + sup

s≤t
k(|V (xs)|)

)
, t ∈ R+, x ∈ C, (3.6a)

∇V (xt) · ct(x)∇V (xt) ≤ lt
(
1 + sup

s≤t
k(|V (xs)|)2

)
, t ∈ R+, x ∈ C, (3.6b)

where ∇ denotes gradient.
Let cs(x)

⊕ denote the pseudo-inverse of cs(x) and let idempotent probability Π∗x0
on C be

defined by

Π∗x0
(x) = exp

(
−1

2

∞∫

0

(
ẋs − bs(x)

)
· cs(x)⊕

(
ẋs − bs(x)

)
ds
)

(3.7)

if x is absolutely continuous, x0 = x0, and ẋs − bs(x) is in the range of cs(x) a.e., and Π
∗
x0
(x) = 0

otherwise. The next lemma implies, in particular, that Π∗
x0

is a deviability.
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Lemma 3.2. Under the introduced hypotheses, Π∗
x0

is a Luzin weak solution of equation (3.2).

Proof. Let σt(x) = ct(x)
1/2. We first prove that the ordinary differential equation

ẋt = bt(x) + σt(x)ẇt a.e. , x0 = x0, (3.8)

where wt is an absolutely continuous function such that
∫∞
0 |ẇt|2 dt < ∞, satisfies the extension

condition, Puhalskii [36], i.e., given arbitrary T > 0, every absolutely continuous function x̂t
that satisfies (3.8) on [0, T ] can be extended to a solution on [T,∞). Let, given N ∈ N and
x ∈ C, τN (x) = inf{t ∈ R+ : |xt| + t ≥ N}, p̃Nx = (xt∧τN (x), t ∈ R+), bNt (x) = bt(p̃Nx) and

σNt (x) = σt(p̃Nx). By hypotheses, the functions bNt (x) and σNt (x) are continuous in x, and the
functions |bNt (x)| and ‖σNt (x)‖2 are bounded by the locally integrable function rNt , so the equations

ẋt = bNt (x) + σNt (x)ẇt, t ≥ T a.e. , where xt = x̂t for t ≤ T,

have solutions xN = (xNt , t ∈ R+) (the latter follows, e.g., by the method of successive approxima-
tions). We have by (3.6a) and (3.6b) for t ≥ T a.e.

d

dt
V (xNt ) = ∇V (xNt ) · bt(xN ) +∇V (xNt ) · σt(xN )ẇt

≤
(
lt +

√
lt|ẇt|

)(
1 + sup

r≤T
k
(
|V (x̂r)|

))
+
(
lt +

√
lt|ẇt|

)
sup
T≤r≤t

k
(
|V (xNr )|

)
.

Let q0 ∈ R+ be such that k(q) ≥ 1 for q ≥ q0. Denoting yNt =
∫ t
T

(
1 + ls +

√
ls|ẇs|

)
supT≤r≤s

k
(
|V (xNr )|

)
ds and zt = q0 + V (x̂T ) +

(
1 + supr≤T k

(
|V (x̂r)|

)) ∫ t
T

(
ls +

√
ls|ẇs|

)
ds, we have that

zt+yNt∫

zt

dq

k(q)
=

t∫

T

dyNs
k(zt + yNs )

≤
t∫

T

(
1 + ls +

√
ls|ẇs|

)
ds, (3.9)

which implies that the yNt are bounded in N for a given t. Therefore, for suitable constants
Kt, t ≥ T ,

sup
T≤s≤t

|xNs | ≤ Kt, N ∈ N, t ≥ T. (3.10)

Thus, if N is large enough, then |xNt |+ t < N on [T, T +1], (p̃Nx
N )t = xNt and, hence, bt(p̃Nx

N ) =
bt(x

N ) and σt(p̃Nx
N ) = σt(x

N ) for t ∈ [0, T + 1]. For these N the function x = xN satisfies
equation (3.8) on [T, T +1] and coincides with x̂ on [0, T ]. Replacing T with T +1, we can extend
x to a solution of (3.8) on [T, T + 2] and so forth.

Let idempotent probability Π̂ on Ĉ be defined by Π̂(x,w) = ΠW (w) if (x,w) satisfies (3.8)
and Π̂(x,w) = 0 otherwise. Then the first component process on Ĉ has idempotent distribution
Π∗x0

under Π̂, the second component process has idempotent distribution ΠW , and (3.2) holds

Π̂-a.e. In addition, by the argument of the proof of part 1 of Lemma 2.6.17 in Puhalskii [36], the

second component process is standard idempotent Wiener relative to ĈΠ̂. Thus, Π∗x0
is a weak

solution to (3.2). It is a Luzin weak solution if Π̂ is a deviability on Ĉ. Upper semi-continuity of
Π̂(x,w) is established similarly to how it is done in the proof of Theorem 2.6.24 in Puhalskii [36].
To show that the sets {(x,w) : Π̂(x,w) ≥ a} are, moreover, compact for a ∈ (0, 1], let us consider
sequences w(n) ∈ C, n ∈ N, and x(n) ∈ C, n ∈ N, such that

ẋ
(n)
t = bt(x

(n)) + σt(x
(n))ẇ

(n)
t a.e. , x

(n)
0 = x0, (3.11)
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ΠW (w(n)) ≥ a, and w(n) → w as n → ∞. Let us note that an analogue of inequality (3.9) also

holds for (x(n),w(n)), so in analogy with (3.10) lim supn→∞ sups∈[0,t]|x(n)s | < ∞ for t ∈ R+. Also
by (3.11) for 0 ≤ s ≤ t

|x(n)t − x(n)s | ≤
t∫

s

|br(x(n))| dr +

√√√√√
t∫

s

‖cr(x(n))‖ dr

√√√√√
t∫

s

|ẇ(n)r |2 dr.

An application of Arzelà–Ascoli’s theorem completes the proof.

As mentioned in Section 2, pathwise uniqueness holds for (3.2) under Lipshitz continuity condi-
tions, so there exists a unique weak solution, which is in fact a Luzin strong solution. The following
uniqueness result relaxes these requirements.

Corollary 3.1. Let, in addition to the hypotheses of Lemma 3.2, for every a > 0 there exist a
differentiable real-valued function V a(x), x ∈ Rd, such that V a(x) 6= 0 if x 6= 0, an increasing R+-
valued function ka(q), q ∈ R+, such that ka(0) = 0, ka(q) > 0 for q > 0 and

∫ ε
0 dq/k

a(q) = ∞ for
ε > 0, and a locally integrable R+-valued function lat , t ∈ R+, for which the inequalities ∇V a(xt−yt)·(
bt(x)− bt(y)

)
≤ lat sups∈[0,t] k

a
(
|V a(xs − ys)|

)
and ∇V a(xt − yt) ·

(
ct(x)

1/2 − ct(y)1/2
)2∇V a(xt −

yt) ≤ lat sups∈[0,t] k
a
(
|V a(xs − ys)|

)2
hold when sups∈[0,t]|xs| ≤ a and sups∈[0,t]|ys| ≤ a. Then

(3.2) has a unique strong solution, which is a Luzin strong solution. This solution has idempotent
distribution Π∗x0

, which is a unique weak solution and is a unique Luzin weak solution of (3.2).

The proof is omitted since it is much the same as that of the next corollary, which permits
non-Lipshitz behaviour for the Markov setting. The result is analogous to the one from the theory
of ordinary differential equations, see, e.g., Coddington and Levinson [5], Hartman [21].

Corollary 3.2. Let bs(x) = b̂s(xs) and cs(x) = ĉs(xs), where the functions b̂s(x) and ĉs(x)
are Lebesgue-measurable in s ∈ R+, continuous in x ∈ Rd, and such that the functions
ess sup x∈Rd: |x|≤A|b̂s(x)| and ess sup x∈Rd: |x|≤A‖ĉs(x)‖ are locally integrable in s for A ∈ R+. Let the
following growth conditions be satisfied: ∇V (x) · b̂t(x) ≤ lt

(
1 + k(|V (x)|)

)
, ∇V (x) · ĉt(x)∇V (x) ≤

lt
(
1 + k(|V (x)|)2

)
, where the functions V (x), k(q), and lt are as in the hypotheses of Lemma

3.2. Let for every a > 0 there exist functions V a(x), ka(q), and lat as in the statement of
Corollary 3.1 such that the inequalities ∇V a(x − y) · (b̂t(x) − b̂t(y)) ≤ lat k

a
(
|V a(x − y)|

)
and

∇V a(x− y) ·
(
ĉt(x)

1/2 − ĉt(y)1/2
)2∇V a(x− y) ≤ lat k

a(|V a(x− y)|)2 hold when |x| ≤ a and |y| ≤ a.
Then (3.2) has a unique strong solution, which is a Luzin strong solution. This solution has idem-
potent distribution Π∗x0

, which is a unique weak solution and is a unique Luzin weak solution of
(3.2).

Proof. By Lemma 3.2 under the hypotheses there exists a Luzin weak solution, so it suffices to
prove pathwise uniqueness for (3.2). Let X and Y be two solutions. Given arbitrary a > 0 and
T > 0, we define τa = inf{t ∈ R+ : |Xt| ∨ |Yt| ≥ a} ∧ T . Then a.e. for t ≤ τ a

d

dt
V a(Xt − Yt) = ∇V a(Xt − Yt) · (b̂t(Xt)− b̂t(Yt)) +∇V a(Xt − Yt) · (ĉt(Xt)

1/2 − ĉt(Yt)1/2)Ẇt

≤
(
lat +

√
lat |Ẇt|

)
ka
(
|V a(Xt − Yt)|

)
.

Let ϕt = |V a(Xt − Yt)| and ψt = 1 + lat +
√
lat |Ẇt|. Then ψt is positive, locally integrable, and

ϕt ≤
∫ t
0 ψs k

a(ϕs) ds. Denoting as yt the right-hand side of the latter inequality, we have that
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∫ t
0 dys/k

a(ε+ ys) ≤
∫ t
0 ψs ds for arbitrary ε > 0. Hence, the integral

∫ ε+yt
ε dq/ka(q) =

∫ t
0 dys/k

a(ε+
ys) is bounded as ε→ 0, so yt = 0. We have thus proved that Xt = Yt for t ≤ τa. Letting a→∞,
we conclude that Xt = Yt for t ≤ T .

Remark 3.1. The most common choice of functions V , V a, k, and ka is V (x) = V a(x) = |x|2 and
k(q) = ka(q) = q. One then obtains extensions of linear-growth and Lipshitz continuity conditions.

Remark 3.2. As an example of non-Lipshitz-continuous coefficients with super-linear growth at
infinity, one can take ĉt(x)

1/2 = Λ1diag(|x1 log|x1||, . . . , |xd log|xd||)Λ2 and b̂t(x) =
∑d

i=1 vixi log|xi|,
where x = (x1, . . . , xd)

T , the vi are elements of Rd, and Λ1 and Λ2 are d× d matrices.

4 Applications to large deviations of stochastic equations

We now consider applications to large deviation convergence of solutions of stochastic equations to
solutions of idempotent Ito equations with possibly degenerate coefficients. In the standard large
deviation theory classification, this is the setting of moderate deviations. To recall the terminology,
we say that a net Pφ, φ ∈ Φ, Φ being a directed set, of probability measures on the Borel σ-algebra
of a metric space Υ large deviation (LD) converges as φ ∈ Φ at rate kφ, where kφ →∞ as φ ∈ Φ, to

a deviability Π on Υ if limφ∈Φ
(∫
Υ f(υ)

kφ dPφ(υ)
)1/kφ = supυ∈Υ f(υ)Π({υ}) for every continuous

bounded R+-valued function f on Υ. As a matter of fact, the net Pφ, φ ∈ Φ, LD converges at
rate kφ to Π if and only if it obeys the LDP with action functional I = − logΠ for scale kφ, so
LD convergence is another way of formulating LDP results, which we find more natural for our
approach. Next, a net of random variables Xφ, φ ∈ Φ, with values in Υ is said to LD converge

in distribution (denoted as Xφ
ld−→ X) at rate kφ to a Luzin idempotent variable X with values in

Υ if the net of laws of the Xφ LD converges at rate kφ to the idempotent distribution of X. We
also say that the net Xφ, φ ∈ Φ, converges to a point υ ∈ Υ superexponentially in probability at

rate kφ and write Xφ

P
1/kφ
φ−→ υ as φ ∈ Φ if limφ∈ΦPφ(ρ(Xφ, υ) > ε)1/kφ = 0 for all ε > 0, where ρ is

the metric on Υ. The theorems on LD convergence presented in this section refer to the Skorohod
space D of right-continuous with left-hand limits Rd-valued functions x = (xt, t ∈ R+) endowed
with the Skorohod-Prohorov-Lindvall metric, see, e.g., Jacod and Shiryaev [23] for more detail. We
denote as xs− the left-hand limit of x at s.

The first application expands on Example 5.4.6 in Puhalskii [36]. Let B(E) denote the Borel
σ-algebra of a metric space E and P(D) denote the predictable σ-algebra on R+×D. Let (U,U) be
a measurable space and m(dϑ) be a non-negative σ-finite measure on (U,U). We assume as given
functions bε, γs (x), σε, γs (x), and f ε, γs (x, ϑ), where ε > 0, γ > 0, s ∈ R+, x ∈ D, and ϑ ∈ U , which are
P(D)/B(Rd), P(D)/B(Rd × Rd′), and P(D) ⊗ U/B(Rd)-measurable, respectively. Let there exist
weak solutions to the stochastic equations

Xε,γ
t = x0 +

t∫

0

bε,γs (Xε,γ) ds+
√
ε

t∫

0

σε,γs (Xε,γ) dBε
s

+
√
εγ

t∫

0

∫

U

f ε,γs (Xε,γ , ϑ)
[
N γ(ds, dϑ)− γ−1dsm(dϑ)

]
,

where x0 ∈ Rd, the Bε = (Bε
s, s ∈ R+) are Rd′-valued standard Wiener processes, and the

N γ = (N γ(ds, dϑ)) are Poisson random measures on (R+ × U,B(R+) ⊗ U) with intensity mea-
sures γ−1 dsm(dϑ). (The existence holds, e.g., if bε,γs (x) and σε,γs (x) are continuous in x ∈ D,
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limy→x
∫
U |f

ε,γ
s (x, ϑ) − f ε,γs (y, ϑ)|2m(dϑ) = 0, |bε,γs (x)|2 + ‖σε,γs (x)‖2 ≤ lε,γs (1 + supt≤s|xt|2), and

|f ε,γs (x, ϑ)| ≤ hε,γs (ϑ)(1 + supt≤s |xt|), where lε,γs and hε,γs (ϑ) are R+-valued and increasing in
s, hε,γs (ϑ) is U/B(R+)–measurable for every s ∈ R+, and

∫
U h

ε,γ
s (ϑ)2m(dϑ) < ∞, Gihman

and Skorohod [20]. Another set of conditions is given by assuming that bε,γs (x) = b̂ε,γs (xs−),
σε,γs (x) = σ̂ε,γs (xs−), and f ε,γs (x, ϑ) = f̂ ε,γs (xs−, ϑ), where b̂ε,γs (x), σ̂ε,γs (x), and f̂ ε,γs (x, ϑ) are
B(R+)⊗B(Rd)/B(Rd), B(R+)⊗B(Rd)/B(Rd×Rd′), and B(R+)⊗B(Rd)⊗U/B(Rd)-measurable, re-
spectively, b̂ε,γs (x) and σ̂ε,γs (x) are continuous in x ∈ Rd, limy→x

∫
U |f̂

ε,γ
s (y, ϑ)−f̂ ε,γs (x, ϑ)|2m(dϑ) = 0,

|b̂ε,γs (x)|2 + ‖σ̂ε,γs (x)‖2 ≤ l̂ε,γs (1 + |x|2), and |f̂ ε,γs (x, ϑ)| ≤ ĥε,γs (ϑ)(1 + |x|), where l̂ε,γs and ĥε,γs (ϑ)
are R+-valued and increasing in s, ĥε,γs (ϑ) is U/B(R+)–measurable for every s ∈ R+, and∫
U ĥ

ε,γ
s (ϑ)2m(dϑ) < ∞, Gihman and Skorohod [20], Ikeda and Watanabe [22], and Jacod and

Shiryaev [23]. To ensure uniqueness one may require, in addition, that either the coefficients be
Lipshitz-continuous or that they be bounded and a non-degeneracy condition hold, see Gihman
and Skorohod [20], Ikeda and Watanabe [22], and Jacod and Shiryaev [23] for more detail. We also
remark that for diffusions without jumps the linear-growth and (or) Lipshitz continuity conditions
can be relaxed in analogy with the hypotheses of Lemma 3.2, Corollary 3.1, and Corollary 3.2, cf.,
Narita [30], Ethier and Kurtz [12], Ikeda and Watanabe [22], Fang and Zhang [13].)

Let us denote x∗t = sups≤t|xs| and introduce the following moment conditions on the jumps of
the Xε,γ :

(P̃) for some p > 2

lim sup
ε→0
γ→0

sup
x∈D:x∗t≤A

t∫

0

∫

U

|f ε,γs (x, ϑ)|pm(dϑ) ds <∞, t ∈ R+, A ∈ R+,

(S̃E) for some β ∈ (0, 1] and α > 0

lim sup
ε→0
γ→0

sup
x∈D:x∗t≤A

t∫

0

∫

U

exp
(
α|f ε,γs (x, ϑ)|β

)
1
(
|f ε,γs (x, ϑ)| ≥ 1

)
m(dϑ) ds <∞, t ∈ R+, A ∈ R+.

It is assumed that the functions bs(x) and cs(x) as defined at the beginning of Section 3 are extended
for x ∈ D such that they are locally integrable in s, are adapted to the canonical τ -flow on D, and
are continuous in x at x ∈ C. (The canonical τ -flow on D is defined similarly to the one on C as
consisting of τ -algebras generated by projection mappings.)

Let us denote cε,γs (x) = σε,γs (x)σε,γs (x)T +
∫
U f

ε,γ
s (x, ϑ)f ε,γs (x, ϑ)T m(dϑ).

Theorem 4.1. Let equation (3.2) have a unique Luzin weak solution X. Let for arbitrary t ∈ R+
and A ∈ R+

t∫

0

ess sup
x∈D:x∗s≤A

|bs(x)| ds <∞,
t∫

0

ess sup
x∈D:x∗s≤A

‖cs(x)‖ ds <∞.

Let, as ε→ 0 and γ → 0,

sup
x∈D:x∗t≤A

t∫

0

|bε,γs (x)− bs(x)| ds→ 0 and sup
x∈D:x∗t≤A

t∫

0

‖cε,γs (x)− cs(x)‖ ds→ 0.

If, in addition, either condition (P̃ ) holds and ε log(γ−1) → ∞, or condition (S̃E) holds and

ε2−β/γβ →∞, then Xε,γ ld→ X at rate 1/ε.
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Proof. The proof consists in checking the hypotheses of Theorem 5.2.12 in Puhalskii [36] and
proceeds similarly to the proof of Lemma 8 in Puhalskii [37]. There are several groups of conditions
to be checked.

The first group concerns the limit idempotent equation. For the setting at hand these are
the continuity and local majoration conditions on Bt(x) =

∫ t
0 bs(x) ds and Ct(x) =

∫ t
0 cs(x) ds, see

p.375 of Puhalskii [36]. These conditions readily follow from the hypotheses. There is also condition
(NE), which requires certain regularity properties of deviability Π∗

x0
from (3.7): not only does the

function Π∗x0
(x) have to be upper compact in x but also the sets ∪s∈[0,t]{x∗s : Π∗x0,s(x) ≥ a} must

be bounded for a ∈ (0, 1] and t ∈ R+, where in analogy with the definition of Π∗
x0

Π∗x0,s(x) = exp
(
−1

2

s∫

0

(
ẋr − br(x)

)
· cr(x)⊕

(
ẋr − br(x)

)
dr
)

if x is absolutely continuous, x0 = x0, and ẋr − br(x) is in the range of cr(x) a.e. on [0, s], and
Π∗x0,s(x) = 0 otherwise. The stated property follows, as in the proof of Lemma 8 in Puhalskii [37],
by the fact that Π∗x0

is a deviability and the equation ẋt = bt(x) satisfies the extension condition
so that ∪s∈[0,t]{x∗s : Π∗x0,s(x) ≥ a} = ∪s∈[0,t]{x∗s : Π∗x0

(x) ≥ a}.
The second group of conditions concerns the predictable measure of jumps of X ε,γ , which has

the form

νε,γ([0, t],Γ) = γ−1
t∫

0

∫

U

1
(√
εγf ε,γs (Xε,γ , ϑ) ∈ Γ

)
m(dϑ) ds, t ∈ R+, Γ ∈ B(Rd \ {0}).

These are conditions (A)loc+(a)loc on p.377 of Puhalskii [36]. They require, roughly speaking, that
νε,γ in the limit reside on sets Γ that are “close to the origin” and follow by the moment conditions
(P̃ ) or (S̃E) as in the proof of Theorem 5.4.4 in Puhalskii [36].

There is also condition (0) requiring that the initial value X ε,γ
0 converge superexponentially in

probability to x0, which holds since Xε,γ
0 = x0. The final group of conditions concerns convergence

of the predictable characteristics of X ε,γ to the characteristics of X. Under the moment conditions
(P̃ ) or (S̃E) the measure νε,γ satisfies condition (L2)loc on p.410 of Puhalskii [36]. Therefore, as
in Theorem 5.3.5 and in view of the assertion of Lemma 5.3.2 in Puhalskii [36], it suffices to check
conditions (supB′)loc and (C ′0)loc on p.410 of Puhalskii [36]. These conditions feature the first
and modified second characteristics of X ε,γ without truncation, which are given by the respective
equalities

B′ε,γt =

t∫

0

bε,γs (Xε,γ) ds and C̃ ′ε,γt = ε

t∫

0

cε,γs (Xε,γ) ds.

It is required that B′ε,γ
t∧τε,γN

−Bt∧τε,γN (Xε,γ) converge to 0 superexponentially in probability uniformly

over t from bounded domains and ε−1C̃ ′ε,γ
t∧τε,γN

− Ct∧τε,γN (Xε,γ) converge to 0 superexponentially in

probability for all t, where τ ε,γN = inf{t ∈ R+ : |Xε,γ
t | + t ≥ N} and N ∈ N is arbitrary. These

convergences follow by the convergence conditions in the hypotheses.
Thus, according to Theorem 5.2.12 in Puhalskii [36] the sequence of laws of the X ε,γ is expo-

nentially tight and every limit deviability solves the maxingale problem (x0, G) with G from (3.1).
According to Theorem 3.1 such a deviability is a weak solution (3.2), so is specified uniquely.
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Theorem 4.1 implies, in particular, that, if, in addition, the equation xt = x0 +
∫ t
0 bs(x) ds has

a unique solution, then under the hypotheses the X ε,γ tend in probability to this solution. We
now consider deviations of order o(1) from such a solution. The limit proves to be an idempotent
Ornstein-Uhlenbeck process.

Theorem 4.2. Let the differential equation xt = x0+
∫ t
0 bs(x) ds have a solution x̃ = (x̃t, t ∈ R+).

Let ε → 0, γ → 0, and η → 0 in such a way that η/ε → ∞ and that, for arbitrary t ∈ R+ and
A ∈ R+,

sup
x∈D:x∗t≤A

t∫

0

|
√
η

ε

(
bε,γs (x̃+

√
ε

η
x)− bs(x̃)

)
− b̃sxs| ds→ 0,

sup
x∈D:x∗t≤A

t∫

0

‖cε,γs (x̃+

√
ε

η
x)− cs(x̃)‖ ds→ 0,

where b̃s, s ∈ R+, is an Rd×d-valued function such that the function ‖b̃s‖, s ∈ R+, is locally inte-

grable. If, in addition, either condition (P̃ ) holds and η log(γ−1)→∞, or condition (S̃E) holds and

η2−β/γβ →∞, then X̃ε,γ,η ld→ X̃ at rate 1/η, where the stochastic processes X̃ε,γ,η = (X̃ε,γ,η
t , t ∈ R+)

are defined by X̃ε,γ,η
t =

√
η/ε
(
Xε,γ
t −x̃t

)
and the idempotent process X̃ = (X̃t, t ∈ R+) is the unique

Luzin strong solution of the idempotent Ito equation Ẋt = b̃tXt + ct(x̃)
1/2 Ẇt, X0 = 0.

Proof. The proof proceeds along the lines of the proof of Theorem 4.1. The moment conditions
imply condition (L2)loc, so one has to verify conditions (0), (A)loc + (a)loc, (supB

′)loc, (C ′0)loc, and
(NE). They follow by the argument of the proof of Theorem 4.1 if one notes that the predictable
characteristics of X̃ε,γ,η without truncation are of the form

B′ε,γ,ηt =

t∫

0

√
η

ε

(
bε,γs

(
x̃+

√
ε

η
X̃ε,γ,η

)
− bs(x̃)

)
ds, Cε,γ,η

t = η

t∫

0

cε,γs

(
x̃+

√
ε

η
X̃ε,γ,η

)
ds,

νε,γ,η([0, t],Γ) = γ−1
t∫

0

∫

U

1
(√

γη f ε,γs

(
x̃+

√
ε

η
X̃ε,γ,η, ϑ

)
∈ Γ

)
m(dϑ) ds, Γ ∈ B(Rd \ {0}).

Remark 4.1. If bε,γ(x) = b̂s(xs), where b̂s(x) is differentiable in x for almost all s and the derivative
b̂′s(x) is bounded on bounded domains, then x̃ is specified uniquely and the first convergence
condition in the hypotheses holds for b̃s = b̂′s(x̃s).

We now give an application to a queueing system with time and state dependent service rates.
It concerns a one-dimensional setting, so each time the above notation is used, it is assumed
that d = 1. We consider a sequence of multiple-server queues with exponential service times and
exponential customer reneging. At time t the nth queueing system consists of Kn

t homogeneous
servers in parallel with service rates µnt . Arriving customers who find no available servers form
a queue and are served in the order of arrival. If a server serving a customer at time t becomes
unavailable due to a change of Kn

t , then this customer returns to the queue. The customers in the
queue at time t independently leave the system at rate θnt . The functions µnt and θnt are assumed
to be locally integrable and the function Kn

t is assumed to be Lebesgue measurable with values in
R+ ∪ {+∞}, where Kn

t =∞ corresponds to the case of an infinite-server queue.
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The probability objects associated with the nth system are defined on a complete probability
space (Ωn,Fn,Pn). Let A

n = (An
t , t ∈ R+) denote the exogenous arrival process in the nth queue.

Let Ln,k = (Ln,kt , t ∈ R+), k ∈ N, and Bn,k = (Bn,k
t , t ∈ R+), k ∈ N, be Poisson processes of

respective rate θnt and µnt at time t, which are responsible for reneging and service, respectively, in
the sense made precise by equation (4.2) below. The processes An, Ln,k, and Bn,k are considered
as random elements of space D and are assumed to be mutually independent. They are also
independent of the initial queue length.

We fix a real-valued sequence bn such that bn →∞ and bn/
√
n→ 0 as n→∞. It is assumed that

for some R+-valued locally integrable functions λnt the processes
(
(An

t −
∫ t
0 λ

n
s ds)/(bn

√
n), t ∈ R+

)

LD converge in distribution at rate b2n as n→∞ to an idempotent diffusion
(∫ t
0 σsẆs ds, t ∈ R+

)
,

where the function σt is Lebesgue measurable,
∫ t
0 σ

2
s ds < ∞, and W = (Wt, t ∈ R+) denotes a

standard idempotent Wiener process. For example, the An can be time-non-homogeneous Poisson
processes of rates λnt satisfying equality (4.1) below, alternatively they can be time and space
scaled renewal processes or superpositions of renewal processes, see Puhalskii and Whitt [39] for
more detail. We further assume that the following expansions hold

λnt = nλ0,t +
√
nbnλ1,t +

√
nλ2,t, (4.1)

µnt = µ0,t +
bn√
n
µ1,t +

1√
n
µ2,t,

Kn
t = nκ0,t +

√
nbnκ1,t +

√
nκ2,t,

θnt = θ0,t +
bn√
n
θ1,t +

1√
n
θ2,t,

where the functions λ0,t, µ0,t and θ0,t are R+-valued and locally integrable, the function κ0,t is
R+ ∪ {+∞}-valued and Lebesgue measurable, the functions λ1,t, λ2,t, µ1,t, µ2,t, θ1,t, and θ2,t are
locally integrable, the functions κ1,t and κ2,t are Lebesgue measurable and are such that the function
(|κ1,t|+ |κ2,t|)(µ0,t + θ0,t) is locally integrable. We also let x+ denote the positive part of x ∈ R.

Denoting by Qn
t the number of customers in the nth system at time t, we have that distribu-

tionally the process Qn = (Qn
t , t ∈ R+) satisfies the equation

Qn
t = Qn

0 +An
t −

∞∑

k=1

t∫

0

1(Qn
s− ≥ k +Kn

s−) dL
n,k
s −

∞∑

k=1

t∫

0

1(Qn
s− ∧Kn

s− ≥ k) dBn,k
s . (4.2)

Let an absolutely continuous function (qt, t ∈ R+) satisfy the differential equation q̇t = λ0,t −
θ0,t(qt − κ0,t)

+ − µ0,t(qt ∧ κ0,t) a.e. and stochastic processes Xn = (Xn
t , t ∈ R+) be defined by

Xn
t =

(√
n/bn

)(
Qn
t /n − qt

)
. Let X = (Xt, t ∈ R+) be the idempotent diffusion specified by the

equation

Ẋt = λ1,t − θ1,t(qt − κ0,t)+ − θ0,t
(
1(qt > κ0,t)(Xt − κ1,t) + 1(qt = κ0,t)(Xt − κ1,t)+

)

− µ1,t(qt ∧ κ0,t)− µ0,t
(
1(qt > κ0,t)κ1,t + 1(qt = κ0,t)(Xt ∧ κ1,t) + 1(qt < κ0,t)Xt

)

+
√
σ2t + θ0,t(qt − κ0,t)+ + µ0,t(qt ∧ κ0,t)Ẇt, X0 = x0 ∈ R. (4.3)

We note that by Corollary 3.2 the latter equation has a unique Luzin strong solution, which is also
a unique weak solution and is a unique Luzin weak solution.

Theorem 4.3. If Xn
0
P

1/b2n
n−→ x0 as n→∞, then Xn ld−→ X at rate b2n as n→∞.
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For the proof, we recall a lemma on conditional LD convergence, see Chaganty [4] and Puhalskii
[34, Theorem 2.2] (a similar argument appears also in Puhalskii [37, Theorem 1]).

Lemma 4.1. Let Πυ′ be a collection of deviabilities on a metric space Υ indexed by elements υ ′

of a metric space Υ′ and let µ be a deviability on Υ′. Let Pn
υ′ , υ

′ ∈ Υ′, be probability transition
kernels from Υ′ to Υ and mn be probabilities on Υ′. Let the idempotent probability Θ on Υ defined
by Θ(υ) = supυ∈Υ′ Πυ′(υ)µ(υ

′), υ ∈ Υ, be a deviability. Let probabilities Qn on Υ be defined by

Qn(Γ) =
∫
Υ′ Q

n
υ′(Γ)m

n(dυ′) for Borel subsets Γ of Υ. Let kn →∞ as n→∞. If mn ld→ µ at rate

kn as n→∞, and Qn
υ′n

ld→ Πυ′ at rate kn for µ-almost all υ′ ∈ Υ′ and all sequences υ′n → υ′, then

Qn ld→ Θ at rate kn.

Proof of Theorem 4.3. Let us assume at first that the An are deterministic functions an = (ant , t ∈
R+) such that the functions ân = (ânt , t ∈ R+) defined by ânt = (ant −

∫ t
0 λ

n
s ds)/(bn

√
n) converge as

n→∞ in D to an absolutely continuous function â = (ât, t ∈ R+) with â0 = 0. Let σ-algebras Fn
t

be defined as the σ-algebras generated by the random variables Qn
0 , B

n,k
s , Ln,ks , k = 1, 2, . . . , s ≤ t,

completed with sets of Pn-measure zero, and let Fn = (Fn
t , t ∈ R+). By (4.2), the definitions of the

Xn and qt, and the fact that the processes (Bn,k
t −

∫ t
0 µ

n
s ds, t ∈ R+) and (Ln,kt −

∫ t
0 θ

n
s ds, t ∈ R+) are

locally square integrable martingales relative to Fn with predictable quadratic variation processes
(
∫ t
0 µ

n
s ds, t ∈ R+) and (

∫ t
0 θ

n
s ds, t ∈ R+), respectively, we can write that

Xn
t = Xn

0 + ânt +

√
n

bn

t∫

0

(λns
n
− λ0,s

)
ds−

t∫

0

( bn√
n
Xn
s + qs −

Kn
s

n

)+√n
bn

(θns − θ0,s) ds

−
√
n

bn

t∫

0

(( bn√
n
Xn
s + qs −

Kn
s

n

)+
− (qs − κ0,s)+

)
θ0,s ds

−
t∫

0

(( bn√
n
Xn
s + qs

)
∧ K

n
s

n

)√
n

bn
(µns − µ0,s) ds

−
√
n

bn

t∫

0

(( bn√
n
Xn
s + qs

)
∧ K

n
s

n
− qs ∧ κ0,s

)
µ0,s ds+Mn

t , (4.4)

where the Mn = (Mn
t , t ∈ R+) are locally square integrable martingales relative to the Fn with

predictable quadratic variation processes (〈Mn〉t, t ∈ R+) given by

〈Mn〉t =
1

b2n

t∫

0

(( bn√
n
Xn
s + qs −

Kn
s

n

)+
θns +

(( bn√
n
Xn
s + qs

)
∧ K

n
s

n

)
µns

)
ds . (4.5)

As in the proof of Theorem 4.2, we now verify convergence of the predictable characteristics,
conditions on the jumps, and uniqueness of a solution to the limit maxingale problem. More
specifically, since we are within a Markov setting with linearly growing coefficients, we verify the
hypotheses of Theorem 5.4.4 in Puhalskii [36]. A similar argument has been used in the proof of
Theorem 6.2.3 in Puhalskii [36].

Introducing the processes Y n = (Y n
t , t ∈ R+) by Y n

t = Xn
t − ânt , we have that they are special

semimartingales, whose first characteristics without truncation B ′n = (B′nt , t ∈ R+) are given by
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the equality B′nt =
∫ t
0 b

n
s (Y

n
s ) ds, where

bns (u) =

√
n

bn

(λns
n
− λ0,s

)
−
( bn√

n
(u− âns ) + qs −

Kn
s

n

)+√n
bn

(θns − θ0,s)

−
√
n

bn

(( bn√
n
(u− âns )+ qs−

Kn
s

n

)+
− (qs−κ0,s)+

)
θ0,s−

(( bn√
n
(u− âns )+ qs

)
∧ K

n
s

n

)√
n

bn
(µns −µ0,s)

−
√
n

bn

(( bn√
n
(u− âns ) + qs

)
∧ K

n
s

n
− qs ∧ κ0,s

)
µ0,s.

The modified second characteristics without truncation C̃ ′n = (C̃ ′nt , t ∈ R+) coincide with the pre-
dictable quadratic-variation processes of theMn and by (4.5) have the form C̃ ′nt = b−2n

∫ t
0 c̃
′n
s (Y

n
s ) ds,

where

c̃′ns (u) =
( bn√

n
(u− âns ) + qs −

Kn
s

n

)+
θns +

(( bn√
n
(u− âns ) + qs

)
∧ K

n
s

n

)
µns .

Easy calculations show that for t ∈ R+ and v ∈ R+

lim
n→∞

t∫

0

ess sup
|u|≤v

|bns (u)− bs(u)| ds = 0,

lim
n→∞

t∫

0

ess sup
|u|≤v

|c̃′ns (u)− cs| ds = 0,

where

bs(u) = λ1,s − θ1,s(qs − κ0,s)+ − θ0,s
(
1(qs > κ0,s)(u− âs − κ1,s) + 1(qs = κ0,s)(u− âs − κ1,s)+

)

−µ1,s(qs ∧ κ0,s)− µ0,s
(
1(qs > κ0,s)κ1,s + 1(qs = κ0,s)((u− âs) ∧ κ1,s) + 1(qs < κ0,s)(u− âs)

)
,

cs = θ0,s(qs − κ0,s)+ + µ0,s(qs ∧ κ0,s).

This checks the convergence conditions in the statement of Theorem 5.4.4 in Puhalskii [36]. Since
the jumps of the Y n are not greater than 1/(bn

√
n), the jump condition (SE) of Theorem 5.4.4

also holds. Next, by Corollary 3.2 the equation

Ẏt = λ1,t − θ1,t(qt − κ0,t)+ − θ0,t
(
1(qt > κ0,t)(Yt − ât − κ1,t) + 1(qt = κ0,t)(Yt − ât − κ1,t)+

)

− µ1,t(qt ∧ κ0,t)− µ0,t
(
1(qt > κ0,t)κ1,t + 1(qt = κ0,t)((Yt − ât) ∧ κ1,t) + 1(qt < κ0,t)(Yt − ât)

)

+
√
θ0,t(qt − κ0,t)+ + µ0,t(qt ∧ κ0,t)Ẇt, Y0 = x0,

has a unique Luzin strong solution, so the limit idempotent law is specified uniquely. Thus, by
Theorem 5.4.4 in Puhalskii [36] the Y n LD converge in distribution at rate b2n to Y , so the Xn LD
converge in distribution to the Luzin strong solution of the equation

˙̂
Xt = ˙̂at + λ1,t − θ1,t(qt − κ0,t)+ − θ0,t

(
1(qt > κ0,t)(X̂t − κ1,t) + 1(qt = κ0,t)(X̂t − κ1,t)+

)

− µ1,t(qt ∧ κ0,t)− µ0,t
(
1(qt > κ0,t)κ1,t + 1(qt = κ0,t)(X̂t ∧ κ1,t) + 1(qt < κ0,t)X̂t

)

+
√
θ0,t(qt − κ0,t)+ + µ0,t(qt ∧ κ0,t)Ẇt, X̂0 = x0. (4.6)

We now consider the general case. Let Ân
t = (An

t −
∫ t
0 λ

n
s ds)/(bn

√
n), Ân = (Ân

t , t ∈ R+), QXn

denote the probability distribution of Xn, QXn

a denote the regular conditional distribution of Xn
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given Ân = a ∈ D, QÂn denote the probability distribution of Ân,Θ denote the Luzin weak solution
of (4.3), and let Θâ denote the Luzin weak solution of (4.6) if â is absolutely continuous and an
arbitrary deviability on C otherwise. Since Ân is independent of Qn

0 , L
n,k and Bn,k, we have that

QXn

ân coincides with the law of the solution of (4.4) for QÂn-almost all ân. By the properties of the
idempotent Wiener process, we can write (4.3) in the following form

Ẋt = σtẆ
(1)
t + λ1,t − θ1,t(qt − κ0,t)+ − θ0,t

(
1(qt > κ0,t)(Xt − κ1,t) + 1(qt = κ0,t)(Xt − κ1,t)+

)

− µ1,t(qt ∧ κ0,t)− µ0,t
(
1(qt > κ0,t)κ1,t + 1(qt = κ0,t)(Xt ∧ κ1,t) + 1(qt < κ0,t)Xt

)

+
√
θ0,t(qt − κ0,t)+ + µ0,t(qt ∧ κ0,t)Ẇt, X0 = x0,

where W (1) is a standard idempotent Wiener process independent of W . Denoting as ΘA the

idempotent distribution of
(∫ t
0 σsẆ

(1)
s ds, t ∈ R+

)
, we have by (4.6) and weak uniqueness for (4.3)

that Θ(Γ) = supâ∈CΘâ(Γ)Θ
A(â) for Γ ⊂ C. Also QXn

(Γ) =
∫

DQ
Xn

â (Γ)QÂn(dâ) for Borel subsets
Γ of D. Since, as we have proved, the convergence ân → â, where â is absolutely continuous with

â0 = 0, implies that QXn

ân
ld→ Θâ at rate b2n, Θ

A(â) = 0 if â is not absolutely continuous, and by

hypotheses QÂn ld→ ΘA at rate b2n, the proof is completed by an application of Lemma 4.1.

Acknowledgement. The author is deeply grateful to the referee for numerous helpful com-
ments and suggestions, which have contributed to improving the quality of presentation.

References

[1] R. Azencott. Grandes deviations et applications. In Lecture Notes Math., volume 774, pages
1–176. Springer, 1980.

[2] P. Baldi and M. Chaleyat-Maurel. An extension of Ventcel-Freidlin estimates. In Lecture
Notes Math., volume 1316, pages 305–327. Springer, 1988.
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