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leads to several fruitful identities in law. Symmetric Markov processes and their
associated Gaussian process both benefit from these connections. Therefore it is
of interest to characterize the associated Gaussian processes. We present here an

answer to that question.
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1 - Introduction and main result

Symmetric Markov processes are linked to the world of Gaussian processes
through a very powerful remark : each transient symmetric Markov process
X has a finite Green function which can be interpreted as the covariance of
a centered Gaussian process 7. This simple remark leads to several identities
involving the law of 7 and the law of the local time process of X. The first
of these identities is the isomorphism theorem of Dynkin [4] (1983). Then an
unconditioned form of this theorem has been established in 1995 [6]. Another
identity concerns exclusively Markov processes killed at first hitting times [8].
They are many examples of successful uses of these identities (see the results
of Marcus and Rosen [11] [12] or Bass et al. [2] ) which are exploited to study
properties of the local time process using similar properties of the associated
Gaussian process 7. But in [5] we see that this connection can also be efficient
as a tool to solve questions about the associated Gaussian processes. The
question of characterizing these Gaussian processes has been open since the
isomorphism theorem has been proved.

A recent result has provided a first answer to that question. Indeed, in 1984
Griffiths [9] answered to the question first raised by Lévy (1948) of the infinite
divisibility of squared centered Gaussian processes. He established a char-
acterization of the p-dimensional centered Gaussian vectors (1, @2, ..., ¢p)
such that the vector of the squares (¢, ¢3, ..., ¢2) is infinitely divisible. His
criterion is difficult to use since it requires the computation of the signs of
the cofactors of the covariance matrix. Although a simpler reformulation
by Bapat in 1989 [1], there were no examples, in the literature, illustrating
the use of this criterion. In [5] and [7], we have shown, making use of Grif-
fiths and Bapat’s results, that a centered Gaussian process with a continuous
covariance (G, has an infinitely divisible square, if and only if

G(z,y) = d(x)g(z,y)d(y) (1)

where ¢ is the Green function of a transient Markov process and d is a positive
function.

This first answer shows that the collection of covariance functions that cor-
respond to infinitely divisible squared Gaussian processes is richer than the
set of Green functions of Markov processes. We could actually formulate
in [7], Theorem 3.6, a characterization of the associated Gaussian processes.
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But this characterization is hard to use. The question remains : Is there a
remarkable property for the Gaussian processes that would select precisely
covariance functions that coincide with Green functions ? The following
theorem gives an answer to that question. For simplicity, the Gaussian pro-
cesses considered here are indexed by R but the results are still available if
R is replaced by any separable locally compact metric space F.

Theorem 1.1 : Let (n,,x € R) be a centered Gaussian process with a
continuous definite positive covariance G. Assume that there exists a in R
such that n, = 0. Then the process ((n, + ¢)?,x € R) is infinitely divisible
for any constant c, if and only if

G(I> y) = 91, ($, y) (2)

where (gr,(x,y), (x,y) € R?) is the Green function of a recurrent Markov
process killed at its first hitting time of a.

Haya Kaspi and Yves Le Jan have then mentioned to us that the Green
function of a transient symmetric Markov process X with a state space F,
can be seen as the restriction to E of the Green function of a symmetric
Markov process X killed at its first hitting time of some cimetery point &
outside £. We refer to Dellacherie and Meyer’s book [3] chapter XII, p.62,
and to Le Jan [10] for the explicite construction of X. In Section 3, we
show how X can be chosen in order to fulfil the assumption required by
Dellacherie and Meyer’s construction. Consequently, we can enunciate the

following theorem.

Theorem 1.2 : Let (n,,x € E) be a centered Gaussian process with a
continuous definite positive covariance. Then (n,,z € FE) is an associated
Gaussian process, if and only if, for any constant c, the process ((n,+c)* = €
E) is infinitely divisible.

In Section 2, we analyze this result and give several corollaries. In particular,
note that Griffiths criterion as well as (1) have been established for Gaussian
processes that are centered. It is then natural to ask if there is any charac-
terization of the non-centered Gaussian processes with an infinitely divisible
square. Corollary 2.1 provides a sufficient condition for this property. Be-
sides, we extend to non-centered Gaussian couples, the result of Vere-Jones
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[13] establishing the infinite divisibility of all the squared Gaussian centered
couples. The proofs are given in Section 3. The proof of Theorem 1.1 puts
in evidence the following fact .

Theorem 1.3 : Let (n,,x € R) be a centered Gaussian process with a
continuous positive definite covariance . The following propositions (i) and
(ii) are equivalent.

(i) For any constant ¢ , (n+ ¢)? is infinitely divisible.

(ii) Let N be a standard Gaussian variable independent of . The process
(n+ N)? is infinitely divisible.

2 - Analysis and corollaries

Let  be a real valued Brownian motion starting from 0. For any constant
¢, the process (3 + ¢)? is infinitely divisible. This property is a consequence
of the existence of the family of squared Bessel processes.

More generally, let 1 be a centered Gaussian process such that there exists a
fixed a with n, = 0. In [5], we have shown that if (n-+c¢)? is infinitely divisible
for any constant ¢ then there exists a doubly-indexed family {Y,.,d > 0,¢ >
0} such that

)/1,0 = (77 + \/E)2 (3>
and having the following additivity property

Yvd,c + Y:tl’,c’ (lgv)yd—f—d’,c—kc’ (4)
where Y, . and Yy » are chosen independently.
Conversely, the existence of such a family satisfying (3) and (4), implies the
infinite divisibility of (n + v/c)%.
Hence we see that Theorem 1.1 provides a necessary and sufficient condition
for the existence of such a family. In particular, the additivity property of the
squared Bessel processes can also be seen as a consequence of the fact that
[ has a covariance equal to the Green function of a real Brownian motion
killed at its first hitting time of 0.

In the case when (n+ ¢)? is infinitely divisible, the proof of Theorem 1.1 will
show moreover the special part played by Yy . , the 70-dimensional” process
associated to 7.
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The following corollary gives a sufficient condition for the infinite divisibility
of the squared non-centered Gaussian processes.

Corollary 2.1 : Let (n,,x € R) be a Gaussian process with a continuous
covariance (G(z,y), (x,y) € R?) and a continuous expectation (IE(n,),x €
R). Assume that there exists a in R such that n, = 0 and for any x € R\ {a},
IE(n,) is distinct from 0. If

G(z,y) = En.)gr, (2, y)E(n,)

where (gr,(z,y), (x,y) € R?) is the Green function of a recurrent Markov
process killed at its first hitting time of a,
then the process (n?,z € R) is infinitely divisible.

Is the above sufficient condition also necessary ? The proof of Corollary 2.1
will actually show that solving that question is equivalent to show that the
propositions (i) and (ii) of Theorem 1.3 are also equivalent to the following
proposition (iii).

(iii) There exists ¢ in R* such that (n + ¢)? is infinitely divisible.

This question is still unsolved.

In 1967, Vere-Jones [13] has proved that for any centered Gaussian couple
(12, 71y), the couple (12, 7;) is infinitely divisible. Here is a version of his result
for non-centered Gaussian couples. Note that the case of couples deserves
a special treatment since it is excluded from the general criterions such as
Bapat’s or Griffiths.

Corollary 2.2 : Let (n,,n,) be a centered Gaussian couple. The couple
((ne + ©)?, (ny + ¢)?) is infinitely divisible for any constant ¢, if and only if

E(nen,) >0 and E(nen,) < E(n2) A E(@").

The following remark is an immediat consequence of Corollary 2.2.

Remark 2.3 : Let (1,,7,) be a centered Gaussian couple with a covariance
matrix G. Then we have the following properties.
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e The couple ((n, + ;)% (n, + ¢,)?) is infinitely divisible for any couple
of constants (¢, ¢,) if and only if 7, and 7, are independent.

o If detG =0, ((n. +¢)?, (n, + ¢)?) is infinitely divisible for any constant
¢, if and only if 7, =n, or n,n, = 0.

Thanks to Theorem 1.1, we can reformulate (1) as follows, putting in evidence
a special class of Green functions.

Corollary 2.4 : Let (n,,2 € R) be a centered Gaussian process with a
continuous covariance (G(x,y), (z,y) € R?). Assume that there exists a in R
such that for any x, G(x,a) is distinct from 0. Then the process (n?,z € R)
is infinitely divisible, if and only if,

G(z,a) o) G(y,a)
\/Gl(a,a) G(a,a)

where (g(z,y), (x,y) € R?) is the Green function of a recurrent Markov pro-
cess killed at the first time its local time at a exceeds an independent expo-
nential time with mean 1.

G(r,y) =

3 - Proofs

To lighten the notations, we assume without loss of generality that a = 0.

Proof of Theorem 1.1 : We first prove the sufficiency of the condition
(2). Let (97, (2, y), (x,y) € R?) be the Green function of a recurrent Markov
process X Kkilled at its first hitting time of 0. Assume that gp, is symmetric
(this is a lighter assumption than the one of Theorem 1.1). This simple
assumption is sufficient to claim that gz, is hence positive definite (see for
example Marcus and Rosen [11] or Eisenbaum [4]). Let (1., € R) be a
centered Gaussian process, independent of X, with a covariance equal to gr,.
Denote by (Lf,z € R,t > 0) the local time process of X. For any r > 0, we
set 7, = inf{t > 0: LY > r}. We use now the following identity established
in [§]

U taw) (112 + V2r)?
2

(L7 + E,xGE) ( ,x € F). (5)
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On one hand, we know, thanks to Theorem 3.2 in [5], that n? is infinitely
divisible. On the other hand, since L is an additive functional, we have for
any r,t >0

L, , =L, +L;ob,.
By the Markov property of X, this implies the infinite divisibility of the
process (LY ,x € R). Consequently, for any constant ¢, the process ((n, +
¢)?,x € R) is infinitely divisible. This property remains valid for any centered
Gaussian process with a covariance equal to gr,.

To prove the necessity of the condition (2), we note that if (n+c)? is infinitely
divisible for any constant ¢ then the process ((n, + N)? z € R), where N
is a standard Gaussian variable independent of 7, is infinitely divisible too.
Indeed, we use the following lemma established in [5] (Lemma 4.1 in [5]).

Lemma A : Let (1,).cg be a centered Gaussian process such that ng = 0.
We have then :

If (n, + )2 is infinitely divisible for any real number r then for any b > 0,
there exists a process (Zy()).er independent of (n,).cg such that Z,(0) = b
and for any finite subset F' of K

(law)

(Zo(@) + 1 )er = (1o + VD)ep (6)

Here for any real ¢ and any finite subset F' of R, we have

(law)
(Ze2(x) +12)acr = (e + C)2ep-
Integrating the above equation with respect to the law of N | gives

(law)

(Znz2(z) + nx)a:GF = (N + N)ieF

We set then F' = {z;,1 <i < n}, z = (2;)1<i<n. Let a = (a;)1<i<n be a
sequence of positive real numbers. The Laplace transform of (1, + 7). has
the following expression.

oz T T) r’

B (exp{ - zal W10 = o wesp{=S )} (D)
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where ¢(«, z) and f(a,x) are two constants given by

cla2) = Blexp{~ > "))

and

exp{——f(a x)} = IE(exp{— ZozzZ 2(z;)})

=1

Consequently

2

B(exp{~ Y- 0iZxe(w:)}) = Blexp{~ - F(o, )}).

=1

The random variable N2 is infinitely divisible , hence for any k& € N* | there
exists k i.i.d positive variables X, X», ..., X} such that

(law)

NY="X) + Xo 4 ...+ X4
We obtain
n k X. k n
E(exp{—>_ aiZn2(x))}) = [ E exp{——Jf (o, x) H (exp{—>_ iZx,(x;)})
i=1 j=1 j=1 i=1

Hence (Zyz2(x),z € F) is infinitely divisible. Since (n2?,z € F) is also in-
finitely divisible, then ((1n, + N)?, x € F) is infinitely divisible.

The centered Gaussian process ((7, + IN),z € R) has a covariance equal to
(G(z,y) + 1, (z,y) € R?). Note that (G(z,y) + 1, (z,y) € R?) is continuous
positive definite. Hence one can use (1), to claim that

G(z,y) +1=d(z)g(z,y)d(y)

where d is a strictly positive function and g is the Green function of a transient
Markov process X.

We note then that d(z) = 9(0,0)

. Hence we have
(x,0)




Let U be the Green operator admitting (g(z,y), (x,y) € R?) as densities with
respect to a reference measure p

Uf(x) = /Rg(w, y) f(y)pu(dy).

We set m(dy) = g;((oybo))u(dy). With respect to m, the operator U admits the

densities g(z,y) = 992((02/’00)) g(x,y). Rewriting (8) in terms of the Green function

g, we obtain

G(r,y)+1= a( ’0>g(m,y)‘

The right hand term of the above equation is the Green function g (with
respect to the reference measure m) of the following h-path transform of X

9(X4,0)
9(0,0)

where F; denotes the field generated by (X;,0 < s < t) and [Py the proba-
bility under which X starts at 0. . Under [Py, the process X starts at 0 and
is killed at its last visit to 0. Similarly the probability P, is defined by

9(X4,0)
9(a,0)

Under IP,, X starts at a and is killed at its last visit to 0.

Let (L7, z € R,t > 0) be the local time process of X, Ty be the first hitting
time of 0 by X and ) its last visit to 0. By construction : IF,(L},) = g(z,y).
Note that IP,(Ty < o0) = g(2,0)/g(0,0) = 1, for any =.

We have under P,

PO’}} =

PU’]‘}

Pa’ft = Pa‘ft'

sz\o = L%o -+ LZ)/\O O(9T0
Taking the expectation of both sides with respect to IP,, we have

g(z,y) = E.(L7,) +79(0,9),
but since for any y : g(0,y) = 1, we finally obtain

§<x7y) = E:fc([g})) + L.
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Consequently : G(z,y) = IE,(LY%,). The covariance G is equal to the Green
function of the above h-path transform of X killed at its first hitting time of
0. But this Markov process is obviously not recurrent. Note that

Ea12) = 290 g 19y

9(x,0)

We associate now to the transient process X, a recurrent Markov process X
by the same way it has been done in [5] (proof of Theorem 5.1). The process
X is constructed from the finite excursions of X around 0. As a consequence
X killed at its first hitting time of 0 coincides with X killed at T} conditioned
to die at 0, i.e. the h-path transform of X7, with h(z) = IP,(Ty < oo). This
implies that the Green function gz, of X killed at its first hitting time of
0, is equal to : %Em(L%O) Remark that: L% = LY ofr,, which gives:
FE.(LY) = IP.(Ty < 00)IEy(LY). Consequently : h(x) = g(x,0)/g(0,0). We
finally obtain
G(x7y) = gTo(xay)' .

Proof of Theorem 1.2 : Let (g(z,y),z,y € R) be the Green function of
transient symmetric Markov process. The proof of Theorem 3.4 in [7] shows
clearly that there exists a finite positive measure m on R and a transient
symmetric Markov process X such that its O-potential is given by

Uof(r) = Ag(w,y)f(y)m(dy)-

Denote its resolvant by (U,),>0. The construction of X by Dellacherie and
Meyer requires the existence of an excessive measure p such that (1 —pU,) is

bounded for every p > 0. We set : \(dx) = el

9(z,x)
i by = AUy. The measure p is excessive (see Dellacherie Meyer chapter
XII, 37 d), p.21). The resolvant equation gives : Uy(I — pU,) = U,. Hence

dx, and define the measure

p(l = pUp)(1) = AU((I = pUp)(1)) = AU, (1) < AUp(1)

As a Green function, g satisfies: g(z,y) < g(x,z). Consequently we have

AUo(1)(z) < /Rm(dy) < .
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Moreover, we easily check from the definition of X given by Dellacherie and
Meyer, that X is a Feller Process. O

Proof of Corollary 2.1: We set : ¢, = n, — IE(n,). The centered Gaussian
process ¢ has a covariance equal to GG. The process n? is infinitely divisible,
if and only if ((¢, + IE(n,))?, = € R) is infinitely divisible. This is equivalent

to the infinite divisibility of (( E‘f;z) +1)%,z € R¥).
But by assumption, we know that : IE( E’(”;T) El?sy)
to Theorem 1.1, (( E‘(b;z) +¢)?, x € R*) is infinitely divisible for any ¢. Conse-
quently n? is infinitely divisible. O

) = gr,(x,y). Hence, thanks

Proof of Corollary 2.2 : We first assume that detG # 0. The proof is
based on the following preliminary result.

Proposition 3.2 : Let (n,,7n,) be a centered Gaussian couple with a pos-
itive definite covariance matrix. The following propositions (i) and (ii) are
equivalent.

(i) For any constant ¢ , ((n, + ¢)?, (n, + ¢)?) is infinitely divisible.

(ii) Let N be a standard Gaussian variable independent of (n,,n,). The
vector ((n, + N)?, (n, + N)?, N?) is infinitely divisible.

Indeed, to see that (ii) is a consequence of (i), we note that Lemma A used
in the proof of Theorem 1.1, is still true if the Gaussian process (1;).cp
is replaced by a vector (n,7,). Hence for any b there exists a couple
(Zy2(x), Zi2(y)) independent of (n,,n,) such that

(Zie (), Zup (9),62) + (s 1y, 0) = (0 + D)2, (my + B)2, B2).

Integrating the above equation with respect to the law of N, one obtains
(law)
(Zn2(2), Zn2(y), N?) + (2, 1y, 0) =" (12 + N)%, (1 + N)?, N?).

We then finish the argument similarly to the proof of Theorem 1.1 to conclude
that ((n. + N)?, (n, + N)?, N?) is infinitely divisible.

Conversely if ((n,+N)?, (n,+N)?, N?) is infinitely divisible, we set 1, = 0 and
note that the covariance matrix of the Gaussian vector (n,+N, n,+N,n.+N)
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is positive definite. Thanks to Theorem 3.2 of [7], we know hence that there
exists a real valued function d on {z,y, z} such that for any a, b in {z,y, z}

E((na + N)(m + N)) = d(a)g(a, b)d(b)

where the function ¢ is the Green function of a transient symmetric Markov
process.
Consequently, we have

E(1ame) + 1 = d(a)g(a, b)d(b).

We remark that d must have a constant sign on {z,y,z}. We can hence
assume that d is strictly positive. Then we just have to reproduce the proof
of Theorem 1.1 from (8) till the end, to obtain the infinite divisibility of
((ns + )2, (ny + )%, (0, + ¢)?) for any constant ¢. O

We use then the criterion of Bapat [1] to see with elementary arguments that
the Gaussian vector ((n, + N)?, (n, + N)?, N?) is infinitely divisible if and
only if E(n,n,) > 0 and FE(n,n,) < E(n?) A E(ni)

Assume now that detG' = 0. Excluding the case 7,7, = 0, we know that

ny = Elé’zzgﬁ’)nx. Suppose that ((n,+c)?, (n,+c)?) is infinitely divisible for any
constant c¢. This is hence equivalent to suppose that (N + ¢)?, (N + \c)?)
is infinitely divisible for any constant ¢, where N is a standard Gaussian
variable and A = -2l This assumption implies that (N + ¢)% (N +

E(nzmy)
¢)> — (N + Xc)?) is infinitely divisible for any constant c¢. Excluding the
case A = 1, this last assertion is equivalent to the infinite divisibility of

((N+¢)?% 2N +¢(1+))) for any constant c. Letting ¢ tend to 0, this implies
that the couple (N2, N) is infinitely divisible. To show that this last assertion
is false, we give an argument suggested by Emmanuel Roy. Suppose that
(N2, N) is infinitely divisible. Thanks to the Lévy-Khintchine formula in R?,
there exist a Gaussian couple (N7, Na) and a couple of (X, X») of Poissonian
variables (ie without Gaussian components) such that (Ny, N2) and (X1, X»)
are independent and (N? N) = (Ny, Ny) + (X1, X5). The variable N? is
strictly positive, hence N; = 0. Besides N is Gaussian hence Xy, = 0.
Consequently, N? and N have to be independent, which is absurd.

Finally note that the case A = 1, corresponds to the case 1, = n,. Obviously
((ne + )%, (s + ¢)?) is infinitely divisible. Besides it is the only case, with
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the case 1,1, = 0, when we have the two conditions detG = 0 and 0 <
E(n.n,) < E®0?) A E(ng) satisfied. O

Proof of Corollary 2.4 : For any z, we have : 7, = g((g’g;no + .. The

Gaussian process 1 is centered, independent of 7y and ¥y = 0. We set

N =1/4/G(0,0). Since the process ( Gfx(%’;)) ¥+ N)2_ is infinitely divisible,
Theorem 1.3 and Theorem 1.1 lead to

G(z,0) . G(y,0)
TG00 (97 (2, y) + 1)7(;(0’ 0

G(z,y) =

where g7, is the Green function of recurrent symmetric Markov process X
killed at the first hitting time of 0.

We then note that (g7, + 1) is the Green function of X killed at the first
time its local time at 0 is greater than an independent exponential time with
mean 1. O
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