
Electron. Commun. Probab. 19 (2014), no. 13, 1–14.
DOI: 10.1214/ECP.v19-2771
ISSN: 1083-589X

ELECTRONIC
COMMUNICATIONS
in PROBABILITY

Geometric stable processes and
related fractional differential equations

Luisa Beghin∗

Abstract

We are interested in the differential equations satisfied by the density of the Geo-
metric Stable processes

{
Gβα(t); t ≥ 0

}
, with stability index α ∈ (0, 2] and symmetry

parameter β ∈ [−1, 1], both in the univariate and in the multivariate cases. We re-
sort to their representation as compositions of stable processes with an independent
Gamma subordinator. As a preliminary result, we prove that the latter is governed by
a differential equation expressed by means of the shift operator. As a consequence,
we obtain the space-fractional equation satisfied by the transition density of Gβα(t).
For some particular values of α and β, we get some interesting results linked to well-
known processes, such as the Variance Gamma process and the first passage time of
the Brownian motion.
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1 Introduction and notation

The Geometric Stable (hereafter GS) random variable (r.v.) is usually defined through
its characteristic function: let Gβα be a GS r.v. with stability index α ∈ (0, 2], symmetry
parameter β ∈ [−1, 1], position parameter µ ∈ R, scale parameter σ > 0, then

ΦGβα(θ) := EeiθG
β
α =

1

1 + σα|θ|αωα,β(θ)− iµθ
, θ ∈ R, (1.1)

where

ωα,β(θ) :=

{
1− iβsign(θ) tan(πα/2), if α 6= 1

1 + 2iβsign(θ) log |θ|/π, if α = 1
,

(see e.g. [10]). Moreover the following relationship holds (see [13], [6])

ΦGβα(θ) =
1

1− log ΦSβα(θ)

where
ΦSβα(θ) := EeiθS

β
α = exp{iθµ− σα|θ|αωα,β(θ)}, θ ∈ R, (1.2)

is the characteristic function of a stable r.v. Sβα with the same parameters α , β, µ, σ.
We will consider, for simplicity, the case µ = 0; then we will refer only to strictly stable
r.v.’s, if α 6= 1.
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Geometric stable processes

The main features of the GS laws are the heavy tails and the unboundedness at
zero. These two characteristics, together with their stability properties (with respect
to geometric summation) and domains of attraction, make them attractive in modelling
financial data, as shown, for example, in [16]. As particular cases, when the symmetry
parameter β is equal to 1, the support of the GS r.v. is limited to R+ and its law co-
incides, for 0 < α ≤ 1, with the Mittag-Leffler distribution, as shown in [10] and [13].
Moreover the GS distribution is sometimes referred to as "asymmetric Linnik distri-
bution", since it can be considered a generalization of the latter (to which it reduces
for β = µ = 0, see [14], [8]). The Linnik distribution exhibits fat tails, finite mean for
1 < α ≤ 2 and also finite variance only for α = 2 (when it takes the name of Laplace
distribution, see [12]) and is applied in particular to model temporal changes in stock
prices (see [2]).

We will denote by
{
Gβα(t), t ≥ 0

}
the univariate GS process; it is well-known that it

is a Lévy process (see, for example, [27]) and thus infinitely divisible for each t, so that
we can write its characteristic function as

ΦGβα(t)(θ) =
[
ΦGβα(1)(θ)

]t
= e

tη
Gβα

(θ)
. (1.3)

We will consider the most general case where the characteristic exponent in (1.3) is
given by

ηGβα(θ) :=
1

t
log ΦGβα(t)(θ) = −a log

(
1 +

σα

b
|θ|αωα,β(θ)

)
, θ ∈ R.

The parameters a, b > 0 are referred to the following representation of the GS process,
(see [9]), i.e.

Gβα(t) := Sβα(Γ(t)), t ≥ 0, (1.4)

where {Γ(t), t ≥ 0} is a Gamma subordinator, with shape parameter a and scale parame-
ter 1/b (see (2.1) below), and Sβα(t) is an independent stable process with characteristic
function

ΦSβα(t)(θ) = exp{−t|θ|ασαωα,β(θ)}, θ ∈ R. (1.5)

We note that, for β = 0, the process Gβα(t) reduces to a symmetric GS process (that we
will denote simply as Gα(t)), while, for β = 1, it is called GS subordinator (since it is
increasing and Lévy); we will denote it as G′α(t).

The space-fractional differential equation that we obtain here, as governing equa-
tions of Gβα(t), are expressed in terms of Riesz and Riesz-Feller derivatives. We recall
that the Riesz fractional derivative RDαx is defined through its Fourier transform, which
reads, for α > 0 and for an infinitely differentiable function u,

F
{
RDαxu(x); θ

}
= −|θ|αF {u(x); θ} , (1.6)

where the Fourier transform is defined as F {u(x); θ} :=
∫ +∞
−∞ eiθxu(x)dx (see [20] and

[11], p.131). Alternatively it can be explicitly represented as follows, for α ∈ (0, 2],

RDαxu(x) := − 1

2 cos(απ/2)

1

Γ(1− α)

d

dx

∫ +∞

−∞

u(z)

|x− z|α
dz (1.7)

(see [24]). The more general Riesz-Feller definition is given by

F
{
RFDαx,βu(x); θ

}
= ψαβ (θ)F {u(x); θ} , α ∈ (0, 2], (1.8)

where
ψαβ (θ) := −|θ|αei signθ arctan[−β tan πα

2 ] (1.9)
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Geometric stable processes

(see [11], p.359 and [20]). Note that ψαβ (θ) coincides with (minus) the character-

istic exponent of the stable random variable Sβα , in the Feller parametrization, for
γ = 2

π arctan
[
−β tan πα

2

]
and |γ| ≤ min{α, 2 − α}. Indeed (1.2) can be rewritten (for

µ = 0) as
ΦSβα(θ) = exp{cψαβ (θ)}, θ ∈ R, c = σα [cos(πγ/2)]

−1
. (1.10)

We recall now the following result on stable processes proved in [20] (in the special
case c = 1), which will be used later: let pβα(x, t), x ∈ R, t ≥ 0, be the transition density of
the stable process Sβα(t), then pβα(x, t) satisfies the following space-fractional differential
equation, for α ∈ (0, 2], x ∈ R, t ≥ 0:

RFDαx,β pβα(x, t) = 1
c
∂
∂tp

β
α(x, t)

pβα(x, 0) = δ(x)

lim|x|→∞ pβα(x, t) = 0

, (1.11)

and the additional condition ∂
∂tp

β
α(x, t)

∣∣
t=0

= 0, if α > 1.

Our main result concerns the space-fractional equation satisfied by the transition
density gβα(x, t), x ∈ R, t ≥ 0, of the GS process Gβα(t). As a preliminary step we derive
the partial differential equation satisfied by the transition density fΓ(x, t), x, t ≥ 0, of
the Gamma subordinator Γ(t) and then we resort to the representation (1.4) of the GS
process. Indeed we prove that fΓ(x, t) satisfies

∂

∂x
fΓ = −b(1− e− 1

a∂t)fΓ, x, t ≥ 0, (1.12)

where a and b are the shape and rate parameters of the Gamma distribution respectively
(see (2.1) below) and e−

1
a∂t is a particular case (for k = 1/a) of the shift operator, defined

as

e−k∂tf(t) :=

∞∑
n=0

(−k∂t)n

n!
f(t) = f(t− k), k ∈ R, (1.13)

for any analytical function f : R→ R. As a consequence, we show that gβα(x, t) satisfies,
for x ∈ R, t ≥ 0, α ∈ (0, 2], the following Cauchy problem

RFDαx,β gβα(x, t) = b
c (1− e

− 1
a∂t)gβα(x, t)

gβα(x, 0) = δ(x)

lim|x|→∞ gβα(x, t) = 0

. (1.14)

In the n-dimensional case, we prove that the governing equation of the GS vector pro-
cess inRn is analogous to (1.14), but the Riesz-Feller fractional derivative is substituted,
in this case, by the fractional derivative operator ∇αM defined by

F {∇αMu(x); θ} = −
[∫

Sn
(−i < z, θ >)αM(dz)

]
F {u(x); θ} , θ,x ∈ Rn, α ∈ (0, 2], α 6= 1,

(1.15)
where Sn := {s ∈ Rn : ||s|| = 1} and M is the spectral measure (see [21], with a change
of sign due to the different definition of Fourier transform). The multivariate GS law
has been first introduced in [1] (in the isotropic case) and called multivariate Linnik
distribution.

As special cases of the previous results the governing equations of some well-known
processes are obtained: indeed, in the symmetric case and for α = 2, the GS process
reduces to the Variance Gamma process, while, for α = 1, it coincides with a Cauchy
process subordinated to a Gamma subordinator. On the other hand, in the positively
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asymmetric case, Gβα(t) reduces to a GS subordinator, which is used in particular as
random time argument of the subordinated Brownian motion, via successive iterations
(see [6], [27]) Moreover, for α = 1/2, we can obtain, as a corollary, the fractional equa-
tion satisfied by the density g′1/2(x, t) of the first-passage time of a standard Brownian
motion B(t) through a Gamma distributed random barrier, i.e.

g′1/2(x, t) := P

{
inf
s>0
{B(s) = Γ(t)} ∈ dx

}
, x, t ≥ 0.

Indeed we prove that g′1/2(x, t) satisfies the space-fractional equation

∂1/2

∂|x|1/2
g′1/2(x, t) =

√
2b(1− e− 1

a∂t)g′1/2(x, t), x, t ≥ 0, (1.16)

where ∂1/2/∂|x|1/2 := RFD1/2
x,1 , with the conditions in (1.14).

Finally we consider a Gamma-subordinated process more general than the GS, de-
fined as Y (t) = L(Γ(t)), t ≥ 0, where L(t) is a Lévy process with distribution function
FL(·, t) and generator AL. As the GS process, also Y (t) is, by definition, a Lévy process
and we prove that its generator is given by

AY = − log(1−AL). (1.17)

The process Y (t) turns out to be relevant in the fluctuation theory for Lévy processes,
which studies their behavior in the neighborhood of their suprema (or infima), see, for
example, [7]. In particular the following result, known as Wiener-Hopf decomposition,
holds true (see [17]):

Y (1) := L(Γ(1))
d
= L+(Γ+(1)) + L−(Γ−(1)), (1.18)

where
d
= means "equality in distribution" and L+ and L− are defined as

L+(t) := sup
0≤s≤t

L(s), L− := inf
0≤s≤t

L(s).

Here Γ+(1) and Γ−(1) represent independent, exponentially distributed random times
and L+(Γ+(1)), L−(Γ−(1)) are themselves independent, as well as infinitely divisible.

Moreover, it has been proved in [23] that the generator AY of the subordinated
process process Y (t) = L(Γ(t)), t ≥ 0, can be written as

AY = A+
Y +A−Y ,

where, for u ∈ C∞,

A+
Y u(x) =

∫ +∞

0+

[u(x− y)− u(x)]νa,b(dy)

A−Y u(x) =

∫ 0−

−∞
[u(x− y)− u(x)]νa,b(dy)

and

νa,b(dy) = a

∫ +∞

0

e−btt−1FY (dx, t), x 6= 0.

We prove in Proposition 7 below that, in the special case where L(t) coincides with
a symmetric α-stable process, the generator AY is given by the following fractional
operator:

Pαk,xu(x) :=

∞∑
l=1

(−1)l+1

l kl
RDαlx u(x), x ≥ 0, k ∈ R,

where RDνx is the Riesz derivative of order ν > 0. The study of the generators A+
Y , A

−
Y

(which, in the stable case, should be fractional as well) is left as an important open issue
for future research.
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2 Preliminary results

We start by deriving the differential equation satisfied by the density of the Gamma
subordinator, since it will be applied in the study of the equation governing the GS
process (thanks to the representation (1.4)).

The one-dimensional density of the Gamma subordinator {Γa,b(t), t ≥ 0} , of param-
eters a, b > 0 is given by

fΓa,b(x, t) := Pr {Γa,b(t) ∈ dx} =

{
bat

Γ(at)x
at−1e−bx, x ≥ 0

0, x < 0
, t ≥ 0. (2.1)

(see, for example, [3], p.54). Hereafter we will denote for brevity Γa,b := Γ. The Fourier
transform of (2.1) is given by

f̂Γ(θ, t) := F {fΓ(x, t); θ} = EeiθΓ(t) =

(
1− iθ

b

)−at
, θ ∈ R. (2.2)

Lemma 2.1. The density (2.1) of the Gamma subordinator satisfies the following equa-
tion

∂

∂x
fΓ = −b(1− e− 1

a∂t)fΓ, x, t ≥ 0, (2.3)

where e−∂t is the partial derivative version of the shift operator defined in (1.13), for
k = 1/a. The initial and boundary conditions are the following{

fΓ(x, 0) = δ(x)

lim|x|→+∞ fΓ(x, t) = 0, t ≥ 0
. (2.4)

Proof. The first condition in (2.4) can be checked easily by considering (2.2) and the
definition of the Dirac delta function, i.e. δ(x) := 1

2π

∫
R
e−iθxdθ. The second one is imme-

diately satisfied by (2.1). As far as equation (2.3) is concerned, the Fourier transform of
its left-hand side, with respect to x, is given by

F
{
∂

∂x
fΓ(x, t); θ

}
(2.5)

= [by (2.4)] = −iθf̂Γ(θ, t) = −iθ
(

b

b− iθ

)at
.

For the right-hand side of (2.3) we have that

−bf̂Γ(θ, t) + be−
1
a∂t f̂Γ(θ, t) = −b

(
b

b− iθ

)at
+ be−

1
a∂t

(
b

b− iθ

)at
= −b

(
b

b− iθ

)at
+ b

(
b

b− iθ

)at−1

,

which coincides with (2.5).

An alternative result on the differential equation satisfied by fΓ can be obtained by
considering the following differential operator: for any given infinitely differentiable
function f(x),

Pk,xf(x) :=

∞∑
j=1

(−1)j+1

j kj
Dj
xf(x), x ≥ 0, k ∈ R. (2.6)

We could use for (2.6) the formalism Pk,xf(x) = log(1 +Dx/k).
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If moreover Dj
xf(x)

∣∣
|x|=∞ = 0, for any j ≥ 0, the Fourier transform of (2.6) can be

written as follows:

F {Pk,xf(x); θ} =

∞∑
l=1

(−1)l+1

l kl

∫ +∞

−∞
eiθxDl

xf(x)dx (2.7)

=

∞∑
l=1

(−1)l+1

l kl
(−iθ)lf̂(θ)

= log

(
1− iθ

k

)
f̂(θ).

Lemma 2.2. The following differential equation is satisfied by the density of the Gamma
subordinator:

∂

∂t
fΓ = −aPb,xfΓ, x, t ≥ 0, (2.8)

with the conditions {
fΓ(x, 0) = δ(x)

lim|x|→∞Dl
xfΓ(x, t) = 0, l = 0, 1, ...

(2.9)

Proof. The conditions (2.9) are immediately verified by (2.1). Moreover, by taking the
Fourier transform of the l.h.s. of (2.8), we get

F
{
∂

∂t
fΓ(x, t); θ

}
=

∂

∂t

(
1− iθ

b

)−at
= −a

(
1− iθ

b

)−at
log

(
1− iθ

b

)
= −af̂Γ(θ, t) log

(
1− iθ

b

)
= −aF {Pb,xfΓ(x, t); θ} .

Remark 2.3. From the previous Lemma we can conclude that the infinitesimal gener-
ator of the Gamma process can be written as AΓ = −a log(1 + Dx

b ), while usually it is
expressed in the following integral form

AΓf(x) =

∫ +∞

0

[f(x+ y)− f(x)]
e−y

y
dy

(see, for example, [18]).

3 Main results

3.1 Univariate GS process

By resorting to the representation (1.4) and applying the previous results, we can
obtain the differential equation satisfied by the density of the univariate GS process
Gβα(t) . This can be done, for t > 1/a, by considering Lemma 1 together with the result
(1.11) on Sβα(t), as follows: by (1.4), we can write

gβα(x, t) =

∫ ∞
0

pβα(x, z)fΓ(z, t)dz. (3.1)
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By (2.3) we get

b(1− e− 1
a∂t)gβα(x, t)

= b

∫ ∞
0

pβα(x, z)(1− e− 1
a∂t)fΓ(z, t)dz

= −
∫ ∞

0

pβα(x, z)
∂

∂z
fΓ(z, t)dz

= −[pβα(x, z)fΓ(z, t)]∞z=0 +

∫ ∞
0

∂

∂z
pβα(x, z)fΓ(z, t)dz

= cRFDαx,β
∫ ∞

0

pβα(x, z)fΓ(z, t)dz = cRFDαx,βgβα(x, t).

In the last step we have applied the first equation in (1.11) and we have considered that,
for t > 1/a, fΓ(0, t) = 1. In the next theorem we prove the same result in an alternative
way, which can be applied for any t ≥ 0.

Proposition 3.1. The density gβα of the GS process Gβα(t) satisfies the following equa-
tion, for any x, t ≥ 0 and α ∈ (0, 2],

RFDαx,βgβα(x, t) =
b

c
(1− e− 1

a∂t)gβα(x, t), (3.2)

with conditions {
gβα(x, 0) = δ(x)

lim|x|→∞ gβα(x, t) = 0
, (3.3)

where c > 0 is the spreading rate of dispersion defined in (1.10).

Proof. By (3.1) and (1.10) we can write the characteristic function of Gβα(t) as

EeiθG
β
α(t) =

∫ +∞

0

exp{czψαβ (θ)}fΓ(z, t)dz (3.4)

=
bat

Γ(at)

∫ ∞
0

exp{czψαβ (θ)}zat−1e−bzdz

=

(
b

b− cψαβ (θ)

)at
,

where ψαβ (θ) is defined in (1.9); thus the Fourier transform of the space-fractional dif-
ferential equation (3.2) can be written as

F
{
RFDαx,βgβα(x, t); θ

}
(3.5)

= [by (1.8)] = ψαβ (θ)F
{
gβα(x, t); θ

}
= ψαβ (θ)

(
b

b− cψαβ (θ)

)at
.

On the other hand we get

b

c
(1− e− 1

a∂t)F
{
gβα(x, t); θ

}
=

b

c
(1− e− 1

a∂t)

(
b

b− cψαβ (θ)

)at

=
b

c

(
b

b− cψαβ (θ)

)at
− b

c

(
b

b− cψαβ (θ)

)at−1

,
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which coincides with (3.5). The conditions (3.3) are clearly satisfied since

gβα(x, 0) =
1

2π

∫ +∞

−∞
e−iθx

(
b

b− cψαβ (θ)

)at∣∣∣∣∣∣
t=0

dθ = δ(x)

and lim|x|→∞ gβα(x, t) = 0 (by (1.11) and (3.1)).

3.1.1 Symmetric GS process

In the special case of a symmetric GS process Gα(t) we can easily derive from Propo-
sition 4 the following result, which is expressed in terms of the Riesz derivative RDαx ,
defined in (1.6). In its regularized form, for α ∈ (0, 2], the derivative RDαx can be explic-
itly represented as

RDαxu(x) =
Γ(1 + α) sin(πα/2)

π

∫ ∞
0

u(x+ y)− 2u(x) + u(x− y)

y1+α
dy, (3.6)

(see [20]).

Corollary 3.2. The density gα of the symmetric GS process Gα(t) satisfies the following
equation, for any x, t ≥ 0 and α ∈ (0, 2],

RDαx gα(x, t) =
b

c
(1− e− 1

a∂t)gα(x, t), (3.7)

where c = σα and with conditions{
gα(x, 0) = δ(x)

lim|x|→∞ gα(x, t) = 0
. (3.8)

Remark 3.3. We consider now some interesting special cases of the previous results.
For α = 1, we have, from the previous corollary, that the density g1(x, t) of a Cauchy
process C(t) subordinated to an independent Gamma subordinator (i.e. the process
defined as {C(Γ(t)), t ≥ 0}) satisfies the following equation, for any x, t ≥ 0:

∂

∂|x|
g1(x, t) =

b

c
(1− e− 1

a∂t)g1(x, t),

with conditions (3.8) and ∂/∂|x| := RD1
x. For α = 2, we derive the governing equation of

the density g2(x, t) of the Variance Gamma process, since the latter can be represented
as a standard Brownian motion B(t) subordinated to an independent Gamma subordina-
tor, i.e. as {B(Γ(t)), t ≥ 0} . In this case the parameters of the Gamma distribution must
be specified as follows: a = b = 1/ν while c = σ2, if we follow the usual parametrization
(σ, θ, ν, µ) (see, for example formula (6) in [19]); moreover we consider the case where
µ = 1 and θ = 0 (since the Brownian motion has no drift, in our case). Under these
assumptions, we get that g2(x, t) satisfies, for any x, t ≥ 0, the second order differential
equation

∂2

∂x2
g2(x, t) =

1

νσ2
(1− e−ν∂t)g2(x, t),

with conditions (3.8).

We derive now another equation satisfied by the density of the symmetric GS pro-
cess, which, unlike (3.7), involves a standard time derivative and a space fractional
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differential operator which generalizes (2.6). Let us define the fractional version of
Pk,x, for any α > 0, as

Pαk,xf(x) :=

∞∑
l=1

(−1)l+1

l kl
RDαlx f(x), x ≥ 0, k ∈ R, (3.9)

where RDνx is the Riesz derivative of order ν > 0. We note that in the non-symmetric
case (i.e. for β 6= 0) we can not define the analogue to (3.9) since the Riesz-Feller
derivative is not defined for a fractional order greater than 2.

Proposition 3.4. The density gα of the symmetric GS process Gα(t) satisfies the follow-
ing equation, for any x, t ≥ 0 and α ∈ (0, 2],

∂

∂t
gα(x, t) = aPαb/c,xgα(x, t), (3.10)

where c = σα and with conditions{
gα(x, 0) = δ(x)

lim|x|→∞
∂l

∂xl
gα(x, t) = 0, l = 0, 1, ...

. (3.11)

Proof. The Fourier transform of (3.9) is given by

F
{
Pαk,xf(x); θ

}
=

∞∑
l=1

(−1)l+1

lkl

∫ +∞

−∞
eiθx RDαlx f(x)dx (3.12)

= −
∞∑
l=1

(−1)l+1

lkl
|θ|αlF {f(x); θ}

= − log

(
1 +
|θ|α

k

)
F {f(x); θ} .

Therefore we get

F
{
Pαb/c,xgα(x, t); θ

}
= log

(
b

b+ c|θ|α

)
F {gα(x, t); θ} (3.13)

= log

(
b

b+ c|θ|α

)(
b

b+ c|θ|α

)at
,

since, for β = 0, the characteristic function (3.4) reduces to

EeiθGα(t) =

(
b

b+ c|θ|α

)at
.

The expression (3.13) clearly coincides, up to the constant a, with the Fourier transform
of the left-hand side of (3.10).

The previous result agrees with the expression of the infinitesimal generator AGα of

the GS process (with a = b = 1), which is given by AGα = − log

[
1 +

(
− d2

dx2

)α/2]
(see

[9]). We can generalize it to the case of a more general Gamma-subordinated process
defined as

Y (t) = L(Γ(t)), t ≥ 0, (3.14)

where L(t) is an Lévy process with generator AL. As the GS process also Y is, by defi-
nition, a Lévy process (by Theorem 30.1, in [26], p.197) and we evaluate its generator
as follows. We put, for simplicity, a = b = 1.
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Proposition 3.5. The generator AY of the process defined in (3.14) is given by

AY = − log(1−AL),

where AL is the generator of the Lévy process L(t).

Proof. Let fY (x, t), x ∈ R, t ≥ 0 be the transition density of Y (t) and fL(x, t), x ∈ R, t ≥ 0

be the transition density of L(t). Then we can write

∂

∂t
fY (x, t) =

∫ +∞

0

fL(x, z)
∂

∂t
fΓ(z, t)dz

= [by Lemma 2]

= −
∫ +∞

0

fL(x, z)P1,zfΓ(z, t)dz

= −
∞∑
j=1

(−1)j+1

j

∫ +∞

0

fL(x, z)
∂j

∂zj
fΓ(z, t)dz

= [by successive integrations by parts]

= −
∞∑
j=1

(−1)2j+1

j

∫ +∞

0

∂j

∂zj
fL(x, z)fΓ(z, t)dz

= − log(1−AL)

∫ +∞

0

fL(x, z)fΓ(z, t)dz.

3.1.2 GS subordinator

In the positively asymmetric case, i.e. for β = 1, the process Gβα(t) reduces to a GS
subordinator (we will denote it as G′α(t)). We can simply derive the differential equation
satisfied by its transition density from Proposition 4, by taking into account that, in
this case, the scale parameter in (1.10) reduces to c = σα (cos(πα/2))

−1
. Indeed, for

β = 1, we get γ = 2
π arctan

[
− tan πα

2

]
= −α. Moreover formula (1.9) reduces to ψαβ (θ) =

−|θ|αe−i signθ α = −(i|θ|)αsign(θ).

Corollary 3.6. The density g′α(x, t) of the GS subordinator G′α(t) satisfies the following
equation, for any x, t ≥ 0 and α ∈ (0, 2],

RFDαx,1g′α(x, t) =
b

c
(1− e− 1

a∂t)g′α(x, t), (3.15)

where c = σα (cos(πα/2))
−1 and with conditions{

g′α(x, 0) = δ(x)

lim|x|→∞ g′α(x, t) = 0
. (3.16)

and RFDαx,1 is the Riesz-Feller derivative defined by

F
{
RFDαx,1u(x); θ

}
= −(−i|θ|)αsign(θ)F {u(x); θ} .

Remark 3.7. We now consider the special case α = 1/2 of the previous result. It is
well-known that the stable law with parameters α = 1/2, µ = 0, β = 1, σ > 0 coincides
with the Lévy density. Moreover if we define as

Tz := inf
s>0
{B(s) = z} , z ≥ 0,
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the first-passage time of a standard Brownian motion B(t), we have that

P {Tz ∈ dx} = p′1/2(x, z), x, z ≥ 0,

since Tz is equal in distribution to a stable random variable S ′1/2(z) of index 1/2 and scal-

ing parameter z2 (whose density is denoted as p′1/2(x, z)). Therefore, from the previous

corollary, we can derive that the density of the process
{
TΓ(t), t ≥ 0

}
, given by

g′1/2(x, t) =

∫ ∞
0

p′1/2(x, z)fΓ(z, t)dz

satisfies the following equation for any x, t ≥ 0:

∂1/2

∂|x|1/2
g′1/2(x, t) =

√
2b(1− e− 1

a∂t)g′1/2(x, t), (3.17)

with conditions (3.16) and ∂1/2/∂|x|1/2 := RFD1/2
x,1 . The constant in (3.17) can be derived

by considering that, in this case, c = (cos(π/4))
−1. The process TΓ(t) can be interpreted

as the first-passage time of a standard Brownian motion through a random barrier,
represented by a Gamma process of parameters a,b. Thus we can conclude that

P

{
inf
s>0
{B(s) = Γ(t)} ∈ dx

}
, x, t ≥ 0

satisfies the space-fractional equation (3.17).

3.2 Multivariate GS process

The multivariate GS distribution was first defined in [22] and applied later to model
multivariate financial portfolios of securities, in [15].

In the n-dimensional case, we denote by {Gn
α(t), t ≥ 0} a multivariate GS process

with stability index α ∈ (0, 2], position parameter µ = 0 (for simplicity) and spectral
measure M , then its characteristic function can be written as

Eei<θ,G
n
α(t)> =

[
1 +

∫
Sn
| < θ, z >|αωα,1(< θ, z >)M(dz)

]−t
, θ ∈ Rn, (3.18)

where Sn := {s ∈ Rn : ||s|| = 1}, < θ, z >=
∑n
j=1 θjzj and

ωα,1(< θ, z >) :=

{
1− isign(< θ, z >) tan(πα/2), if α 6= 1

1 + 2isign(< θ, z >) log | < θ, z >|/π, if α = 1
.

Moreover, as in the univariate case, the following relationship holds for the r.v. Gn
α :=

Gn
α(1):

EeiθG
n
α =

1

1− log ΦSnα(θ)
, θ ∈ Rn

(see [15]), where

ΦSnα(θ) := Eei<θ,S
n
α> = exp{−

∫
Sn
| < θ, z >|αωα,1(< θ, z >)M(dz)}, θ ∈ Rn

is the characteristic function of a stable multivariate r.v. Snα with µ = 0 and spectral
measure M (see e.g. [25], p.65).

Let the process {Snα(t), t ≥ 0} be defined by its characteristic function, i.e.

ΦSnα(t)(θ) := Eei<θ,S
n
α(t)> = exp{−t

∫
Sn
| < θ, z >|αωα,1(< θ, z >)M(dz)}, θ ∈ Rn.
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Then the transition density pnα(x, t) of Snα(t) satisfies the initial value problem, for α ∈
(0, 2], α 6= 1, {

∇αMpnα(x, t) = 1
c
∂
∂tp

n
α(x, t)

pnα(x, 0) = δ(x)
, x ∈ Rn, t ≥ 0, (3.19)

where c = (cos(πα/2))−1 (see [21], being careful with the signs, for the different def-
inition of Fourier transform) and ∇αM is the fractional derivative operator defined in
(1.15).

The results of the previous section can be generalized to the n-dimensional case, as
follows.

Proposition 3.8. The transition density gnα(x, t) of the n-dimensional GS process Gn
α(t)

satisfies the following Cauchy problem, for α ∈ (0, 2], α 6= 1, c = (cos(πα/2))−1,
∇αMgnα(x, t) = 1

c (1− e−∂t)gα(x, t)

gnα(x, 0) = δ(x)

lim||x||→∞ gnα(x, t) = 0

, x ∈Rn, t ≥ 0. (3.20)

Proof. The Fourier transform of the space-fractional differential equation in (3.20) can
be written as

F {∇αMgnα(x, t); θ}

= [by (1.15)] = −
[∫

Sn
(−i < θ, z >)αM(dz)

]
F {gnα(x, t); θ}

= − cos(πα/2)

[∫
Sn
| < θ, z >|αωα,1(< θ, z >)M(dz)

] [
1 +

∫
Sn
| < θ, z >|αωα,1(< θ, z >)M(dz)

]−t
= [by (3.18)]

= cos(πα/2)(1− e−∂t)F {gnα(x, t); θ} ,

by considering that

(−i < θ, z >)α = | < θ, z >|α cos(πα/2)ωα,1(< θ, z >).

The first condition in (3.20) is verified since the characteristic function of Gn
α(t), given

in (3.18), reduces to 1 for t = 0, while for the second one we must consider that

gnα(x, t) =

∫ ∞
0

pnα(x, z)fΓ(z, t)dz

and that lim|x|→∞ pnα(x, z) = 0.

Remark 3.9. If we consider the special case of an isotropic n-dimensional GS process
{Gα(t), t ≥ 0}, the previous results can be considerably simplified. Indeed in this case
we can use the fractional Laplace operator defined by

F {(−∆)
α
u(x); θ} = −||θ||αF {u(x); θ} , x, θ ∈ Rn (3.21)

(where || · || denotes the Euclidean norm) or, by the Bochner representation, as

(−∆)
α

= − sin(πα)

π

∫ +∞

0

zα−1(z −∆)−1∆dz (3.22)

(see [5] and [4]). Moreover the n-dimensional isotropic GS process is defined through
its characteristic function

Eei<θ,Gα(t)> =

(
1

1 + ||θ||α

)t
, θ ∈ Rn (3.23)
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(see [15]) and its marginals coincide with the multivariate Linnik distributions intro-
duced in [1]. The process Gα(t) can be represented as

Gα(t) := Sα(Γ(t)), t ≥ 0, (3.24)

where Γ(t) is now assumed, for simplicity, to have parameters a = b = 1 and {Sα(t), t > 0}
is an independent isotropic stable vector, with characteristic function

Eei<θ,Sα(t)> = exp{−t||θ||α}, θ ∈ Rn.

Then it is well-known that the density pα(x, t) of Sα(t) satisfies the equation
(−∆)

α
pα(x, t) = 1

c
∂
∂tpα(x, t)

pα(x, 0) = δ(x)

lim||x||→∞ pα(x, t) = 0

, (3.25)

for x ∈ Rn, t ≥ 0, c = (cos(πα/2))−1 and α ∈ (0, 2]. Therefore by Proposition 4, we can
conclude that the density gα(x, t) of Gα(t) satisfies the following Cauchy problem, for
any x ∈Rn, t ≥ 0: 

(−∆)αgα(x, t) = 1
c (1− e−∂t)gα(x, t)

gα(x, 0) = δ(x)

lim||x||→∞ gα(x, t) = 0

, (3.26)

where (−∆)α is the fractional Laplace operator defined in (3.21).
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