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Abstract

What is the long-time behavior of the law of a contact process started with a single
infected site, distributed according to counting measure on the lattice? This question
is related to the configuration as seen from a typical infected site and gives rise to
the definition of so-called eigenmeasures, which are possibly infinite measures on
the set of nonempty configurations that are preserved under the dynamics up to a
time-dependent exponential factor. In this paper, we study eigenmeasures of contact
processes on general countable groups in the subcritical regime. We prove that in
this regime, the process has a unique spatially homogeneous eigenmeasure. As an
application, we show that the law of the process as seen from a typical infected site,
chosen according to a Campbell law, converges to a long-time limit. We also show that
the exponential decay rate of the expected number of infected sites is continuously
differentiable and strictly increasing as a function of the recovery rate, and we give
a formula for the derivative in terms of the long time limit law of the process as seen
from a typical infected site.
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1 Introduction and main results

1.1 Introduction

In this paper, we will be interested in contact processes whose underlying lattice can
be any countable group. Our set-up includes the classical contact process on Z? and
many other lattices, such as regular trees. We refer to [Lig99] as a general reference
to contact processes on Z¢ and trees. An important motivation for studying general
lattices is that the behavior of the process may depend on the lattice, and one wants to
understand this dependency. For example, in [Swa09], it was proved that if a contact
process on a nonamenable group survives, then the expected number of infected sites
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must grow exponentially fast. The present paper uses many ideas and methods from
that article and builds on it. For that reason, we use the same general set-up, even
though it will turn out that our results in the present paper are not lattice dependent.

In the present paper, we will be interested in subcritical processes, i.e., we focus on
the parameter regime where the system dies out a.s. In this regime, we study three
closely related topics: the process ‘as seen from a typical infected site’, the exponential
rate associated with the growth (or decay) of the expected number of infected sites, and
‘eigenmeasures’.

Here, with the process ‘as seen from a typical infected site’ we mean the following.
Starting from a single infected site, we size-bias on the number of infected sites at a
given time, and then choose one ‘typical’ infected site with equal probabilities from all
infected sites. Shifting the process so that this site becomes the origin then yields the
process ‘as seen from a typical infected site’. In Theorem 1 below, we show that in
the subcritical regime, this process has a long-time limit law. Whether such a limit law
exists in general is an open problem.

An important reason why we are interested in the process as seen from a typical
infected site (chosen in this particular way) is that its law is closely connected to the
quantity r := lim;_,o. t "' log ]E[|nt{0} ], where % is the process started with only the
origin infected and \nt{o}| is the number of infected sites at time ¢. This limit is known
to exist quite generally by subadditivity; we simply call it the ‘exponential growth rate’.
It is known that » < 0 in the whole subcritical regime (see Theorem 2 (d) below), i.e.,
extinction, when it happens, is exponentially fast. One of our main results (Theorem 4)
says that in the subcritical regime, r is continuously differentiable as a function of the
recovery rate, and gives an expression for the derivative in terms of the limit laws of
the process and its dual, both seen from a typical infected site.

Our final results concern processes started in possibly infinite, translation invariant
initial measures. In particular, a special role will be played by the process started with
a single infected site, which is distributed according to counting measure on A. If A is
infinite, then such an initial law’ can of course not be normalized, but it can still be used
to define conditional probabilities given an event of finite measure. In particular, we will
see in formula (1.22) that conditioning such a process on the origin being infected at a
given time ¢ yields in law the same as the process ‘seen from a typical infected site’ that
we considered before. This new way of looking at things has a number of advantages.
In particular, we will see that there are certain (possibly infinite) measures that are
preserved under the dynamics of the process up to an exponential scaling that depends
on time. We call such measures eigenmeasures. In Theorem 5, we prove that in the
subcritical regime, the process has a unique translation invariant eigenmeasure, which
is the rescaled limit ‘law’ when started from any translation invariant, possibly infinite
initial ‘law’, and we use this to characterize the limit law of the process as seen from
a typical infected site. In particular, Theorem 5 answers the question, asked at the
start of our abstract, about the long-time behavior of the process started with a single
infected site, distributed according to counting measure on the lattice.

There is a close analogy between eigenmeasures and quasi-stationary laws, as in-
troduced in [DS67]. In the subcritical regime, this relation can be made exact: we will
show that above the critical recovery rate, there is a one-to-one correspondence be-
tween eigenmeasures and quasi-stationary laws for the contact process ‘modulo shifts’.
This correspondence plays an important role in our proofs but is available only in the
subcritical regime, in contrast to the eigenmeasures that are known to exist quite gen-
erally (see [Swa09] and Section 1.7 below).

We discuss the process as seen from a typical infected site in Section 1.3 and eigen-
measures in Section 1.7. Quasi-invariant laws for the process modulo shifts are dis-
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cussed briefly in Section 1.8 and then in more detail in Section 2.

1.2 Contact processes on groups

Before we can state our results, we need to define the class of contact processes that
we will be interested in, fix notation, and recall some well-known facts. Let A be a finite
or countably infinite group with group action (i, j) + ij, inverse operation i — i~!, and
unit element 0 (also refered to as the origin). Let a : A x A — [0, 00) be a function such
that a(é,7) =0 (i € A) and

(i) a(i,j) = a(ki, kj) (i, 4,k € A),
(i) al =" a(0,i) < oo, (1.1)
i€A

and let § > 0. We will in general not assume that a(i,j) = a(j,i). However, if this
is true then we say that a is symmetric. By definition, the (A, a,d)-contact process is
the Markov process n = (1;);>0, taking values in the space P = P(A) := {A: A C A}
consisting of all subsets of A, with the formal generator

Gf(A):="Y a(i,)ljeaylyeay{f(AU{}) - F(A)}
hIEL (1.2)
+6 ) Lea {F (A} = F(A))
icA
If i € n,, then we say that the site i is infected at time ¢; otherwise it is healthy. Then
(1.2) says that an infected site ¢ infects another site j with infection rate a(i, j) > 0, and
infected sites become healthy with recovery rate § > 0.

To see how this relates to the more traditional definition of contact processes on
7%, let us assume that the infection rates take only two values: there is some A > 0
(‘the infection rate’) such that a(i,j) € {0,A} for all 4,5 € A. Assume moreover that
A :={i : a(0,i) = A} is a finite subset of A that is symmetric in the sense that i € A
implies i ! € A and that A generates A. By definition, the (left) Cayley graph G(A, A)
associated with A and A is the graph with vertex set A, where two vertices i,j € A are
linked by an edge if and only if j = ik for some k € A. Then a(i,j) = A if ¢ and j are
linked by an edge in G(A, A) and zero otherwise, i.e., the (A, a, d)-contact process is the
nearest-neighbor contact process on the Cayley graph G(A, A) with infection rate A and
recovery rate 6.

The square lattice Z¢ with nearest neighbor edges, and regular trees, are examples
of Cayley graphs, so our set-up includes these classical lattices. Processes on graphs
have only two free parameters, A and ¢, and by time scaling, one may without loss of
generality take one of these rates to be one. It is tradition to fix the recovery rate. In
our more general set-up, it will often be more convenient to fix the infection rates and
vary the recovery rate instead.

We will usually assume that the infection rates are irreducible in some sense or
another. To make this precise, let us write i<%; if the site j can be infected through
a chain of infections starting from i. Then we say that a is irreducible if i<%j for all
i,7 € A. Equivalently, this says that for all A’ C A with A’ # 0, A, there exist i € A’
and j € A\A’ such that a(i,j) > 0. Similarly, we say that a is weakly irreducible if for
all A’ ¢ A with A’ # (), A, there exist i € A’ and j € A\A’ such that a(i,j) V a(j,7) > 0.
Finally, we will sometimes need the intermediate condition

Vi,jeA: Tkl e A ki, kg, i<, j<1. (1.3)

In words, this says that for any two sites i, j there exists a site k£ from which both ¢ and
J can be infected, and a site [ that can be infected both from ¢ and from j. If the rates
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a are symmetric, or more generally if one has a(i,j) > 0 iff a(j,i) > 0, then all three
conditions are equivalent. In general, irreducibility implies (1.3) which implies weak
irreducibility, but none of the converse implications hold.

It is well-known that contact processes can be constructed by a graphical represen-
tation. Let w = (w",w') be a pair of independent, locally finite random subsets of A x R
and A x A x R, respectively, produced by Poisson point processes with intensity § and
a(i, j), respectively. This is usually visualized by plotting A horizontally and R vertically,
marking points (4,s) € w' with a recovery symbol (e.g., *), and drawing an infection
arrow from (i,t) to (j,t) for each (i,j,t) € w'. For any (4,s), (j,u) € A x R with s < v,
by definition, an open path from (i, s) to (j,u) is a cadlag function 7 : [s,u] — A such
that {(7(t),t) : t € [s,u]} Nw" = 0 and (7 (t—),n(t),t) € w' whenever 7(t—) # n(t). Thus,
open paths must avoid recovery symbols and may follow infection arrows. We write
(,8) ~ (j,u) to indicate the presence of an open path from (i, s) to (j,u). Then, for any
s € R, we can construct a (A, a, §)-contact process started in an initial state A € P by
setting

it i={jeA:(i,s)~ (j,s+t)forsomeic A} (AeP,scR, t>0). (1.4)

In particular, we set n;* := 77{4’0. Note that this construction defines contact processes
with different initial states on the same probability space, i.e., the graphical represen-
tation provides a natural coupling between such processes. Moreover, the graphical
representation shows that the contact process is essentially a sort of oriented percola-
tion model (in continuous time but discrete space).

Since the graphical representation is also defined for negative times we can, in
analogy to (1.4), define ‘backward’ or ‘dual’ processes by

n A ={jeA:(js—t)~ (i,s) forsomeic A} (AeP,scR,t>0). (1.5)
In particular, we set 5] := 5/ *?. It is not hard to see that (nIA"S)tZO is a (A, af,d)-

contact process, where we define reversed infection rates as a'(i, j) := a(j,i). Since

(AN B #0} = {(i,0) ~ (j,t) forsome i € A, j € By = {ninni PP #0}  (0<s<1)

(1.6)
and the process 1 P! is equal in law with 52, we see that the (A, a, §)-contact process
and (A, al, 0)-contact process are dual in the sense that

PlAnB+#0 =PAnn % £0] (A BeP,t>0). (1.7)

We note that unless a is symmetric or the group A is abelian, the (A, a,d)- and (A, af, §)-
contact processes have in general different dynamics and need to be distinguished. (If
A is abelian, then the (A, a,d)- and (A, a', §)-contact processes can be mapped into each
other by the transformation ¢ i~1)

We say that the (A, a, §)-contact process survives if P[n/* # () ¥t > 0] > 0 for some,
and hence for all nonempty A of finite cardinality |A|. We call

8c = 6c(A,a) :==sup {6 > 0: the (A,a,d)-contact process survives } (1.8)

the critical recovery rate. It is known that §. < oco. If A is finite, then 6. = 0, but if A
is infinite, then it is often the case that é. > 0. In particular, this is true if A is finitely
generated and a is weakly irreducible [Swa07, Lemma 4.18]. For non-finitely generated
infinite groups, irreducibility is in general not enough to guarantee §. > 0 [AS10]. It is
well-known that

Plpte-] =7, (1.9)

t—o00
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where 7 is an invariant law of the (A, a, §)-contact process, known as the upper invariant
law. Using duality, it is not hard to prove that 7 = ¢, if the dual (A, a, §)-contact process
dies out, while 7 is concentrated on the nonempty subsets of A if the dual process
survives. In this case, we say that 7 is nontrivial.

1.3 The process seen from a typical infected site

Let (n{)i>0 be a (A, a, §)-contact process, started in a finite nonempty initial state A,
defined on some underlying probability space (€2, 7,P). Then, for each ¢t > 0, we can
define a new probability law I@{‘ on a suitably enriched probability space () that also
contains a A-valued random variable ¢, by setting

Plw € A, i € nf(w)]
E([n{]]

The law ]1524 is a (normalized) Campbell law.! It is closely related to the so called
Palm law. It is easy to check the following claims: P;! is a probability law, P} [w € -]
, and the conditional law P{[. € -|w] is the uniform
distribution on 7{*. In words, P{* is obtained by size-biasing on the number of infected
sites at time ¢ and then choosing one site « from 7{* with equal probabilities. We note
that if (n/)¢>0 is constructed from a graphical representation, which in turn is defined
on an underlying probability space (2, 7, P), then the Campbell laws ]f’{x in (1.10) allow
us to discuss probabilities (under these laws) of events relating jointly to the typical site
¢ and the graphical representation w. Campbell laws are a common tool in the study of
spatial branching processes, see for example [LMWS88] or [GKW99], but their use in the
study of contact processes seems to be new and was initiated in [Swa09].

For AC Aandi € A, let us write i4 := {ij : j € A}. Then P/~ 'n* € -] is the law of
the contact process 7;* with ¢ shifted to the origin, i.e., this is the law of the process ‘as
seen from’ a typical infected site. Our first result, which is an easy consequence of the
more general Theorem 5 below, says that for subcritical contact processes, these laws
converge to a long-time limit.

Recall that P = P(A) denotes the space of all subsets of A. Identifying subsets with
their indicator functions, we observe that P = {0, 1}A and equip it with the product
topology and Borel-o-field. We let P, := {A : |A| > 0} and Psy, := {A : |A] < oo} denote
the subspaces consisting of all nonempty, respectively finite subsets of A, and write
Péin, + := Pan N P+. Note that Pg, is countable. In view of this, apart from the product
topology which it inherits from its embedding in P, it is often natural (and important
for technical reasons) to equip Pg, with the discrete topology instead. If A is infinite,
then the discrete topology on Py, is strictly stronger than the product topology on P.
For example, if A = 7Z, then {0,n} — {0} as n — oo in the product topology, but not in
the discrete topology on Pgy,.

Pllwed 1=i] = (A€ F, i€l (1.10)

is the law P size-biased on |n;!

Theorem 1 (Limit law seen from typical site, subcritical case). Assume that the infec-
tion rates satisfy the irreducibility condition (1.3) and that § > 0.. Then there exists a
probability law © on Pg, such that

PALT I €] =0 (A€ Phn4), (1.11)

1'We may view the random set 77;4 as a random measure on A that puts mass one on each point i € nf’ (and
zero mass on points outside n{‘). According to terminology as used in, e.g., [LMW88, GKW99], the Campbell
measure associated with n{* is then the finite measure C{* on Pg,, + x A defined by C/A({(B,i)}) := P[n{* =
B}l{ie B} Normalizing this measure so that it becomes a probability measure yields the joint law of (77;4, L)
under If’tA. Conditioning this measure on ¢ = i yields the Palm law relative to i. We will need to keep track
of more information than just 17{‘, which is why we define ]f’{‘ on a larger space than just Pg,, 4 X A. In
branching theory one also often considers Palm measures that carry more information, for example about the
genealogy of the process, which leads to Kallenberg’s backward tree construction [Kal77].
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where = denotes weak convergence of probability measures on Pg,, equipped with the
discrete topology.

The proof of Theorem 1 will follow from the more general Theorem 5 and is com-
pleted in Section 2.9. We expect the limit in (1.11) to exist more generally, perhaps
even for any (A, a, §)-contact process, but we expect © to be concentrated on Ps, only
in the subcritical regime. In general, we expect convergence as in (1.11) only w.r.t. the
product topology on P.

1.4 The exponential growth rate

It follows from subadditivity (see [Swa09, Lemma 1.1]) that for any (A, a, §)-contact
process, there exists a constant » = r(A, a, ) with —§ < r < |a| — 6 such that

T:tlinolo%logE“nf\] (A€ Pan 1) (1.12)

We call r the exponential growth rate.

The following theorem, which we essentially cite from the literature, lists some prop-
erties of the function (A, a,d). In particular, part (d) says that the subcritical regime
that we are interested in here coincides with the parameter regime where r < 0.

Theorem 2 (Properties of the exponential growth rate).
For any (A, a,0)-contact process:

(@) r(A,a,0) =r(A,al,d).
(b) The function § — r(A,a,d) is nonincreasing and Lipschitz continuous on [0, c0),
with Lipschitz constant 1.

(c) Ifr(A,a,0) > 0, then the (A, a,d)-contact process survives.
(d) {6 >0:7(A,a,d) <0} = (dc,0).

The (easy) proofs of parts (a)-(c) can be found in [Swa09, Theorem 1.2]. The
analogue of part (d) for unoriented percolation on Z? was first proved by Menshikov
[Men86] and Aizenman and Barsky [AB87]. Using the approach of the latter paper,
Bezuidenhout and Grimmett [BG91, formula (1.13)] proved the statement in part (d) for
contact processes on Z¢. This has been generalized to processes on general transitive
graphs in [AJO7]. As we point out in Appendix A, their arguments are not restricted to
graphs but apply in the generality we need here.

We note that in general, if one drops the assumption that the underlying lattice is a
group and the infection rates are invariant under left multiplication, then it is possible
for a contact process to survive while its dual dies out.? Whether this can happen
in our class of (A, a,d)-contact processes is an open problem, but parts (a) and (d) of
Theorem 2 imply that §.(A,a) = 6.(A,a'’), so any example would have to be at § = 4,
while by [Swa09, Corollary 1.3], A would have to be amenable. Part (a) of Theorem 2 is
related to unimodularity, see the discussion in Section A.1 of the appendix.

If A is a finitely generated group of subexponential growth and the infection rates
satisfy an exponential moment condition (for example, if A = Z¢ and « is nearest-
neighbor), then » < 0 [Swa09, Thm 1.2 (e)], but in general (e.g. on trees), it is possible
that » > 0. Indeed, one of the main results of [Swa09] says that if A is nonamenable

2In this case, the upper invariant law of the process is trivial while the upper invariant law of the dual
process is nontrivial. Consider, for example, a contact process on an infinite regular tree, where infections
take place only in the direction away from a chosen end resp. towards the chosen end for the dual process. It
is not hard to show that for a suitable choice of the revovery rate, such a process survives while its dual dies
out.
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(e.g., a regular tree), the (A, a,d)-contact process survives, and the infection rates sat-
isfy the irreducibility condition (1.3), then r > 0 [Swa09, Thm. 1.2 (f)].

The following theorem follows easily from results in [Swa09]; for completeness, we
provide a proof in Section 2.9. Below, as before, n* denotes the (A, a, §)-contact process
started in the initial state A.

Theorem 3 (Limit law seen from typical site, supercritical subexponential case). As-
sume that the infection rates satisfy the irreducibility condition (1.3), that r(A,a,d) =0,
and that the upper invariant law ¥ of the (A, a, §)-contact process is nontrivial. Let 7j be
a random variable with law v. Then, for each A € Py, 4+, there exist probability laws
(pn)nen on [0,00) such that lim, o pn([0,7]) — 0 for all T < oo and

- AT, —1,A - =
/0 pn(dt) P[0l € -] = P[ie -|0eq], (1.13)

where = denotes weak convergence of probability measures on P, equipped with the
product topology.

In particular, Theorem 3 shows that for processes that grow slower than exponen-
tially in the supercritical regime (e.g., the classical process on 74, if the process as
seen from a typical infected site has a long-time limit law, then this must be the upper
invariant law conditioned on the origin being infected. So far, there are no results on
the long-time limit law of the process as seen from a typical infected site for processes
with » > 0.

1.5 The derivative of the exponential growth rate

As we have seen in the previous section, there is a close connection between the
law of the process as seen from a typical infected site and the exponential growth rate
of the process. In the present section, we elaborate on this and formulate our second
main result (after Theorem 1), which says that in the subcritical regime, r(A,a,?d) is
continuously differentiable as a function of the recovery rate §, and which gives an
expression of the derivative in terms of the law © from Theorem 1, and its analogue for
the dual process.

To see how the derivative of r is connected to the law of the process as seen from
a typical infected site, let nf 1% denote the process with a given recovery rate ¢ (and
(A, a) fixed), started with only the origin infected and constructed with the graphical
representation. A version of Russo’s formula (see [Swa09, formula (3.10)] and compare
[Gri99, Thm 2.25]) tells us that

t
- %%logEUnf’{O}H = %/O P [3j € A st (0,0) ~ ;e (1,1)]ds, (1.14)
where (0,0) ~»(; 5) (+,t) denotes the event that in the graphical representation, all open
paths from (0, 0) to (¢, t) lead through (4, s). In other words, the right-hand side of (1.14)
is the fraction of time that there is a pivotal site on the way from (0,0) to the typical
site (¢, ).

The probability that at time s, there is a pivotal site on the way from (0,0) to the
typical site (¢,t), can be expressed in terms of two independent processes that are
defined in terms of the graphical representation before and after s, respectively. To
write this down, let 7); be a random variable with law

Pl € -] =P 719l €], (1.15)

i.e., 7)s is a contact process as seen from a typical site at time s. Define ﬁ;[s similarly,
but for the dual process and with s replaced by ¢t — s, and let 7 and ﬁLS be independent.
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Then it can be shown (compare formula (2.58) below, which can be written in terms of
fis and /]_, as in formula (2.69)) that

P[is Nif_, = {0}]
E“ﬁs N ﬁg—s|71]

Using this, we are able to take the limit ¢ — oo in (1.14) and prove the following result.

]@50} [33 € As.t. (0,0) ~(jos) (L7t)] = (0<s<t). (1.16)

Theorem 4 (Derivative of the exponential growth rate). Assume that the infection rates
satisfy the irreducibility condition (1.3). For § € (d.,0), let U5 and f/j; be the long-time
limit laws of the (A, a, §)- and (A, a', §)-contact processes as seen from a typical infected
site, respectively, as in Theorem 1. Then the map (é.,00) > § — Ds is continuous
with respect to weak convergence of probability measures on Py, +, equipped with the
discrete topology, and similarly for f/j;. Let77° and 71 ® denote independent random vari-
ables with laws U5 and f/j;, respectively. Then the function § — r(A, a,0) is continuously
differentiable on (d.,00) and satisfies

P’ nqt? = {0}]

_ 9 =
86T(A7a76) E“ﬁé ﬂf]T‘”‘l}

>0 (6 € (0e;00)). (1.17)

Remark The continuity of 75 and f/js as a function of § in the sense of weak convergence
with respect to the discrete topology on Ps,, + is easily seen to imply the continuity
of the right-hand side of (1.17) in §. On the other hand, no such conclusion could be
drawn from weak convergence with respect to the product topology on Py, 4, since the
functions A — 14—y} and A — |A|‘11{0G 4y are not continuous with respect to this
topology.

We will prove Theorem 4 in the setting of eigenmeasures and to this aim restate it
in this language in Theorem 6 below. The proof is completed in Section 2.9.

The differentiability of the exponential growth rate in the subcritical regime is ex-
pected. Indeed, for normal (unoriented) percolation in the subcritical regime, it is even
known that the number of open clusters per vertex and the mean size of the cluster
at the origin depend analytically on the percolation parameter. This result is due to
Kesten [Kes81]; see also [Gri99, Section 6.4]. For oriented percolation in one plus one
dimension in the supercritical regime, Durrett [Dur84, Section 14] has shown that the
percolation probability is infinitely differentiable as a function of the percolation param-
eter. It is not so clear, however, if the methods in these papers can be adapted to cover
the exponential growth rate. At any rate, they would not give very explicit information
about the derivative such as positivity.

In principle, if for a given lattice one can show that the right-hand side of (1.17)
stays positive uniformly as J | J., then this would imply that —7(d) < (§ — §.)! as § | &,
i.e., the critical exponent associated with the function r is one. But this is probably
difficult in the most interesting cases, such as Z¢ above the upper critical dimension,
which is 4 for the contact process [HS10].

1.6 Locally finite starting measures

So far, we have formulated our results in terms of the contact process as seen from a
typical infected site, and its long-time limit. In the present section, we will see that the
same results can alternatively be formulated in terms of a different object, namely, the
contact process started in an initial ‘law’ that is the counting measure on the set of all
translations of a finite nonempty set A. In particular, if A is infinite, then such an initial
‘law’ is an infinite measure, so we cannot use it to assign probabilities to events in the
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usual way. We can use it, however, to define conditional distributions given an event of
finite measure. In particular, as we will see in formula (1.22) below, conditioning such a
process on the origin being infected at some time ¢ yields the law of the contact process
as seen from a typical infected site.

The new language of infinite initial ‘laws’ takes a bit of time to get accustomed to,
but it will allow us to restate our main convergence result, Theorem 1, in a much more
general and stronger form, and, most importantly, to characterize the limit as a unique
object with certain properties. (To be precise, in the new formulation, the limit will be
the unique homogenous eigenmeasure of the process, as defined below.) One of the
main advantages of the new formulation is that it preserves the translation invariance
of the problem, which is broken in the original formulation because of the special role
played by the origin.

To deal with contact processes started in initial ‘laws’ that are infinite measures,
we need a bit of theory. Recall that P, P,, and Pg, denote the space of all subsets,
nonempty subsets, and finite subsets of A, respectively, and that Pgy, + := Psn N P+. As
before, we observe that P = {0, 1}A and equip it with the product topology and Borel-o-
field. Note that since P is compact, P, = P\{0} is a locally compact space. Recall that
a measure on a locally compact space is locally finite if it gives finite mass to compact
sets, and that a sequence of locally finite measures converges vaguely if the integrals
of all compactly supported, continuous functions converge.

Below, and throughout the rest of the paper, when we write that ‘u,, are measures’,
we mean that we have a sequence (py)n>0 (Or (i, )r>1) of measures. The same simpli-
fied notation applies to sequences A, of real numbers, etc. We cite the following simple
facts from [Swa09, Lemmas 3.1 and 3.2].

Lemma 1.1 (Locally finite measures). Let i be a measure on P,. Then the following
statements are equivalent:

1. p is locally finite.
2. fﬂ(dA)l{ieA} < oo foralli € A.
3. fﬂ(dA)l{AmB#z)} < oo forall B € Pgy, 4.

Moreover; if i, p are locally finite measures on Py, then the u, converge vaguely to
if and only if

/Nn(dA)l{AﬁB;éQ)} n::o /,Uf(dA)]-{AﬂB;é(b} (B S Pﬁn’+). (1.18)

For A C A and i € A, we write ¢4 := {ij : j € A}, and for any A C P we write
iA:= {tA: A e A}. We say that a measure p on P is (spatially) homogeneous if it is
invariant under the left action of the group, i.e., if u(A) = p(i.A) for each i € A and
measurable A C P.

We now turn our attention to contact processes started in infinite initial ‘laws’. For
a given (A, a, 0)-contact process, we define subprobability kernels P; (¢t > 0) on P, by

P(A, ) =P €], (=20, AePy), (1.19)

where |p, denotes restriction to P, and we define P/ similarly for the dual (A, al, §)-
contact process. For any measure ;. on P, we write

pbri= [ W@ARA) (2 0) (1.20)

which is the restriction to P, of the ‘law’ at time ¢ of the (A, a, )-contact process started
in the initial (possibly infinite) ‘law’ u. If 1 is a homogeneous, locally finite measure on
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P,, then pP; is a homogeneous, locally finite measure on P, for each ¢t > 0 (see [Swa09,
Lemma 3.3] or Lemma 2.4 below).
For each A € Py, 4, let

XA ::Zém and hence XAPt:Z]P[nt{ZA} € '”77+ (1.21)
ieA i€A
(where 04 denotes the delta-measure at a point A € P,). In particular, we may loosely
interpret x (o) P as the ‘law’ of the process at time ¢, starting from a single infection at
a ‘uniformly chosen’ site in the lattice. More generally, x4 corresponds to a ‘uniformly
chosen’ translation of A.
Defining conditional probabilities for infinite measures in the natural way, it is easy
to verify (see Section 2.9 below) that

xaP(-n{B:0eB}) ., 4
xaP:({B:0¢€ B}) = PPt e ], (1.22)

XAPt( . |{B:0€B}) =

i.e., x4 P; conditioned on the origin being infected describes the distribution of ;' under
the Campbell law ]15;4 from (1.10) with the typical infected site ¢ shifted to the origin.
One can also show that this measure is the Palm law relative to the origin of x4 F;.

It follows easily from Lemma 1.1 that if p,,, u are locally finite measures on P, and
fin = p vaguely, then p, (- | {B: 0 € B}) converges weakly to u( - |{B: 0 € B}) with
respect to the product topology. As in Theorem 1, we will sometimes need a stronger
form of convergence.

If a locally finite measure on P, is concentrated on Pg,, then we simply refer to such
a measure as a ‘locally finite measure on Pg, 4’ (even though ‘locally finite’ refers to
the topology on P,). For each i € A, we define

P; = {A eP:ie A} and Pﬁn,i = Pan N P;. (1.23)

Note that Pg, ; is a countable set. We let u|p;, , denote the restriction of a measure p
to Phn, . If pn, p are locally finite measures on Py, +, then we say that the i, converge
to u locally on Py, 4, if for each i € A, the pu,|p,, , converge weakly to y|p,, , with
respect to the discrete topology on Ps, ;. It can be shown that local convergence on
Pan, + implies vague convergence (see Proposition 2.1 below), but the converse is not
true. For example, if A = Z, then using Lemma 1.1 it is not hard to see that we have
the vague convergence xo .} = 2x{0} @s n — oo, but the 1, do not converge locally
on Pgy, 4. If py,, 1 are locally finite measures on Pg,, 1 and the u, converge to p locally
on Pgy, 4, then the conditioned measures ,un( - ’{B : 0 € B}) converge weakly to
pu( - | {B:0 € B}) with respect to the discrete topology on Py, 4.

For processes started in homogeneous, locally finite measures, we have a useful
sort of analogue of the duality formula (1.7). To formulate this, we need two more
definitions. For any measure p on P, we define

() = / (dA)A 1 oea, (1.24)

where |A|~! := 0 if A is infinite. Note that if each set A € Py, ; carries mass u({A}),
and this mass is distributed evenly among all points in A, then (1)) is the mass received
at the origin.

Next, for any measures u,v on P, we let u R v denote the restriction to P, of the
image of the product measure ; ® v under the map (A, B) — AN B. Note that

/u A v (dO)f(O) := /u(dA)/u(dB)f(AﬁB) (1.25)
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for any bounded measurable f : P — R satisfying f()) = 0. We call p R v the intersec-
tion measure of p and v. It is not hard to show (see Lemma 2.2 below) that y R v is
locally finite if ;4 and v are. Note that if ¢ and v are probability measures, then p R v is
the law of the intersection of two independent random sets with laws p and v, restricted
to the event that this intersection is nonempty. In particular, normalizing p M v yields
the conditional law given this event.

With these definitions, we have the following lemma, whose proof can be found in
Section 3.2.

Lemma 1.2 (Duality for infinite initial laws). Let u,v be homogeneous, locally finite
measures on P,. Then

(P A V) = (uAvPl) (1> 0), (1.26)
and pP; R v is concentrated on Pay, 1 if and only if 1 M vP] is.

Remark If |u| := p(P1) denotes the total mass of a finite measure on P,, then the
duality formula (1.7) is easily seen to imply that |uP, R v| = |u R vP}| for any finite
measures pu,v on P,. One can think of (1.26) as an analogue of this for infinite (but
homogeneous) measures.

1.7 Eigenmeasures

Following [Swa09], we say that a measure p on P, is an eigenmeasure of the (A, a, §)-
contact process if u is nonzero, locally finite, and there exists a constant A € R such
that

puPy=eMuy  (t>0). (1.27)

We call X the associated eigenvalue.

It follows from [Swa09, Prop. 1.4] that each (A, a, §)-contact process has a homoge-
neous eigenmeasure © with eigenvalue r = (A, a,d). In general, it is not known if ¥ is
(up to a multiplicative constant) unique. Under the irreducibility condition (1.3), it has
been shown in [Swa09, Thm. 1.5] that if the upper invariant measure 7 of a (A, a,d)-
contact process is nontrivial and r(A,a,§) = 0, then » is unique up to a multiplicative
constant and in fact © = c¥ for some ¢ > 0.

The following theorem, which is one of our main results, investigates eigenmeasures
in the subcritical case » < 0. Its proof can be found in Section 2.6. Note that in
particular, setting p = ), d¢3, formula (1.28) describes the long-time behavior of the
law of the process started with a single infected site, distributed according to counting
measure on the lattice. More generally, setting i = x4 as in (1.21) yields through (1.22)
Theorem 1.

Theorem 5 (Eigenmeasures in the subcritical case). Assume that the infection rates
satisfy the irreducibility condition (1.3) and that the exponential growth rate from (1.12)
satisfies r < 0. Then there exist, up to multiplicative constants, unique homogeneous
eigenmeasures U and o of the (A,a,d)- and (A, a',d)-contact processes, respectively.
These eigenmeasures have eigenvalue r and are concentrated on Pg, . If p is any
nonzero, homogeneous, locally finite measure on P, then

e "tuP, = ¢, (1.28)
t—o00
where = denotes vague convergence of locally finite measures on P, and ¢ > 0 is a
constant, given by

:
1»' (1.29)
)

(pro
7
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If 1 is concentrated on Psy, 4+, then (1.28) holds in the sense of local convergence on
Pﬁn, +-

Remark Since © and /' are infinite measures, their normalizations are somewhat arbi-
trary. For definiteness, we will usually adopt the convention that [ ﬁ(dA)l{Oe a=1=

Ik ﬁ]L(dA)l{O€ Ay~ Theorem 5 holds regardless of the choice of normalization.

We expect the convergence in (1.28) to have analogues also for critical and super-
critical processes, but in these regimes the normalizing constant e~"¢ is probably more
complicated and may depend on the initial measure p. For processes with » = 0 in the
supercritical regime, we expect the limit to be the upper invariant law (compare Theo-
rem 3 and see also [Swa09, Theorem 1.5 and Corollary 3.4]), while for processes with
r > 0 the limit probably depends on the initial law p.

In view of formula (1.22) and our discussion of local convergence, Theorem 5 implies
Theorem 1. Moreover, it identifies the limit law © from (1.11) as the eigenmeasure v
conditioned on the origin being infected. Note that Theorem 5 gives more information
than Theorem 1, since it is not restricted to finite initial states and also determines the
multiplicative constant ¢ of the limit.

Using the language of eigenmeasures, we can also rephrase Theorem 4. We note
that the continuity of 75 and 132; as a function of § in the sense of local convergence on
Psn, + (as stated below) implies the continuity of the right-hand side of (1.30) in §, while
no such conclusion could be drawn from continuity in the sense of vague convergence;
compare the remark below Theorem 4. Theorem 6 will be proved in Section 2.8.

Theorem 6 (Derivative of the exponential growth rate). Assume that the infection
rates satisfy the irreducibility condition (1.3). For § € (d.,c), let Vs and ﬁ} denote
the homogeneous eigenmeasures of the (A,a,d)- and (A,a',§)-contact processes, re-
spectively, normalized such that [U;(dA)ljpca; = 1 = fﬁ;(dA)l{OEA}. Then the map
(0, 00) 2 § = vs is continuous with respect to local convergence on Pry, 1, and similarly
for ﬁ}. Moreover, the function § — r(A, a, ) is continuously differentiable on (J., o) and
satisfies

s @ 75 ({0})

- @T(A7 a, 6) =
» (55 A DL

>0 (6 €(0e;00)). (1.30)

Remark If A is finite, then we may normalize vs R 5; so that it is a probability measure.
Let ¢ be a random variable with this law and conditional on (, choose x uniformly from
¢. Then the nominator in (1.30) is P[¢ = {0}] = |A|7*P[|¢| = 1] while the denominator is
P[x = 0] = |A|7%, so the fraction equals P|[|¢| = 1].

Theorems 5 and 6 are our main results, from which our other results (in particular,
Theorems 1 and 4) can easily be derived, see Section 2.9.

1.8 Discussion and outlook

In general, it is not hard (but also not very interesting) to determine the limit behav-
ior of contact processes started from a spatially homogeneous (i.e., translation invari-
ant) initial probability law. Indeed, provided the initial law is nontrivial, it is known that
the limit is the upper invariant law. The proof, based on duality (see [Lig85, formula
(VL.2.1)]), works for general lattices. On the other hand, a couple of questions relating
to the process started from finite sets seem to lie much deeper. For example, the proof
of complete convergence on Z¢ [Lig99, Section I.2] is rather involved and cannot easily
be adapted to other lattices. Also, if A\ and A\, denote the critical infection rates associ-
ated with survival and local survival, respectively (the latter meaning that starting from
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a finite set, with positive probability, infections reach the origin at arbitrary late times),
then it is known that A. < A, on trees while \. = A, on Z¢, but for many other lattices
the question whether survival implies local survival is open. Based on analogy with
unoriented percolation, one may conjecture that A. = A, on any amenable transitive
graph; this problem seems to be quite hard.

These problems motivated the study of contact processes as seen from a typical
infected sites and of eigenmeasures in [Swa09]. The main results of that paper are
concerned with processes for which the expected number of infected sites in the super-
critical case grows slower than exponentially (see Theorem 3 above). The main aim of
the present paper is to study analogous questions in the subcritical regime.

Our present paper treats the subcritical case fairly conclusively. Arguably, this
should be the easiest regime. And indeed, our analysis is made easier by the fact
that the homogeneous eigenmeasures are concentrated on finite sets. As we will see
(in formula (2.24) below), such eigenmeasures are in one-to-one correspondence to
quasi-invariant laws (as introduced in [DS67]) for the contact process ‘modulo shifts’.
More precisely, call two sets A, B € Pg, equivalent if one is a translation of the other
(see (2.1) below), let A denote the corresponding equivalence class containing A, and
set Pgn 1= {[1 : A € Pay, +}. Then, for any (A, a,d)-contact process 7 started in a fi-
nite initial state, (7;):>0 is a Markov process with countable state space 75ﬁn. In the
subcritical regime, this process a.s. ends up in the trap (. We will show that there is
a one-to-one correspondence between eigenmeasures that are concentrated on Pg, +
and quasi-invariant laws for 7. In particular, our results imply that the law of a subcrit-
ical contact process modulo shifts, started in any finite initial state and conditioned to
be alive at time ¢, converges as t — oo to a quasi-invariant law (Theorem 2.12 below).

For certain discrete-time versions of the contact process on Z?, as well as for some
other, similar Markov chains, an analogous result has been proved in [FKM96]. Our
methods differ significantly from the methods used there, since we use eigenmeasures
of the forward and dual process to construct positive left and right eigenfunctions of the
forward process. This simplifies our proofs, but, since this approach makes essential
use of the contact process duality, it is less generally applicable. The correspondence
between homogeneous eigenmeasures and quasi-invariant laws of the process modulo
shifts is only available in the subcritical regime. In contrast, in the critical and super-
critical regimes, we expect homogeneous eigenmeasures to be concentrated on infinite
sets, hence the techniques of the present paper are not applicable.

Nevertheless, our methods give some hints on what to do in some of the other
regimes as well. Indeed, we expect formula (1.30) to hold more generally. The sec-
ond remark below Theorem 6 interprets formula (1.30), roughly speaking, as saying
that —%T(A, a,0) is the probability that two independent sets which are distributed ac-

cording to the eigenmeasures v and f?T of the forward and dual (backward) process, and
which are conditioned on having nonempty intersection, intersect in a single point. In
view of this, it is tempting to try to replace the fact that » and ©' are each concentrated
on finite sets, which holds only in the subcritical regime, by the weaker assumption
that the intersection measure v R ﬁT is concentrated on finite sets. In particular, one
wonders if this always holds in the regime r > 0.

A simpler problem, which we have not pursued in the present paper, is to investigate
higher-order derivatives of r(A,a,d) with respect to ¢ or derivatives with respect to
the infection rates a(i,j). It seems likely that the latter are strictly positive in the
subcritical regime and given by a formula similar to (1.30). Controlling higher-order
derivatives of r(A,a,d) might be more difficult; in particular, we do not know if the
function § — r(A,a,d) is concave, or (which in view of (1.17) is a somewhat similar,
though different question), if the conditional laws vs(-[{B : 0 € B}) are decreasing in
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the stochastic order, as a function of .

2 Main line of the proofs

In this section we give an overview of the main line of our arguments. In particular,
we give the proofs of Theorems 5 and 6 in Sections 2.6 and 2.8 respectively. These
proofs are based on a collection of lemmas and propositions which are stated here but
whose proofs are in most cases postponed until later.

In short, the line of the arguments is as follows. We start in Section 2.1 by collect-
ing some general facts about locally finite measures on P,. In particular, we discuss
the relation between vague and local convergence, and we show that a homogeneous,
locally finite measure on Ps,, 4+ can be seen as the ‘law’ of a random finite set, shifted
to a ‘uniformly chosen’ position in the lattice.

In Section 2.2, we then prove the existence part of Theorem 5. Since existence of
an eigenmeasure with eigenvalue r has already been proved in [Swa09], the main task
is proving that there exists such an eigenmeasure that is moreover concentrated on
Péhin, +- This is achieved by a covariance calculation.

Once existence is proved, we fix an eigenmeasure v that is concentrated on Péin, +»
and likewise #' for the dual process, and set out to prove the convergence in (1.28),
which will then also settle uniqueness. Our main strategy will be to divide out transla-
tions and show that the resulting process modulo shifts is A\-positive, which means that
the subprobability kernels P; in (1.19) can be transformed, by a variation of Doob’s h-
transform, into probability kernels belonging to a positively recurrent Markov process.
This part of the argument is carried out in Section 2.5.

To prepare for this, in Sections 2.3 and 2.4, we study left and right eigenvectors
of the semigroup of the (A, a,d)-contact process modulo shifts. In particular, in Sec-
tion 2.3, we show that there is a one-to-one correspondence between eigenmeasures
that are concentrated on finite sets and quasi-invariant laws (i.e., normalized positive
left eigenvectors) of the process modulo shifts. In Section 2.4, we show that moreover,
each eigenmeasure of the dual (A, af, d)-contact process gives rise to a right eigenvec-
tor for the (A, a, §)-contact process modulo shifts.

In Section 2.6, we use this to prove the convergence in (1.28), completing the proof
of Theorem 5. We obtain vague convergence for general starting measures by dual-
ity, using the ergodicity of the Doob transform of the dual (A,af,§)-contact process
modulo shifts. For starting measures that are concentrated on Pg,, 1, we moreover ob-
tain pointwise convergence by using the ergodicity of the Doob transformed (forward)
(A, a,0)-contact process modulo shifts, which together with vague convergence, by a
general lemma from Section 2.1, implies local convergence on Pgy,, .

In order to prove Theorem 6, in Section 2.7 we show continuity of the eigenmea-
sures ¥ in the recovery rate 6. Continuity in the sense of vague convergence follows
easily from a compactness argument and uniqueness, but continuity in the sense of
local convergence on Py, + requires more work. We use a generalization of the covari-
ance calculation from Section 2.2 to obtain ‘local tightness’, which together with vague
convergence, by a general lemma from Section 2.1, implies local convergence on Pg,,, 4.

In Section 2.8, we use the results proved so far to take the limit ¢ —+ oo in Russo’s
formula (1.14) and prove formula (1.30), thereby completing the proof of Theorem 6. In
Section 2.9, finally, we derive Theorems 1 and 4 from Theorems 5 and 6, respectively,
and show how Theorem 3 follows from results in [Swa09].

At this point, the proofs of our main results are complete, but they depend on a
number of lemmas and propositions whose proofs have for readability been postponed
until later. We supply these in Section 3. The paper concludes with two appendices. In
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Appendix A, we point out how the arguments in [AJ07] generalize to the class of contact
processes considered in the present article. Appendix B contains background material
on A-positivity and quasi-invariant laws.

2.1 More on locally finite measures

In this section, we elaborate on the discussion in Section 1.6 of (contact processes
started in) locally finite measures on P, by formulating some lemmas that will be useful
in what follows.

Recall from Section 1.6 the definition of vague convergence and of local convergence
on Phy, +, and recall that Psy ; := {A € Pgn : i € A}. If u,,, 1 are measures on Py, 4, then
we say the u,, converge to y pointwise on Py, + if pu,({A}) — w({A}) for all A € Pgy, 4.
We say that the (u,)n>1 are locally tight if for each ¢ € A and € > 0 there exists a finite
D C Pen,: such that sup,, ptn(Pan,:\D) < €. The next proposition, the proof of which can
be found in Section 3.1, connects all these definitions.

Proposition 2.1 (Local convergence). Let u,, p be locally finite measures on P, that
are concentrated on Psy, 4. Then the following statements are equivalent.

tn = @ locally on Pgp, 4.
i, — p pointwise on Py, + and the (py,)n>1 are locally tight.
tn = u vaguely on P, and the (p,)n>1 are locally tight.

IR e

tn = (1 vaguely on P, and p,, — (1 pointwise on Pay, 4.

Recall the definition of the intersection measure p R v in (1.25). The next lemma,
whose proof can be found in Section 3.1, says that the operation R is continuous with
respect to vague and local convergence.

Lemma 2.2 (Intersection measure). If 4 and v are locally finite measures on Py, then
1 R v is a locally finite measure on Py. If i, and v,, are locally finite measures on P
that converge vaguely to u, v, respectively, then yu,, R v, converges vaguely to u R v. If
moreover either the u, or the v, are concentrated on Psn, 4+ and converge locally on
Péin, +, then the u,, R v, are concentrated on Pg,, + and converge locally on Pg,,, .

It is often useful to view a homogeneous, locally finite measure on Pg,, + as the ‘law’
of a random finite subset of A, shifted to a ‘uniformly chosen’ position in A. To formulate
this precisely, we define an equivalence relation on Pg, by

A~ B iff A=iB forsomeicA, 2.1)

and we let Py, := {A : A € Pg,} with A := {iA : i € A} denote the set of equivalence
classes. We can think of 75ﬁn as the space of finite subsets of the lattice ‘modulo shifts’.
Recall the definition of (i) from (1.24). We have the following simple lemma, which
will be proved in Section 3.1.

Lemma 2.3 (Homogeneous measures on the finite sets). Let A be a Psy, +-valued ran-
dom variable and let ¢ > 0. Then

pi=cy PliAc-] (2.2)

i€EA

defines a nonzero, homogeneous measure on Py, 4+ such that () = c. The measure
w is locally finite if and only if]EUA\] < oo. Conversely, any nonzero, homogeneous
measure on Pg,, + such that (u)) < co can be written in the form (2.2) with ¢ = ((u)) for
some Psy, 4 -valued random variable A, and the law of A is uniquely determined by .
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We finally turn our attention to contact processes started in infinite initial ‘laws’.
Recall the definition of the subprobability kernels P; in (1.19) and of the meaures uF;
in (1.20). We cite the following simple fact from [Swa09, Lemma 3.3].

Lemma 2.4 (Process started in infinite law). If y is a homogeneous, locally finite
measure on P,, then uP, is a homogeneous, locally finite measure on P, for each
t > 0. If p,,, p are homogeneous, locally finite measures on P, such that u, = u, then
unPr = uP; for allt > 0, where = denotes vague convergence.

2.2 Existence of eigenmeasures concentrated on finite sets

The first step in the proof of Theorem 5 is to show that the condition r» < 0 implies
existence of a homogeneous eigenmeasure that is concentrated on Pgy,.

We start by recalling how homogeneous eigenmeasures with eigenvalue r are con-
structed in [Swa09]. It is easy to see that the function ¢ — log ]E[\nt{o}ﬂ is subadditive
(see [Swa09, formula (3.4)]). By Fekete’s lemma [Lig99, Theorem B.22], it follows that
the limit

tlgglo %logEUnt{o}H = ggg 1 logEHnt{O}H =:7 € [—00,00) (2.3)

exists. In particular, since the limit equals the infimum, this implies that
B[] > B[] > e™  (t>0, A€ Pan 1). (2.4)
Since moreover (see [Swa09, formula (3.3)])
B[] < [AIE[jn{*] (2.5)

it follows that lim;_,o. t "' log E[|nf}]] = r (A € Pgn, +)-
As before (see (1.19)), let P, denote the restriction to P, of the transition probabili-
ties of the (A, a, 0)-contact process. Restricting ourselves to finite initial states, let

(A, ) ;:/ Pi(A, )eMdt (A€ Pan+, NER) (2.6)
0

denote the associated resolvent, which may be infinite for some values of A\. Recalling
the definition of x4 in (1.21) and P; from (1.23), we observe that

m(A) == xaP(Po) = Y PO en] =) Pl en] =E[n], (2.7)
€A €A
and hence oo
r(A) = xa Py (Po) = / E[j et 2.8)
0
satisfies
n(A) <o (A>r) and 1/\1?17?,\(14) =00 (2.9)

by (2.5) and (2.4).

The following result has been proved in [Swa09, Corollary 3.4] in the special case
that A = {0}. As explained below, the proof in the general case is basically the same. We
need the general case for Theorem 3. Proposition 2.5 implies in particular the existence
of a homogeneous eigenmeasure with eigenvalue 7.

Proposition 2.5 (Convergence to eigenmeasure). For each A € Py 4, the measures
oy = ﬁA(A)_1XAP,\ are relatively compact in the topology of vague convergence of
locally finite measures on P,, and each subsequential limit as )\ | r is a homogeneous
eigenmeasure of the (A, a, d)-contact process, with eigenvalue r(A, a,d).
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Proof (sketch). Since the 1, are homogeneous measures, which are normalized such
that 7z, (Po) = 1, relatively compactness follows exactly in the same was as in the proof
of [Swa09, Corollary 3.4] from [Swa09, Lemma 3.2 and formula (3.15)]. Choose A\, | r
such that the 77, converge vaguely to some locally finite, homogeneous measure 7,..
Then, arguing as in [Swa09, formula (3.25)] and applying Lemma 2.4,

i.Pr = lim iy Pr= lim 7y, (4)7" / XaPsPie*"*ds
=€, —e™ lim 7y, (A)7! / xaPse ?%ds = e,
n—oo 0
where in the last step we have used that the integral converges to a (locally) finite limit
while lim,, o T, (A) = 00 by (2.9). O

We wish to show that for » < 0, the approximation procedure in Proposition 2.5
yields an eigenmeasure that is concentrated on Pg,. The key to this is the following
lemma, which will be proved in Section 3.4 using a covariance calculation. Note that
this lemma still holds for general r € R. For simplicity, we restrict ourselves to the case
A = {0} and write

ixi=a({0}) and = xo P (A >7), (2.11)
where 7, ({0}) is defined as in (2.9). Recall from (1.1) that |a| := _, a(0,1).

Lemma 2.6 (Uniform moment bound). Let 7, and i) be defined as in (2.11). Then, for
any (A, a,d)-contact process with exponential growth rate r = r(A, a,d),

. 1 . <, 2
limsup — [ fix(dA)1goeaylAl < (Jal +5)/ e tth“nt{O}H . (2.12)
Ar T 0
As a consequence, we obtain the following result that completes the existence part
of Theorem 5.

Lemma 2.7 (Existence of an eigenmeasure on finite configurations). Assume that the
exponential growth rate r = r(A,a,d) of the (A,a,d)-contact process satisfies r < 0.
Then there exists a homogeneous eigenmeasure © with eigenvalue r of the (A, a,d)-
contact process such that

/ﬁ(dAﬂA‘l{OeA} < Q. (2.13)

Proof. By Proposition 2.5, we can choose )\, | r such that the measures ﬁﬂkn con-
verge vaguely to a homogeneous eigenmeasure v with eigenvalue r. It follows from
(1.12) that E[|n{”|] = e"*+°(® where t - o(t) is a continuous function such that o(t)/t —
0 as t — oo, hence, by (2.12), provided r < 0,

/ et dt B [|nf )] :/ e2rt=rttolqt < oo (2.14)
0 0

Let Ay be finite sets such that 0 € Ay C A and Ay T A. It is easy to check that
A = fe(A) := |AN Ax|l{ocay is a continuous, compactly supported real function on
P,. Therefore, by the vague convergence of % iix, to v, and by (2.12),

[ranna) = i = [, @a)54)
A

n—oo T

n s 2.15)
. 1 N r 2 (
gmmﬁff/pMmmmm%M§0w+m/’ethm?m.
n—oo 71')\" 0
Letting k£ 1T oo, using the fact that the right-hand side is finite by (2.14), we arrive at
(2.13). O
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2.3 The process modulo shifts

Recall the definition of the equivalence relation in (2.1) and the associated equiv-
alence classes A. Let (1;);>0 be a (A,a,d)-contact process with || < oo a.s. Then
il = (7:)+>0 is a Markov process with state space Pg,. We call 7 the (A, a, §)-contact pro-
cess modulo shifts. Clearly, the point Disa trap for this process. We will prove that there
is a one-to-one correspondence between eigenmeasures of the (A, a, §)-contact process
that are concentrated on Py, + and quasi-invariant laws for the (A, a, §)-contact process
modulo shifts.

To prepare for this, let P; as in (1.19) denote the restriction to P, of the transition
probabilities of n. If A € Py, 1, then P,(A, -) is concentrated on the countable set Py, 4,
and we simply write P,(A, B) := P,(A,{B}). Likewise, let P, denote the transition
probabilities of 7, i.e., P, is a subprobability kernel on 75ﬁn,+ which is related to the
subprobability kernel P; by

P(A,B)=Y P(AC)=m(B)" Y P(AiB) (t>0, A, BEPs,4), (2.16)
ceB ieA
where we have to divide by the quantity

m(A) :=[{ie A:iA=A} (A€ Ppn,+) (2.17)

to avoid double counting.?
By Lemma 2.3, each nonzero, homogeneous measure on Pg, 4+ such that (u)) < oo
can be written as
w= () S Plia e -] 2.18)
i€
for some Pg,, +-valued random variable A. We write

fi:=P[Ac-] (2.19)

for the law of A. By Lemma 2.3, i is uniquely determined by u, and conversely, by (2.2),
[t determines p up to a multiplicative constant.

We say that a function f : Pgs, — R is shift-invariant if f(iA) = f(A) foralli € A. For
any shift-invariant function f : Psn,+ — R, we let f : 75ﬁn,+ — IR denote the function
defined by

F(A) == f(A) (A€ Pan, ) (2.20)
Then, clearly,

Pif(A) = E[fi)] = E[f(s)] = Pf(A)  (t>0, A€ Ppn, 1) (2.21)
The following simple lemma will be proved in Section 3.1.

Lemma 2.8 (Laws on equivalence classes). Let i be a nonzero, {lomogeneous measure
on Pay, + such that (u) < oo, let i be as in (2.19), and let P; and P; denote the transition
probabilities of a (A, a,d)-contact process and the latter modulo shifts, respectively.
Then

WP ({A}) = m(A)(u)ABi(A) (620, A€ P, +). (2.22)
Moreover, for any shift-invariant function f : Pan, + — [0, 00),
> WA F(A) = (u) T (Fu)- (2.23)
Aef?f;n,+

31t is easy to see that the constant m(A) defined in (2.17) satisfies m(A) < |A| and that {i € A : 14 = A}
is a finite subgroup of A. If every element of A is of infinite order (as is the case, for example, for A = Z%),
then m(A) = 1 for all finite A C A.
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Formula (2.22) shows in particular that if y is a homogeneous measure on Psy,, +
such that (1)) < co and A € R, then

P, =eMy (t>0) ifandonlyif AP =e a (t>0). (2.24)

Here, the relation ﬂPt = eM[i says that the probability law /i is a quasi-invariant law
for the (A, a,d)-contact process modulo shifts. Since p determines f uniquely, and j
determines p uniquely up to a multiplcative constant, this shows that there is a one-
to-one correspondence between homogeneous eigenmeasures of the (A, a,d)-contact
process and quasi-invariant laws of the (A, a, d)-contact process modulo shifts.

2.4 Dual functions

We have just seen that eigenmeasures of the (A,a,d)-contact process give rise to
quasi-invariant laws for the (A, a, )-contact process modulo shifts, i.e., normalized, pos-
itive left eigenvectors of the semigroup (pt)tzo- In the present section, we will see
that moreover, eigenmeasures of the dual (A, a', §)-contact process give rise to positive
right eigenvectors of the semigroup (Pt)tzo- This will allow us to Doob-transform the
(A, a, 0)-contact process modulo shifts into a positively recurrent Markov chain and use
ergodicity of the latter to prove, among other things, convergence to the quasi-invariant
law of the process conditioned not to have died out.

Recall the definition of the subprobability kernels P; and PtT in (1.19), which are
the transition probabilities of the (A, a, d)-contact process and its dual (A, af, §)-contact
process, respectively, restricted to the set P, of nonempty subsets of A. As before, for
A, B € Pqy, +, we simply write P,(A, B) := P,(A,{B}). Let

S(Pan,+) :=1{f : Pan,+ = R:3IK, M,k >0s.t. |f(A)] < K|AF+ M VA € Pg, 1 }. (2.25)

denote the class of real functions on Py, + of polynomial growth. For any f € S(Pgn, +),
we define
Pif(A):= Y P(AB)f(B) (t>0, A€ Pan ). (2.26)
BEPrin, +
Then [Swa09, Prop. 2.1] implies that P, maps the space S(Pxy, +) into itself.
For any locally finite measure ; on P, we define a function h,, : Py, + — [0,00) by

hy.(A) 52/7) w(dB) 1ian2oy (A€ Phn, +), (2.27)
+

which is finite by Lemma 1.1. We say that a function f : P, — R is monotone if A C B
implies f(A) < f(B), and subadditive if f(AU B) < f(A) + f(B), for all A, B € Pgy,.
Below, uP; is defined as in (1.20).

Lemma 2.9 (Linear bounds). Let u be a nonzero, homogeneous, locally finite measure
w1 on P,. For each nonzero, homogeneous, locally finite measure i on P, the function
h, in (2.27) is shift-invariant, monotone, subadditive, strictly positive on Pgy, 4, and
satisfies h,(A) < h({0})|A| (A € Phn, +). If u is moreover concentrated on Psy, 4, then

()| Al < hu(A) <h({ODIA] (A € Phin, 4)- (2.28)

Proof. Shift-invariance, monotonicity, subadditivity and positivity are easy to check; see
[Swa09, Lemma 3.5]. Subadditivity and shift-invariance now imply the upper bound in
(2.28). If p is concentrated on Pg,, 1, then by Lemma 2.3, there exists a Psy,, -valued
random variable A such that p can be written as in (2.2). Letting x be a A-valued
random variable such that x € A a.s., we observe that

hu(A) = () Y PIANGA # 0] = (u) Y PIAN {in} # 0] = (u)]Al- (2.29)

€A €A
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The next lemma is a simple consequence of duality.

Lemma 2.10 (Dual function). For each nonzero, homogeneous, locally finite measure
i on P, one has
hup, = Pih,  (t>0). (2.30)

Proof. The upper bound in (2.28) shows that h, € S(Pan,+), S0 Pfhu is well-defined.
Also, uP; is homogeneous and locally finite by Lemma 2.4, so that h,p, is well-defined.
Now

hNPt (A) = / uPt(dB) 1{140375@} = / M(dC)]P[A N ’170 7’é @]
P Py
- / WdOPE A nC £ = S PHA,B) / 1(dC) ancrey = P (A),
Pt BEPrtin, + Pt
(2.31)
O

In particular, if ¢ is a homogeneous eigenmeasure of the (A7a7,6)-contact process
with eigenvalue ), then Lemma 2.10 implies that Ph, = e“hu, i.e., h, is a right eigen-
function of P, for each ¢ > 0. By formula (2.21), h, then also gives rise to a right
eigenfunction ﬁu of the semigroup of the process modulo shifts. The following lemma,
whose proof can be found in Section 3.1, will be handy in what follows.

Lemma 2.11 (Intersection and weighted measures). Let u,v be homogeneous locally
finite measures on P, assume that ;. is concentrated on Psy, 4, and let h, be defined
asin (2.27). Then

(n @) = (hop). (2.32)
If moreover [ p(dA)|A|ljgecay < oo, then h,pu is Iocally finite.

2.5 Convergence to the quasi-invariant law

By Theorem 2 (a), the (A, a,§)-contact processes and its dual (A, a', §)-contact pro-
cesses have the same exponential growth rate r = r(A,a,8) = r(A,af, §). In particular,
if < 0, then by Lemma 2.7, there exist homogeneous eigenmeasures  and o' of the
(A, a,6)-and (A, a',d)-contact process, respectively, both with eigenvalue 7, such that

/lc}(dA>|A|1{0€A} < oo and /BT(dA)|A|1{0€A} < Q. (2.33)

We normalize 7 and #' such that Jo(dA)ljpeay =1= [ ﬁT(dA)l{OGA}. For the moment,

we do not know yet if 7 and " are unique, but we simply fix any two such measures and
we let

V=

ot

and »f:=

ot

t (2.34)

denote the associated probability laws on 75ﬁn7+ as in (2.19). We let hlg and h;ﬁ denote
the associated dual functions as in (2.27) and let ing and iLBf denote the associated func-

t~ions on f)ﬁn’ + as in (2.20). Finally, we define Doob-transformed* probability kernels on
Pﬁn, + by

Qi(A,B) := e "'hgi (A) ' Py(A, B)hgi (B)  (t >0, A, B € Pgn, +). (2.35)

4Doob’s classical h-transform is based on a positive harmonic function k. In (2.35) we use a slight gener-
alization of this where h is a positive eigenfunction of the generator. This is a special case of what is called a
‘compensated h-transform’ in [FS02, Lemma 3].
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The results from the last two sections, together with classical results about quasi-
invariant laws, then combine to give the following result.

Theorem 2.12 (Convergence to the quasi-invariant law). Assume that the infection
rates satisfy the irreducibility condition (1.3) and that the exponential growth rate from
(1.12) satisfies r < 0. Then:

(a) The (Qt)tzo from (2.35) are the transition probabilities of a positively recurrent
continuous-time Markov chain with unique invariant law 7 given by

o

7(A) == «()«%T»ﬁ(A)EBf (A) (A€ Pany). (2.36)

(b) The law 7 is a quasi-invariant law for the (A, a,d)-contact process modulo shifts.
Moreover, for any A € Pgy, +, one has

E)

Pl € - # 0] = ¥, (2.37)

where = denotes weak convergence of probability laws on 75ﬁn, +-

Proof. By Lemmas 2.8 and 2.10, the measure v and function BS* are left and right
eigenvectors of the operators P, i.e.,

PP, =e"p and Phgr =e"hgr (£ >0). (2.38)
Moreover, by formula (2.23) and Lemma 2.11,

) < 0. (2.39)

N
—
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o

Thus, we have found positive left and right eigenfunctions of (Pf,)tzo whose pointwise
product is summable. The statements of the theorem now follow readily by well-known
methods. More precisely, parts (a) and (b) follow from Lemmas B.2 and B.3 in the
appendix, respectively. As explained in the proof of Lemma B.2 there, formulas (2.38)
and (2.39) imply that the (A, a, §)-contact process modulo shifts is A-positive in the sense
of Kingman [Kin63]. Note that the use of A-positivity and its discrete time analogue R-
positivity in the study of quasi-invariant laws is well-known, see e.g. [FKM96]. O

2.6 Convergence to the eigenmeasure

Proof of Theorem 5. The existence of © and ©' has already been proved in Lemma 2.7,
so uniqueness will follow once we prove the convergence in (1.28), with the » that
we fixed earlier. We need to prove two statements: vague convergence for general
(nonzero, homogeneous, locally finite) initial measures p and local convergence on
Péin, + if 11 is concentrated on Py, 4.

We start with vague convergence. By Lemma 1.1, it suffices to show that

et /MPt(dA)l{AﬂByé(Z)} njgo C/lo/(dA)l{AmB?g@} (B € Pﬁn7+), (2.40)
where ¢ > 0 is given in (1.29). By Lemma 2.10, we observe that

e Tt /;LPt(dA)l{AﬂBﬂ)} = efrth“pt (B) = eiTtPtTh“(B)
= Elh(n] °)] = Elh (i °)) = B[ hu(B) (B € Ppn,4),

(2.41)
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where (Ptf)tzg are defined as in (2.16) but for the (A,af,§)-contact process modulo
shifts. Applying Theorem 2.12 (a) to the dual process, we obtain that

QI(A, B) := e "hs(A) P/ (A, B)hg(B)  (t>0, A, B € Ppn, +) (2.42)

are the transition probabilities of an irreducible, positively recurrent Markov process
with state space Psy,, + and invariant law 7t given by

(A) (A€ Phn 1) (2.43)

(A € Pan, +)- (2.44)

By formula (2.28) from Lemma 2.9, fzu/ﬁg is a bounded function, so we may use the
ergodicity of the irreducible, positively recurrent Markov process with transition prob-
abilities (QI)tEO to conclude that

e - ; (2.45)
() Dy D*(A)hmzH R

where in the last step we have used formula (2.23) from Lemma 2.8 as well as Lemma
2.11. Combining (2.45) with (2.40)-(2.41), this proves the vague convergence in (1.28).

It remains to show that vague convergence can be strengthened to local conver-
gence on Pg, 4 if p1 is concentrated on Pgy, . By Proposition 2.1 (iv), it suffices to
prove pointwise convergence. Let (); and 7 be given by (2.35)—(2.36). Then formula
(2.22) from Lemma 2.8 tells us that

pP({B}) = m(B){(u)Pi(B) = m(B)(u) €™ Y fi(A)hgi (A)Qu(A, B)hgi (B)™.

A€Ptin, +
(2.46)

Here, on the right-hand side, we evolve the measure BB* [ under the semigroup Q;.
Using formula (2.23) from Lemma 2.8 and Lemma 2.11 we see that this measure is
finite with total mass given by

S Ay (A) = ()~ Ghg) = () p R P < oo (2.47)

Using this and the ergodicity of the Markov process with transition probabilities (Q¢):>0,
we find that

e P ({B}) — m(B){(n R o) w(B)hg: (B) ™!
R ) RN (2.48)
e o) = D 5y,
(& mh) (Ao
where in the last step we have used formula (2.22) from Lemma 2.8 (with ¢ = 0). O
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2.7 Continuity in the recovery rate

The first step in proving Theorem 6 will be to show continuity of the map (d.,00) >
§ — Us. We start by proving continuity with respect to vague convergence, which is
based on the following abstract result, whose proof can be found in Section 3.2.

Lemma 2.13 (Limits of eigenmeasures). Let (v,),>0 be homogeneous eigenmeasures
of (A, a,é,,)-contact processes, with eigenvalues \,,, normalized such that [v,(dA)1{oca}
= 1. Assume that A\, — X and 6, — 6. Then the (v,),>o are relatively compact in
the topology of vague convergence, and each vague cluster point v is a homogeneous
eigenmeasure of the (A, a,d)-contact processes, with eigenvalue \.

Continuity of the map (d.,00) > § — s is now a simple consequence of Theorem 5
and Lemma 2.13.

Proposition 2.14 (Vague continuity of the eigenmeasure). Assume that the infec-
tion rates satisfy the irreducibility condition (1.3). For § € (4., ), let vs denote the
unique homogeneous eigenmeasure of the (A, a,d)-contact process normalized such
that [05(dA)1{pcay = 1. Then the map § — vs is continuous on (d.,c0) w.r.t. vague
convergence of locally finite measures on P .

Proof. Choose 0,6 € (d.,00) such that §, — J. Since the eigenvalue r(A,a,d) of the
homogeneous eigenmeasure s is continuous in § by Theorem 2 (b), Lemma 2.13 implies
that the measures (U5, ),,>0 are relatively compact in the topology of vague convergence,
and each vague cluster point is a homogeneous eigenmeasure of the (A, a,d)-contact
processes with eigenvalue r(A,a,d). By Theorem 5, this implies that v is the only
vague cluster point, hence the vs, converge vaguely to Us. O

Unfortunately, continuity with respect to vague convergence is not enough to prove
continuity of the right-hand side of (1.30), and hence of the derivative %T(A, a,d). As
mentioned earlier, we will remedy this by proving continuity of the map (d,00) 3 & — U
with respect to local convergence on Ps,, . Since vague convergence is already proved,
by Proposition 2.1 (iii), it suffices to prove local tightness. This is the most technical
part of our proofs, since it involves estimating how ‘large’ the finite sets can be that s
is concentrated on. The first step is to introduce a suitable concept of distance. The
next result will be proved in Section 3.3.

Lemma 2.15 (Slowly growing metric). Let A be a countable group and leta : A x A —
[0,00) satisfy (1.1). Then there exists a metric d on A such that

(i) d(i,j) = d(ki, kj) (1,5, k € A),
(i) |{i € A:d(0,i) < M} < o0 (0< M < 00), (2.49)
(ili) K (A, a):= Za(o, i)e70) < oo (0 <v < ).

Next, we fix a metric d as in (2.49) and for each 0 < v < oo, we define a function
ey : Pan — [0,00) by

ey(A) = 0D (y >0, A€ Pg). (2.50)
icA
We note that a similar (but not entirely identical) function has proved useful in the study
of contact processes on trees, see [Lig99, formula (I.4.3)]. We have in particular eg(A4) =
|A|. The next lemma says that there is a well-defined exponential growth rate r, (A, a, §)
associated with the function e,, which converges to our well-known exponential growth
rate (A, a,0) as v | 0. The proof can be found in Section 3.3.
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Lemma 2.16 (Exponential growth rates). Let (m{o})tzo be the (A, a,d)-contact process

started in néo} = {0}. Let d be a metric on A as in Lemma 2.15, and let e., be the function
defined in (2.50). Then, for each 0 < v < oo, the limit

ry =714(A,a,0) = tliglo%logE[ew(n;{O})] = %gg % logE[eV(ni{O})] (2.51)

exists. The function vy — 1. is nondecreasing, right-continuous, and satisfies
-0 <ry(Aa,d) <K,(Aa) (y>0), (2.52)
where K (A, a) is defined in (2.49).

We can generalize the proof of Lemma 2.6 to yield a more general version of that
lemma (see Lemma 3.5 below), which after taking the limit (as in (2.15)) yields the
following bound on the eigenmeasures 5. (We refer to Section 3.4 for the detailed
proof.)

Lemma 2.17 (Tightness estimate). Let (nt{o})@o be the (A, a, §)-contact process started
in 7730} = {0}, letr(d) = r(A, a,0) be its exponential growth rate, let d be a metric on A as

in Lemma 2.15, and let e., be the function defined in (2.50). For§ € (d.,00), let U5 denote
the unique homogeneous eigenmeasure of the (A, a, §)-contact process normalized such
thatfﬁ(;(dA)l{OEA} = 1. Then

/ P5(dA) 1 oeayeq (A) < (|al + 6) / O Ble, (7 ]2 (120, 6 € (8e,00)).
0
(2.53)

With this preparation we are now ready to prove the desired local continuity.

Proposition 2.18 (Local continuity of the eigenmeasure). Assume that the infection
rates satisfy the irreducibility condition (1.3). For each ¢ € (d.,00), let U5 denote the
unique homogeneous eigenmeasure of the (A, a,d)-contact process normalized such
that [U5(dA)1jocay = 1. Then the map § — v is continuous on (J., o) in the sense
of local convergence on Py, 4.

Proof. Vague continuity of the map (J.,00) > § ~ s has been proved in Proposi-
tion 2.14, so by Proposition 2.1 (iii), it suffices to show that for any d. € (J.,00) there
exists an ¢ > 0 such that the measures (s)sc(s, —<.s, +<) are locally tight.

By property (2.49) (ii), for each v > 0 and K < oo, the set {A € Ppp. 0 : e4(4) < K}
is finite. Thus, by Lemma 2.17, to prove the required local tightness, it suffices to show
that for each d, € (dc, 00) there exist a ¥ > 0 and € > 0 such that

sup / e*T(‘s)tth[ev(nf’{o})]Q < 00. (2.54)
6€(8x—€,04+€) JO

By the continuity of 6 — () (Theorem 2 (b)), we can choose € > 0 such that §. < d, — ¢
and

(0, —e) < %7’(5* +e). (2.55)

Let r, = r,(d) be the exponential growth rate associated with the function e,. By
Lemma 2.16, the function vy — r, is right-continuous, so we can choose v > 0 such that

7y (s —€) <

e~ w

r(0s — €). (2.56)

EJP 19 (2014), paper 53. ejp.ejpecp.org
Page 24/46


http://dx.doi.org/10.1214/EJP.v19-2904
http://ejp.ejpecp.org/

Subcritical contact processes seen from a typical infected site

By the fact that r(6) is nonincreasing in § and the law of nt’ 0 4 nonincreasing in § with
respect to the stochastic order, it follows that for all § € (0. —¢,04 + €),

/oo e_r(é)tdt]E[ew(ﬁf’{O})]Q < /oo (8, +5)tth[ ( dx—e, {O})]
0 50 0
:/ dte(2r7(6*_5)_r(5*+5))t+0(t)S/ dt e (e + o)t +olt) _ o

° ’ (2.57)
where t — o(t) is continuous, o(t)/t — 0 for t — oo by the definition of r., in Lemma 2.16,
and we have used that 2r, (6, —¢) < 2- 2. 27(5, +¢) = &r(6, +¢). This proves (2.54) and
hence the required local tightness. O

2.8 The derivative of the exponential growth rate

Recall the definition of the homogeneous, locally finite measures x4 in (1.21). Let
(P})i>0 and (th)tzo be the subprobability kernels defined in (1.19) for the (A, a, 6)- and
(A, at,d)-contact processes, respectively, in dependence on 6. Note that X{O}Pf denotes
the ‘law’ at time ¢ of the process started with a single infected site distributed according
to the counting measure on A. We start by rewriting Russo’s formula (1.14) in terms of
the objects we are working with.

Lemma 2.19 (Differential formula). For eacht > 0, the function [0,00) 3 § — E[|n, 5, {0}|]

is continuously differentiable and satisfies

_7710gE[| 50} — /td X0y P B X0y P s({o}). (2.58)
tJo (X103 P2 P xq0p PL2LY

Proof. By (1.14) and the definition of the Campbell law P{*} in (1.10)

B O = [ o SO0 v Gl 259
where
ZIP [(0,0) ~(j.5) (4,2)] ZIP —s) ~0,0) (G710, t = s)]
i,
=S P2 ng :{0}] :/X{O}Pf (dA) /X{O}Pf—és (dB) 1{anB={0}}- o0
2,7

Since, by Lemma 1.2 and (2.7), for 0 < s <t,
5 5
(o1 P2 @ o1 PN = (xioy PP R xqoy )
— [xw P @) [xi0 @B) AN Bl Loeanm)

=2 /MO}P{S (@A) A O Hoeangy = /X{O}Pf (d4) Loeay = Eflny ],

(2.61)
we may rewrite the normalizing constant in (2.59) as in (2.58). O

We will prove Theorem 6 by taking the limit ¢ — oo in (2.58). To justify the inter-
change of limit and differentiation, we will use the following lemma.

Lemma 2.20 (Interchange of limit and differentiation). Let I C R be a compact interval
and let f,, f, ' be continuous real functions on I. Assume each f, is continuously
differentiable, that f,,(x) — f(x) and 6 ~ fu(x) — f'(x) for each x € I, and that

sup sup |2 f,(z)] < occ. (2.62)
zel n
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Then f is continuously differentiable and 2 f(z) = f'(z) (z € I).

Proof. We write I = [z_, 2] and observe that

f(z)= lim f,(x_)+ hm/ 5y fn

ey /L(,g;mam D= s+ [ rwan

where the interchange of limit and integration is justified by dominated convergence,
using (2.62). Differentiation of (2.63) now yields the statement since f’ is continuous.
O

(2.63)

Proof of Theorem 6. Continuity of the map (J.,00) > § — s, and likewise for ﬁ}, in the
sense of local convergence on Pg,, 4 has already been proved in Proposition 2.18. By
Lemma 2.2, this implies local continuity of the map (d.,00) 3 § — s R ﬁ;. Since local
convergence on Py, 4+ implies convergence of the integral of the bounded functions
A 1ia—qoyy and A — |A| " 1 pcay (which occurs in the definition of ((-))), this implies
continuity of the right-hand side of (1.30).

Note that the right-hand side of (1.14) is clearly bounded between zero and one.
Therefore, since

logEW ) = rra8) (G20 (2.64)

by the definition of the exponentlal growth rate in (1.12), using Lemma 2.20, we see
that (1.30) follows provided we show that the right-hand side of (2.58) converges for
each § € (0., 00) to the right-hand side of (1.30) as ¢ — oo.

We rewrite the right-hand side of (2.58) as

(2.65)

—rt(l1—u)

/1 e X{o}P R e 0y 0y Pl u) ({0})
du
0 (e

X{O}Ptu Me X{O} t(l u)>>

It is easy to see from the definition of {(-)) that the integrand is bounded between zero
and one (in fact, this is the probability in (1.14)). By Theorem 5, for each 0 < u < 1, the
measures e*”“x{o}P‘s and e Tt(l*”)X{O}Pt(l ) converge locally on Pgy, 4 to constant

multiples of 5 and V(;, respectively. By Lemma 2.2 and the fact that local convergence
on Pg,, 4 implies convergence of the integral of the bounded functions A — 1;4—(0}y
and A — |A|*11{0€A}, we see that the integrand in (2.65) converges in a bounded
pointwise way with respect to u to the right-hand side of (1.30). Thus, the result follows
by Lebesgue’s dominated convergence theorem. O

2.9 Proof of the remaining theorems

Proof of formula (1.22). For A = {0} this is proved in [Swa09, Lemma 4.2]. Even though
the proof in the general case is the same, we give it here for completeness. For any
B € Pgn, one has

IPA[L_l A-pB ]:ZIF’f‘ [i! n = B, L=i]=E |77t ZIP _177;4—B,i€n;4].
(S i€A
(2.66)

By (2.7), the normalizing factor of the right-hand side is given by E|[[n{*|] = xaP:(Po)
(with Py = {B € P : 0 € B}), while the unnormalized expression equals

S Pliv'nt =B, 0€i 'n] = 1joeny Z]P[n;"lf‘ = B] = lppepyxaPi({B}). (2.67)
€A i€EA

We conclude from this that the right-hand side of (2.66) equals x4 P:({B}| Po). O
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Proof of Theorem 1. By Theorem 2 (d), § > d. implies r < 0. Using notation as in (1.23),
let Pn, 0 := {A € Psn : 0 € A}. Fix A € Py, + and let x4 be as in (1.21). Then Theorem 5
implies that as ¢t — oo, the measures e~ "*x 4 P; converge locally on Pg,, + to cv, for some
¢ > 0. By the definition of local convergence on Py, + in Section 1.6, this implies that
the restrictions of e "'y 4 P; to Psn,0 converge weakly to the restriction of cv to Pein, 0,
with respect to the discrete topology. Since e "'y AP:(Psn,0) converges to Cﬁ(Pﬁn’o),
formula (1.22) implies that

PAL It e ] = ———— = (| Pan 2.68

t [” Up ] =% &(Phin.0) V( | fi ,0)7 ( )

where = denotes weak convergence of probability measures on Py o, equipped with
the discrete topology. O

Proof of Theorem 4. By (2.68), the laws 75 and 7} of the random variables 7’ and 7'
are just the eigenmeasures v; and 13;, respectively, conditioned on the event {A : 0 €
A}. In particular, normalizing these eigenmeasures such that [5(d4)1jocay = 1 =
fﬁj;(dA)l{OEA}, we have that 75 = Us|p,, , and ﬁ; = 13(T;|7>ﬁn‘0, so the continuity on
(6c,00) of § — U5 and § — ﬁjs in the sense of weak convergence w.r.t. the discrete

topology follows from the continuity in the sense of local convergence of ©s and ﬁg.
Moreover, we see that

Pi°Nit® ={0})]  Sasepy, UADKGUB) Lans=poyy 55 A 5L ({0})
B[l 0t 1] S pepn, Bs({ADPSUBNIAN Bl oeansy  (F5 R 55)
(2.69)
Thus, Theorem 4 is simply a reformulation of Theorem 6. O

Proof of Theorem 3. Fix A € Pgy,, +. By Proposition 2.5, we can choose A, | r such
that the measures 7, (4) 'y APM converge vaguely to a homogeneous eigenmeasure
v with eigenvalue r. Since B 1{0ep) is a continuous, compactly supported function
on P, (equipped with the product topology), it follows that for any bounded continuous
function f: P+ — R,

i (7 [P @B (B)loen) =2 [ HAB) (B)lgemy,  @70)

which implies that the conditioned measures x 4Py, (-|Py) converge weakly to (- | Py)
with respect to the product topology on P, where we use the notation Py := {B € P :
0 € B} asin (1.23).

Since we are assuming that » = 0 and the upper invariant law 7 is nontrivial, it
follows from [Swa09, Thm 1.5] that © = ¢v for some ¢ > 0 and hence

xabx, (-1 Po) = (- o), (2.71)

where = denotes weak convergence. Now, for any measurable A C P4,

5 Jo- xaP(ANPy)e At 71/00 At
Py (A|Py) = Jo X — Ay (A Py(A|Po)xaPi(Po)etdt,
XA >\n( | O) f() XAPt(PO)ei)\"tdt ﬂ-An( ) 0 XA t( ‘ O)XA t( 0)6
(2.72)

so by grace of (1.22) we see that (1.13) holds with p,,(dt) := 7y, (A)"Lxa P (Po)e *tdt.
Since lim, o 7, (A) = oo by (2.9), we see that lim,, o pn([0,7]) = 0 for each T <
0. O
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3 Proof details

In this section we supply the proof of all propositions and lemmas that have not been
proved yet. The organization is as follows. In Section 3.1 we prove some properties of
locally finite measures and different forms of convergence, concretely Proposition 2.1
and Lemmas 2.2, 2.3, 2.11 and 2.8. In Section 3.2 we consider contact processes started
in infinite initial ‘laws’, proving Lemmas 1.2 and 2.13. In Section 3.3 we construct a
metric on A with properties as in Lemma 2.15 and prove Lemma 2.16 on the exponential
growth rate associated with the functions e, defined in terms of such a metric. In
Section 3.4 we do a covariance calculation leading to an estimate of which Lemma 2.6
is a special case and use this to derive Lemma 2.17.

3.1 Locally finite measures

In this section, we prove Proposition 2.1 as well as Lemmas 2.2, 2.3 and 2.11. Our
first aim is Proposition 2.1. We start with two preparatory lemmas. Recall the definition
of P, from (1.23).

Lemma 3.1 (Compact classes). IfC C P, is compact, then there exists a finite A C A
such that C C {J;cp P

Proof. Choose A,, 1 A with A,, finite. If C ¢ UieAn P; for each n, then we can find
A, € C such that A, N A, = 0. It follows that 4, — () € C (in the product topology),
hence C is not a closed subset of P and therefore not compact. O

Lemma 3.2 (Vague and weak convergence). Let yu,, 1 be locally finite measures on P .
Then the u,, converge vaguely to yu if and only if for each i € A, the restricted measures
In|p, converge weakly to ji|p, with respect to the product topology.

Proof. Since P\P; is a closed subset of P, any continuous function f : P, — R can be
extended to a continuous, compactly supported function on P, by putting f(A4) := 0
for A € P, \P;. Therefore, if the p, converge vaguely to p, it follows that the p,|p,
converge weakly to u|p,. Conversely, if for each i € A the p,|p, converge weakly to
then for each i, j € A one has

Pis

Mn|73'iﬁ73'j = /’L‘Piﬁpj7 Hn, Pi\P; = 1% Pi\P; and ,un‘PJ\Pl = M|73J\771? (31)

where we have used that P; N P;, P;\P; and P;\P; are compact sets. Continuing this
process, we see by induction that for each finite A C A, the restrictions ,LLn‘UieA'pi
converge weakly to ’U|Ui€A p,- By Lemma 3.1, if f : P, — R is a compactly supported
continuous function, then f is supported on (J,., P; for some finite A C A. It follows
that [y, (dA)f(A) — [ pu(dA)f(A), proving that the yu, converge vaguely to p. O

Proof of Proposition 2.1. The equivalence of (i) and (ii) follows in a straightforward
manner from Prohorov’s theorem applied to the countable space Pg,, ; with the discrete
topology.

Since the discrete topology on Pg, ; is stronger than the product topology, weak con-
vergence of the ju,|p;, , with respect to the discrete topology implies weak convergence
with respect to the product topology. By Lemma 3.2, this shows that local convergence
on Ps, 4 implies vague convergence on P, and hence (i) implies also (iii).

To prove (iii)=(i), note that by local tightness, for each i € A the measures /i, |p, ,
are relatively compact in the topology of weak convergence with respect to the discrete
topology. Let i’ be a subsequential limit. Since weak convergence with respect to the
discrete topology implies weak convergence with respect to the product topology, by
Lemma 3.2, we conclude that pi = | Py, .- Since this is true for each cluster point,
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we conclude that the j,|p,, , converge weakly to yu|p,, , with respect to the discrete
topology.

The implication (i)=-(iv) follows from what we have already proved. To prove the
reverse implication, it suffices to show local tightness. Since for each i € A, the finite
measures /i, |p,, , converge pointwise to p|p,, ,, it suffices to show that their total mass
satisfies

limsup u,({A: 1€ A}) <p({A:ie A}). (3.2)

n—oo

By vague convergence (see Lemma 1.1), the limit superior is actually a limit and equals
the right-hand side. O

Proof of Lemma 2.2. The local finiteness of i A v follows from Lemma 1.1 and the fact
that

[ v @O = [ ua) [vaB)igeann

_ (/,u(dA)l{ieA})(/u(dB)l{ieB}) <o (i€A). e

To see that u, M v, converges vaguely to u R v if u,, v, converge vaguely to u,v, re-
spectively, by Lemma 1.1, it suffices to check that

/,un ] Vn(dc)l{CmD;é@} njgo /,u x) l/(dC)l{cﬂD#@} (D S 'Pﬁn’Jr). (3.4)

Since
Licnpzoy =1— H ligey =1— H(l —lyecy) = Z (—1)lPiet H lgiccy, (3.5)
i€eD ieD Dep ieD’
D' 0
and since [[;c p/ 1secy = 1{p/ccy formula (3.4) is equivalent to
/,un ] Vn(dc)l{DCC} n:>>o /,u & l/(dC)l{DCc} (D S Pﬁn7+). (3.6)

/;Ln mVn(dO)I{DCC}:/ﬂn(dA)/Vn(dB)l{DC(AﬂB)}

- (/un(dA)l{DcA}>(/Vn(dB)l{DCB})’

which, by our assumptions that yx,, = ¢ and v, = v, converges to the analogue formula
with u,, v, replaced by u, v.

To see that the vague convergence of u, R v, can be strengthened to local conver-
gence on Py, 4 if either p, or v, converges locally on Py, 4, it suffices by Proposi-
tion 2.1 (iii)=-(i) to show that the local tightness of either u, or v, implies local tight-
ness of u, M v,. By symmetry, it suffices to consider the case when the u,, are locally
tight. Since vague convergence of the v, implies convergence of [ Un(dA)1gicay for
each i € A, the statement now follows from the following lemma, that we formulate
separately since it is of some interest on its own. O

(3.7)

Lemma 3.3 (Local tightness of intersection measure). Let p,,v, (n > 1) be locally
finite measures on P,. Assume that the u, (n > 1) are concentrated on Py, + and
that they are locally tight. Assume that the v, satisfy sup,,>; il Vn(dA)1gieay < oo for all
i € A. Then the intersection measures p, M v, (n > 1) are concentrated on Pg,, + and
locally tight.
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Proof. Since p, M v, is concentrated on sets of the form AN B with A € Pg,, 4, it is
clear that u,, M v, is concentrated on Pg, 4 for each n > 1. Fix i € A and ¢ > 0, and
set K := sup,>; [ vn(dA)1;cay. By the local tightness of the ,, there exists a finite
D C Psn,; such that sup,, /1, (Pn,:\D) < ¢/K. The same obviously holds for the larger
finite set D’ := P(D) = {A: A C D}, where D :=J{A: A € D}. Now

SUp fiy, A vy (Phin, :\D') = sup /un(dA) /Vn(dB) liicanByl{anB¢ D}

n>1 n>1

(3.8)
< Sl;}i /,un(dA) Tgieayliagny /Vn(dB) l¢iepy < e.
Since 7 € A and ¢ > 0 are arbitrary, the claim follows. O

Proof of Lemmas 2.3 and 2.8. Formula (2.2) obviously defines a nonzero, homogeneous
measure on Pgy, . Since

p({A:0€ A}) = cZIP[O ciA] =¢) Pl € A] = cE[|A]], (3.9)

it follows from Lemma 1.1 that y is locally finite if and only if E[|A|] < co. If p is given
by (2.2), then

) =c> B[liA M Loeiay] = B[JA[T (D 1i-reay)] =c (3.10)

€A iEA

To see that every nonzero, homogeneous measure p on Ps, + with (i) < co can be
written in the form (2.2), define a probability law p on Pg, o by

p({A}) = () "' n({ADIAI  Loe ay- (3.11)

Let A be a random variable with law p. We claim that yu is given by (2.2) with ¢ = {(u)).
To check this, we calculate, for A € Pgy, +:

)Y PLA = A] = ()Y P[A=i""A] = (u) > p({i A}

1EN i€EA i€EA (312)
= ZM {im " AY i AT oei-1ay = n({A})IA[ Z Liicay = n({A}),
€A €A

where we have used the homogeneity of ;. This completes the proof of Lemma 2.3,
except for the statement that the law of A is uniquely determined by u, which will
follow by setting ¢t = 0 in formula (2.22) of Lemma 2.8, which we prove next.

Indeed, letting 1y be a Pgy, +-valued random variable such that

) > Pling € -], (3.13)
€A

and letting (1:)¢>0 be a (A, a, §)-contact process started in 79, we have for any B € Py, +
and ¢ > 0 that

pP({B}) = Y wu{ADP(A,B)=(u) > > Pling=AP(A,B)
AEPrtin, + A€EPrin, +z~eA (3.14)
S° ST Pl = B) = (u)m(B)P[i = B,
AEPiin, +i€EA

where m(B) is defined as in (2.17). Letting ji denote the law of 7j, and Pt the transi-
tion probabilities of the (A, a, §)-contact process modulo shifts, we arrive from (3.14 at
(2.22).
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To complete also the proof of Lemma 2.8, we still need to prove (2.23). Let Pi{'in, L be

a set that contains exactly one representative from each equivalence class Ace Phin, +
Then (2.23) follows, using (2.22), by writing

(uh > AAFA) = Y m(A) T u{ANFAAIT Y Lieay

A€Prin, + AEP, o i€A (3.15)
= D> mA)T Y (i AT A oeim1ay = (Fu)-
AEPL, 4 i€EA
O

We finish the section on locally finite measures by supplying the still outstanding:

Proof of Lemma 2.11. We will apply the mass transport principle, compare the proof of
Lemma 1.2 below. Let i, v be homogeneous, locally finite measures on P, and assume
that p is concentrated on Pg,, 4. For A € Py, and B € P such that AN B # {), let us
define a probability distribution M4 g on A x A by

Ma (i, j) == |A| " 1eay |AN Bl 1 jeanny, (3.16)

and let f : A x A — [0, 00] be defined by

[, 5) = /M(dA) /V(dB) Lians20yMa B (i, J)- (3.17)

Since p and v are homogeneous, we observe that f(ki,kj) = f(i,5) (i,7,k € A). More-
over,

. 1 1
;ﬂo,y) - / u(dA) / YdB) Lm0y o) = / L) hu(4) S Loea) = (et

(3.18)
while

1.0 = [da) [vaB) s grlocans = (Av). (19

Formula (2.32) now follows from the fact that >, f(i,0) = >, f(0,i7!) = > 10,7).
Note that this holds regardless of whether h,u is locally finite or not. If we have
J (dA)|A|ljpea} < oo, then by the shift-invariance and subadditivity of h,, we see
that h, (A) < h,({0})|A] and hence [ n(dA)h, (A)ljpea} < oo, proving that h,u is locally
finite. O

3.2 Infinite starting measures

In this section we prove Lemma 1.2 on contact process duality for homogeneous, in-
finite starting measures. We also give the proof of Lemma 2.13, which is concerned with
relative compactness and cluster points of eigenmeasures for (A, a, §)-contact processes
with varying §.

Proof of Lemma 1.2. Fixt > 0 and for A, B € P,, consider the events

Eap={In/"NB| <o} and &, p:={|ANn "' < o} (3.20)

We observe that uP; R v (resp. u R z/PtT) is concentrated on Py, 1 if and only if P(E4 5)
= 1 (resp. P(&)y p) = 1) for a.e. A wrt. pand a.e. B wrt. v. Set Ag := AN ni P and
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T AL

A, =1 B. Since " 5 A, and ] D Ay, we see that the events £4 5 and & p

are a.s. equal, and hence uP; R v is concentrated on Pg,,  if and only if y R yPtT is.

We will now prove (1.26) by applying the “mass transport principle”. For a given
graphical representation w and sets A, B € P, such that the events £4 5 and &), 5 hold,
we define a probability distribution M4 g, on A X A by

MA,B,w(i;j) = |A0‘711{1EA0}|At|711{j€At}~ (3.21)
We define a function f : A x A — [0, 0] by
f(i,5) = /u(dA) /u(dB) /IP(dw) ley g (W) Ma B w(i,J). (3.22)

Obviously, f(ki,kj) = f(i,7) (i,4,k € A) due to the homogeneity of u and v. Moreover,

S 10 = [ua) [vaB) B[ 0Bl e po0m)

(3.23)
= //J,Pt(dA/)/V(dBNA/ n B|_11{O€A’HB} = <<,LLPt x) V>>
The same argument shows that }_, f(0,7) = (u R vP})) and hence
() Zf i,0) Zf (urRvPY), (3.24)

where the middle step is a simple example of what is more generally known as the mass
transport principle, see [Hagl11]. O

Proof of Lemma 2.13. By the homogeneity and normalization of the v,,, one has

/Vn(dA)l{Ar‘lB;é(Z)} < Z/Vn (dA)1icay = IB|. (3.25)

1€EB

Since this estimate is uniform in n, applying [Swa09, Lemma 3.2] we find that the
(vn)n>0 are relatively compact in the topology of vague convergence. By going to a
subsequence if necessary, we may assume that the v, converge vaguely to a limit v.
Since the v,, are eigenmeasures, denoting the (A, a, §,,)-contact process started in A by

(12" *);>0, we have

/z/n(dA)IP[nf"’A € llp, =M (t20). (3.26)

Since A\, — ), the right-hand side of this equation converges vaguely to e*v. To prove
vague convergence of the left-hand side, by Lemma 1.1, it suffices to prove that for
B 6 Pﬁl’ll

/un(dA)]P[nf"’A NB#0] — /u(dA)IP[nf’A N B+ 0). (3.27)

We estimate

) /un(dA)]P[nf"’A NB# ] — /u(dA)IP[nf’A NB # @]]

< /un(dA)‘IP[nf"’A NB#£0] — PlpP* N B # @]‘ (3.28)
n ‘ /un(dA)]P[nf’A NB 0] - /u(dA)IP[nf’A NB+ (2)]‘. (3.29)
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The term in (3.29) tends to zero as n — oo by Lemmas 1.1 and 2.4. By duality, we can
rewrite the term in (3.28) as

/un(dA)‘IP[A Anf B £ 0] —PlANS B £10]|. (3.30)

We couple the graphical representations for processes with different recovery rates in
the natural way, by constructing a Poisson point process 2* on A xR xR with intensity
one, and letting wj := {(4,¢) : 30 < r < § s.t. (i,¢,7) € Q'} be the set of recovery symbols
for the process with recovery rate . Then, letting 77,;r 0-B genote the process with zero
recovery rate, the quantity in (3.30) can be estimated from above by

va(dAYP[AN D 0P £ 0, nf P #£nf>P]
/ [nf P e dC, nf " #u*") /Vn(dA)l{AﬂC;é@} (3.31)
o

, Sns 5, _ )
< [EIPT cde, af? 2 i "] C] = Ba] 1

where we have used (3.25). Since the right-hand side of (3.31) tends to zero by domi-
nated convergence, this proves the lemma. O

P
P

{nj 67,,,3;57]:6,3}] 5

3.3 Exponential moments

Recall the function e, (4) = 3, , €74%? from (2.50), which measures how ‘spread
out’ a set A € Py, is in terms of exponential weights and a suitably slowly growing
metric d as in (2.49). In this section, we provide the proof of Lemma 2.15, showing
that such a metric exists. We then give the proof of Lemma 2.16, which states that
the expectation of the function e, of a contact process has a well defined exponential
growth rate, with certain bounds.

Proof of Lemma 2.15. We can find finite {0} = A; C Ay C --- such that } ;5\ o, a(0,9)

< |a\e*(”*1). Making the sets A,, for n > 2 larger if necessary, we can moreover choose
these sets such that they are symmetric, i.e., {i ' : i € A,} = A, and such that
Ao = U,,>; An generates A. (In particular, we can always choose A,, = A, but for
nearest-neighbor processes on graphs this leads to a somewhat unnatural metric d,
which is why we only assume here that A, generates A.) We set A := () and define

n 1€ ANA,_1, n>1
sb(i)::{ et )

(3.32)
0 (i € A\Ao).

Since a(0,7) = 0 for i ¢ A, whe have that

> a(0,i)e(i)T=> 0" > a(0,i) <a] Y nYe " < oo (3.33)

ieA n>1  i€AN\An_1 n>1

for each 0 < v < 0. Set
d(i,j) = d'(0,i7%)) == log(¢(i'5)  (i,j € A). (3.34)
Then d’ satisfies properties (2.49) (i)-(iii), d’'(¢,j) = 0 if and only if ¢ = j, and d'(i,j) =

d'(j,1) (by the symmetry of the sets A,). Since d’ need not yet be a metric, we define

n
d(i, j) == inf{Zd’(ik_l,ik) tn>1, dg,...,in €A, dg =1, i =]}, (3.35)
k=1
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i.e., d(i,7) is a graph-style distance between ¢ and j, defined as the shortest path from i
to j where an edge from i;_; to iy has length d’'(ix_1,4x). Note that d(i,j) < oo for each
i,j € A since A, generates A and d(i, j) > 0 for each ¢ # j since d’'(i, j) > log(2) for each
i # j. Itis now straightforward to check that d is a metric on A and that d(i, j) = d(ki, kj)
for all 4,5,k € A. Since d(i,j) < d'(,7), the metric d also enjoys property (2.49) (iii).
Property (2.49) (ii), finally, follows from the fact that

{Z EAd(O77’> SM} C {]1]71 01 SRSM/log(Q)v d/(ovjk) SMV:ZC:L,TL},

(3.36)
where we use that d’'(i, j) > log(2) for all « # j, and we observe that if d(0,i) < M (i # 0),
then there must be somen > 1and 0 = ig,...,%, = i with ZZ=1 d'(ig—1,1,) < M. Setting

jk =14 i) we see that i must be of the form i = j; - --j, with .7, d'(0,5;) < M. O
As a preparation for Lemma 2.16, we need one more result.

Lemma 3.4 (Existence of exponential moments). Let (n});>0 be a (A, a, §)-contact pro-
cess started in a finite initial state 776“ = A € Pg, and let d be a metric on A as in
Lemma 2.15. Then

Ele,(nf')] < e®'ey(A) (t>0) where K,:=Y_a(0,i)e? %", (3.37)
i€EA

Proof. For v = 0 this follows from [Swa09, Prop. 2.1]. To prove the statement for v > 0,
let G be the generator of the (A, a,d)-contact process as defined in (1.2). Then

Gey(A) =" a(i, )0 — 53 erd0D

ieAjga L teA (3.38)
<IN ali, e UG = e (A),
i€A jEA

where we have used that 3, a(i, §)eYdii) = > jen a0, i15)erd0i7) = K, (ieA).
Set 7y := inf{t > 0: e,(n") > N}. Since the stopped process is a Markov process
with finite state space, it follows by standard arguments from (3.38) that

Eley(nihry)] < etey(4) (>0, N >1), (3.39)

which in turn implies that Ple,(n;},,) > N] — 0 as N — oo and hence 7y — oo a.s.
Therefore, letting N — oo in (3.39), we arrive at (3.37). O

Proof of Lemma 2.16. Note that ro(A,a,d) = r(A,a,0) is the exponential growth rate
from (1.12). The statement for v = 0 has been proved in [Swa09, Lemma 1.1 and for-
mula (3.5)]. To prove the general statement, set 7} := E[ew(nfo} )]. Formula (2.51) will
follow from standard facts [Lig99, Thm B.22] if we show that ¢ — log 7/ is subadditive.
Recalling the graphical representation of the (A, a,d)-contact process, we observe that
indeed

Tl =Y P[(0,0) ~ (i,s + t)]e74 )

4 . o 3.40
< STP0,0) ~ (7,8) ~ (i, 5 + £ UONHGD — rny (5:40)
ij

which implies the subadditivity of ¢ +— log w;’ and hence formula (2.51). Since eA,(A) <
ey (A) for all v < +/, it is clear that v — 7, is nondecreasing. The fact that —§ < r
has been proved in [Swa09, Lemma 1.1] while the estimate r, < K, is immediate from
Lemma 3.4.
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To prove that the function [0, 00) 3 v + r, defined in Lemma 2.16 is right-continuous,
we observe that it follows from (2.51) that for any ¢,, 1 oo,

Ty = nll_{lgo 1§1£cl£n % logE[ev(nt{S})}. (3.41)
By dominated convergence and the finiteness of exponential moments (Lemma 3.4)
we have that for each fixed ¢ > 0, the function v — 1 log E[ev(nfo} )] is continuous.
Therefore, being the decreasing limit of continuous functions, v — r, must be upper
semi-continuous. Since v — 7, is nondecreasing, this is equivalent to continuity from
the right. O

3.4 Covariance estimates

The next lemma gives a uniform estimate on expectations of the functions e, (A)
defined in (2.50) under the measures 1{06-}%[‘» Lemma 2.6 and Lemma 2.17, which
were stated and used in Sections 2.2 and 2.7 respectively, follow as corollaries to this
lemma. Their proofs are given at the end of this section.

Although this is not exactly how the proof goes, the following heuristic is perhaps
useful for understanding the main strategy. Since Campbell measures change sec-
ond moments into first moments, what we need to control are second moments of
the original process, or more precisely (see (3.45) below), expressions of the form
Pli € 7, j € »!°"), summed over i, and weighted with ¢7(i4). This leads us to
consider events of the form

(0,0) ~ (i,t) and (0,0)~ (j,1). (3.42)

Since in the subcritical regime, long connections are unlikely, the largest contribution
to the probability of such an event comes from events of the form

(0,0) ~ (K, 5) { NG (3.43)

where s € [0,¢] is close to ¢t and k£ € A. Indeed, if the exponential growth rate r =
r(A,a,d) is negative, then the probability of an event of the form (3.43) is of the order
e”*(e"*=5))2, which much smaller than the probability that (0,0) ~» (i,t), unless ¢t — s is
of order one. In view of this, if we find an infection at some late time ¢, then all other
infected sites are likely to be close to it. Although this reasoning is only heuristic, it
turns out that the covariance formula (3.47) below provides a convenient way of making
such arguments precise.

Lemma 3.5 (Uniform exponential moment bound). Let i) and 7 be defined asin (2.11)
and for v > 0, let e, be the function defined in (2.50) in terms of a metric d satisfying
(2.49). Then, for any (A, a, §)-contact process with exponential growth rater = r(A, a, ),

: 1 [ R
hmsupﬁ—)\/MA(dA)l{OEA}eV(A) < (Ja| +5)/ e tth[ev(nt{O})f. (3.44)
Abr 0

We note that although the bound in (3.44) holds regardless of the values of v and
r = r(A,a,d), the right-hand side will usually be infinite, unless r < 0 and + is small
enough (see the proofs of Lemma 2.7 and Proposition 2.18).

Proof. Fix v > 0 and, to ease notation, set 1 (i,5) := ¥4 (i, 5,k € A). We observe
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that

[ @)t ene,(4) = [ e SB[ 0Ly, 01 0.9)]
2

:A e Mdt Z]E[1{i71€n§0}}1{i71j€m{0}}¢7(7;_17i_lj)] (3.45)
2
=/ eMdt > (i, )P [i € ™, j e nf”].
0 i.j

Set fi(A) := 1{;cay. Then

9, 5 en® =E[LiDELL0!N] + Cov(finf), £m).  (3.46)

P[i € n,
By a standard covariance formula (see [Swa09, Prop. 2.2]), for any functions f,g of
polynomial growth (as in (2.25) above), one has

Cov (f(ni™), g(m{*h)) =2 / t]E[F(Psf, Pg)n®h)]ds  (t>0), (3.47)

where (P,);>o denotes the semigroup of the (A,aq,d)-contact process and I'(f,g) =
%(G(fg) — fGg — gGf), with G as in (1.2). A little calculation (see [Swa09, formula
(4.6)]) shows that

2F(Psf» Psg)(A) = Z Za(kv l) (Psf(A U {l}) - Psf(A))(Psg(A U {l}) - Psg(A))
keAlgA
+5 3 (Pof(A\{k}) = Pof(4)) (Pog(A\[k}) — Pg(A)).
keA
(3.48)

Applying (3.48) to the functions f = f;, g = f;, using the fact that, by the graphical
representation,

|Pofi(AU{l}) — Pofi(A)| = |P[i € ) — P[i € ]| < P[i € niY], (3.49)
we find that
20(Pufi, Pof)(A)] < DD a(k,)P[i € niHP[j € ni] + 6> P[i e ni*HP[j € ni],
k€A lgA k€A
(3.50)

which by (3.47) implies that
|Cov (£i(ni™), [;(nf™)))

{0} {01p {1} : {1}
/0; a(k, Pk € 0}, 1 & "N ]P[i € n{V]P[j € n{]ds (3.51)

+5 / S Pk € ][ € P € n*]ds.
0 %
Inserting this into (3.46), we obtain for the quantity in (3.45) the estimate
o0
/ e Mt Z¢7 (i, j)P[i € n{®, j € ni®]
0

g/ *)‘tdtzwvz‘y 1617{ }}IP[]EU{O}]

+/ *”dt/ ds 7 (i, Datk, DP[k €, 1 ¢ 0 Pli € niD]P[j € 5]

1,5,k,1
+ 5/ _’\tdt/ ds qu),y (i,j)P[k € n{o}}]P[i e nM P[5 € nit].
0
4,5,k
(3.52)
EJP 19 (2014), paper 53. ejp.ejpecp.org

Page 36/46


http://dx.doi.org/10.1214/EJP.v19-2904
http://ejp.ejpecp.org/

Subcritical contact processes seen from a typical infected site

Here

> 6P [k € gL P[i € niF P[5 € nit]
4,5,k

- Zwv ki, kT )P [k € ni2 Pk € i Pk € 00
ik (3.53)

(ZIP [k eni®) )(Z%(i,j)ﬁ’[i e niMP[j e 77{0}])

- |77{0}| Zwv i ] Z c 77{0}] [] c 7]{0}]

and similarly

S 0, Halk, 0P [k € nf%, 1 ¢ o] P[i € P[5 € D]
i,9,k,l

< 3 w7 )alk, DP R € p{O]P[17Y € PP 1715 € i
bkl o (3.54)
= (Y atk.vp ken{})(wa; [i € nlP[j € i)
k,l

= la| E[|n{%}]] Z% i,j)P[i e n{O}]IP[J e ni™].

Inserting this into (3.52) and recalling that this is an estimate for the quantity in (3.45)
yields

[ ir@toene (4)

S/O eMdt Y (i, )P [i € n{ P[5 € 0]
i’j

+ (|a +§)/ e_’\tdt/ dsE \7]{0} Zw‘Y (i,§)P[i € n{o}]IP[j € nio}]
0

— (1 + (Ja| + ) /OOO e—“dﬂE[\m{o}l]) (/OOO e Mt wa(i,j)IP[i en™P[je n{"}])

(3.55)
where in the last step we have changed the integration order on the set {(s,¢) : 0 < s <
t}. Using the fact that ¢, (z,j) = e74:7) where d is a metric, we may further estimate
the sum in the second factor on the right-hand side of (3.55) as

S, )Pl € n{ PP e n{®] = Ze”d“’j)ﬂ’[% e n P [j e n

;J Zefy(d(o,i)+d(0,j))lp[i c 77;{0}] [J c 77{0}]

(”Z Y40, p Z e 77t — ]E Z a0, 1)

{0}
Mt

(3.56)

Inserting this into (3.55) and recalling the definition of 7, = #,({0}) in (2.8) yields

/ (@A) L peayes(4) < (1+ (lal + )7 ) / e Mt E e, ()] (3.57)
0
Since limy |, 7y = oo by (2.9), we arrive at (3.44). O
As a direct applications we obtain:

Proof of Lemma 2.6. This is special case of Lemma 3.5, where v = 0. O
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Proof of Lemma 2.17. This is very similar to the proof of Lemma 2.7. For § € (J., 00), let

(T}?’{O})tzo and U5 be as in Lemma 2.17. Let A, be finite sets such that 0 € A, C A and
Ar T A. It is again easy to check that A — f(A) := e, (AN Ag)1l{oca} is a continuous,
compactly supported real function on P,. Therefore, since (by Proposition 2.5) the
i fix, converge vaguely to 2,

/ P (AA)f1(A) = lim / fon (A f1(4) < Timinf—— [ fix, (dA)es (A)Lgoen

n—00 ) n—oo Ty,

IN

(\a|+5)/ e‘”th[eV(nf’{O})]g.
0

Letting % 1 oo such that f 1 e,(A)1{oca} we arrive at (2.53) by the monotone conver-
gence theorem. O

A Exponential decay in the subcritical regime

A.1 Statement of the result

The aim of this appendix is to show how the arguments in [AJ07], which are writ-
ten down for contact processes on transitive graphs, can be extended to prove Theo-
rem 2 (d) for the class of (A, a, §)-contact processes considered in this article. To formu-
late this properly, only in this appendix, we will consider a class of contact processes
that is more general than both the one defined in Section 1.2 and the one considered
in [AJO7], and contains them both as subclasses. Indeed, only in this appendix, will we
drop the assumptions that A has a group structure (as in the rest of this article) or that
A has a graph structure (as in [AJ07]). The only structure on A that we will use is the
structure given by the infection rates (a(i, 7)) jea-

Let A be any countable set and let a : A x A — [0,00) be a function. By definition,
an automorphism of (A, a) is a bijection g : A — A such that a(gi, gj) = a(i, j) for each
i,7 € A. Let Aut(A,a) denote the group of automorphisms of (A,a). We say that a
subgroup G C Aut(A,a) is (vertex) transitive if for each i,j € A there existsa g € G
such that gi = j. In particular, we say that (A, a) is transitive if Aut(A, a) is transitive.

Let (A, a) be transitive, let a'(4, j) := a(j,i), and assume that

la] ;== > a(i,j) < oo and |af|:=>al(i,j) < o0, (A.1)

JeEA JEA

where by the transitivity of (A, a), these definitions do not depend on the choice of i € A.
Then, for each § > 0, there exists a well-defined contact process on A with generator
as in (1.2) and also the dual contact process with a replaced by a' is well-defined. Only
in this appendix, we will use the term (A, a, §)-contact process (resp. (A, a', §)-contact
process) in this more general sense.

For any (A, a,d)-contact process, as defined in this appendix, we define the critical
recovery rate 0. = 0.(A,a) as in (1.8), which satisfies 4. < co but may be zero in the
generality considered here. A straightforward extension of [Swa09, Lemma 1.1] shows
that the exponential growth rate r = r(A,a,d) in (1.12) is well-defined for the class of
(A, a, 0)-contact processes considered here.

We will show that the arguments in [AJ07] imply the following result.

Theorem A.1 (Exponential decay in the subcritical regime). Let (A, a) be transitive and
let a satisfy (A.1). Then {6 > 0:r(A,a,0) < 0} = (4, 0).

We remark that Theorem 2 (a) does not hold in general for the class of (A,a,0)-

contact processes considered in this appendix. This is related to unimodularity. A
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transitive subgroup G C Aut(A, a) is unimodular if [BLPS99, formula (3.3)]

Hoi:9eG, gi=4}=H9i:9€G, gi=i}| (i,j€A). (A.2)

Note that this is trivially satisfied if A is a group and G = A acts on itself by left
multiplication, in which case the sets on both sides of the equation consist of a single
element. Unimodularity gives rise to the mass transport principle which says that for
any function f : A x A — [0,00) such that f(gi,9j) = f(i,5) (9 € G, i,j € A), one has
> f(i,5) = >2; f(4,9). In particular, this implies that the constants |a| and la'| from
(A.1) are equal and that r(A,a,d) = r(A,a’,d). In the nonunimodular case, this is in
general no longer true and in fact it is not hard to construct examples where the critical
recovery rates J.(A,a) and §.(A,a’) of a contact process and its dual are different. We
remark that although in [AJ07], the authors do not always clearly distinguish between a
contact process and its dual (e.g., in their formulas (1.3), (1.9) and Lemma 1.4), they do
not assume that a = af and their results are valid also in the asymmetric case a # af.

A.2 The key differential inequalities and their consequences

The main method used in [AJO7], that in its essence goes back to [AB87] and that
yields Theorem A.1 and a number of related results, is the derivation of differential
inequalities for certain quantities related to the process. Using the graphical represen-
tation to construct a (A, a,d)-contact process and its dual, we define the susceptibility
as

x =x(A,a,6) = E[/ |77,;{0}\ dt], (A.3)
0

which may be +oco. Moreover, letting w® be a Poisson point process on A x R with
intensity h > 0, independent of the Poisson point processes w' and w" corresponding to
infection arrows and recovery symbols, we define

0=0(A,a,0,h):= IP[C(O,O) Nw® # (Z)] where C(i,s) = {(],t) it >s, (i,8) ~ (4, t)}
(A.4)
Then 6 can be interpreted as the density of infected sites in the upper invariant law
of a (dual) “(A, aT, J, h)-contact process”, which in addition to the dynamics in (1.2) ex-
hibits spontaneous infection of healthy sites with rate h, corresponding to a term in the
generator of the form A ). {f(AU {i}) — f(A4)}.

Let A, a,6 be fixed and for \,h > 0let 0 = 6(\, h) := 6(A, Xa,d,h) and x = x(N) =
X(A, Aa, ) be the quantities defined above. The analysis in [AJ07] centers on the deriv-
iation of the following three differential inequalities (see [AJO7, formulas (1.17), (1.19)
and (1.20)])

(i) axx<lalx?
(i) Z0<]al620, (A.5)
(iii) 0 <h3-0+ (2X\%|ald + k) &6 + 6°.

These differential inequalities, and their proofs, generalize without a change to the
more general class of (A, a, d)-contact processes discussed in this appendix.

Since 6 > h(1+h), which follows by estimating the (A, \a', §, h)-contact process from
below by a process with no infections, one has h < 6(1 — 0). Inserting this into (A.5) (iii)
yields

A

0 < hgt+ (2\%al + 25 )00 + 0*. (A.6)

Abstract results of Aizenman and Barsky [AB87, Lemmas 4.1 and 5.1] allow one to draw
the following conclusions from (A.5) (ii) and (A.6).
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Lemma A.2 (Estimates on critical exponents). Assume that there exists some X > 0
such that §(N,0) = 0 and lim;, _,o h=*0(\', h) = co. Then there exist c1,co > 0 such that

(i) 6N, h)>c h'/? (h > 0),

(A.7)
(i) O\ 0)>ca(A =) (A > M)
Note that this lemma (in particular, formula (A.7) (i), which depends on the assump-
tion that limj,_,o h~*0(\', h) = oo) implies in particular that if for some fixed \’ > 0, one
has §(X',h) ~ h® as h — 0, then either a < % or o > 1.

Remark Lemmas 4.1 and 5.1 of [AB87] are also cited in [AJO7, Thm. 4.1], but there
the statement that c1,co > 0 is erroneously replaced by the (empty) statement that
Cc1,Cy < 00.

Proof of Theorem A.1 (sketch). Set

Ae :=inf{\ > 0:6(),0) > 0},

(A.8)
AL:=inf{\ > 0: x(\) = oo}.
Since x(\) < oo implies 6(A,0) = 0, obviously A, < A.. Our first aim is to show that they
are in fact equal. We note that it is always true that A > 0. It may happen that A\, = oo
but in this case also A\, = oo so without loss of generality we may assume that A, < oco.
It follows from (A.5) (i) and approximation of infinite systems by finite systems (com-
pare [AN84, Lemma 3.1], which is written down for unoriented percolation and which
is cited in [AJ07, formula (1.18)]) that limypa/ x(A) = x(\.) = oo, and in fact

(A < ML), (A.9)

Now either §(\.,0) > 0, in which case we are done, or §(\.,0) = 0. In the latter case,
since

X(A) = }1]13%] RO\, h) (A< AL), (A.10)

(see [AJO7, formula (1.11)]), using the monotonicity of  in A\ and #, it follows from (A.9)
that

lim h~*0(\., h) = oo (A.11)
h—0
and therefore Lemma A.2 implies that (A.7) holds at A’ = \.. In particular, (A.7) (ii)
implies that 6(A,0) > 0 for A > A/, hence \. = \.

Since by a trivial rescaling of time, questions about critical values for A can always
be translated into questions about critical values for §, we learn from this that for any
(A, a,d)-contact process, one has x(A,a,d) < oo if 6 > 0.(A, a), where the latter critical
point is defined in (1.8). It follows from (2.4) that x(A,a,d) = oo if r(§) = r(A,a,0) > 0,
hence we must have r(§) < 0 for § € (d.,0). Part (b) of Theorem 2 is easily generalized
to the class of (A, a,d)-contact processes considered in this appendix. Moreover, it is
not hard to prove that r < 0 implies that the process does not survive. This shows
that 7(6) > 0 on [0, d.) while § — r(J) is continuous, which allows us to conclude that
{6 >0:r() <0} = (d;,00) if 6c > 0. If 6. = 0 (which may happen for the general class
of models considered here), then we may use the fact that 6(A, a,0) = 1 to conclude that
r(A,a,0) > 0, hence the conclusion of Theorem A.1 is also valid in this case. O

EJP 19 (2014), paper 53. ejp.ejpecp.org
Page 40/46


http://dx.doi.org/10.1214/EJP.v19-2904
http://ejp.ejpecp.org/

Subcritical contact processes seen from a typical infected site

B Some results on quasi-invariant laws

In this appendix we collect some basic results on A-positivity and quasi-invariant
laws for which we did not find an exact reference in the literature. We will be interested
in continuous-time Markov chains taking values in a countable set S, which may have a
finite lifetime due to killing or explosion. To formalize this, let S := SU{oo} be the set S
with one extra point added and let ) be a Q-matrix on S, i.e., Q : 5% & R is a function
such that

Qli,j) =0 (i # ), > QGk)<oo, > QU,k)=0 (B.1)

kES, k#i kesS

foralli,j € S. We set Q(i) := —Q(i,i) and call T := {i € S : Q(i) = 0} the set of traps.
We assume that oo is a trap, i.e, Q(cc) = 0. For any initial law on S, we construct a
continuous-time Markov chain X = (X;);>o with Q-matrix @ in the usual way from its
embedded Markov chain. More precisely, let Y = (Y})o<k<n+1 be a Markov chain in S
with possibly finite lifetime N = inf{k > 0: Y, € T'} and transition probabilities

PlYy =j|Yio1 =i =Q(»,5)/Q() (0<k<N+1). (B.2)

Conditional on Y, let o5 be independent, exponentially distributed random variables
with parameter Q(Yx) (0 < k < N + 1) (in particular, o = oo if N < o0), set 7, :=
Y 0<iken Ok (0 <n < N +1), and let 7 := 7y;1, which may be finite if N = oco. Then
setting

X =Y, (Tk <t< Tk+1) (B.3)

defines a continuous-time Markov chain X = (X;)o<t<, with Q-matrix @ and possible
finite lifetime 7. We call {7 < oo} the event of explosion and say that the process is
nonexplosive if this has probability zero. By construction, each trap ¢+ € T has the
property that X = ¢ for some s € [0, 7) implies X; = ¢ for all ¢t € [s, 7). In particular, this
is true for ¢ = oo which is a trap by assumption.

We will only be interested in the process X as long as it stays in S. If X jumps to co
at some point, then we say that the process gets killed. We call Q(i, o) the killing rate
ati. If Q(i,00) = 0 for all i € S then we say the process has zero killing rates. If the
process explodes, then we also set X; := oo for all t > 7, i.e., we use the same cemetery
state oo regardless of whether the process disappears from S due to it being killed or
due to explosion.

We let

P(i,j) =P Xeps =7| Xs =1i] (5,t>0,14,5€89) (B.4)

denote the transition probabilities of the Markov process X in S, and let P, denote
the restriction of P, to S2. Due to the possibility of killing or explosion, the (Py)e>o
are in general subprobability kernels on S. Let Q denote the restriction of Q to S2.
It follows from well-known results (see e.g. [Ligl0, Prop 2.30], [Nor97, Thm 2.8.4])
that the functions ¢ — P.(i,j) are continuously differentiable for each i,;j € S and that
the (P;):>0 are given by the minimal nonnegative solution to the Kolmogorov backward
equations
k)= Qi,j)P(j,k) (t>0,ikeS) (B.5)
jes
with initial condition Py(i, ) = 1= ]} We say that the process is irreducible on S if for
each i,j € S there exist i = iy,...,4, = j such that Q(ix—1,ix) > 0fork =1,...,n. If the
process is irreducible on S, then by [Kin63, Thm 1] the decay parameter
As := — lim t~*log P:(i, §) (B.6)

t—o0
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exists and does not depend on 4,5 € S. For nonexplosive processes with zero kil-
ing rates, we define transience, null-recurrence and positive recurrence in the stan-
dard way. We use the usual notation for matrices and vectors indexed by S, i.e.,
AB(i,k) = Y, A1, §)B(j,k), gA(i) == ¥, g(j)A(j. 1) and Ah(i) := ¥, A(i, j)h(j). With
these definitions, one has the following facts that will be proven below.

Lemma B.1 (Doob transformed process). Assume thath : S — (0,00) and A € R satisfy
P;h = e h (t > 0). Then

Pl (i,§) == Mh() T P4, )h(5) (1,5 €S, t>0) (B.7)

are the transition probabilities of a nonexplosive continuous-time Markov chain in S
with zero killing rates and with Q-matrix given by

Q"(i,4) == h(0) ' QU )h(G) + Mgimjy (5,5 €5). (B.8)
In particular, 3. . ,; Q"(i,j) < oo and 3, Q"(i,j) = 0 for alli € S.

Lemma B.2 (\-positivity). Assume that @ is irreducible on S and that g,h : S — (0, 00)
and ) € R satisfy

gP,=e Mg, Ph=eMh (t>0) and c:= Zg(z)h(z) < 0. (B.9)

Then the transition probabilities (P[');>o in (B.7) belong to a positively recurrent con-
tinuous-time Markov chain with unique invariant law given by (i) = ¢~ 'g(i)h(i). More-
over, the conditions (B.9) determine g and h uniquely up to multiplicative constants and
imply that A = \g.

Lemma B.3 (Quasi-invariant law). In the set-up of Lemma B.2), assume moreover that
inf;eg h(i) > 0. Then the process X started in any deterministic initial state i € S
satisfies
PX; € -|X; # o0] = v, (B.10)
t—o0

where v is the probability measure on S defined by v(i) := g(i)/ >_, 9(j) (i € S) and =
denotes weak convergence of probability measures on S.

Before we sketch the proofs of these results, we first discuss what can be found
about this in the literature. For discrete-time Markov chains and more generally for
countable nonnegative matrices, the concepts of R-transience, R-null recurrence, and
R-positivity were introduced by Vere-Jones [Ver67] (which builds on his D.Phil. thesis
from 1961). Kingman [Kin63] then treated the continuous-time case. (A good general
reference to this material is [And91, Sect 5.2].) In a more general set-up than ours,
Kingman proved that the limit in (B.6) exists. He then defined (P,);>¢ to be A-transient
or A\-recurrent depending on whether

/ Py(i,i)e?stdt < co or = oo, (B.11)
0

where as a result of irreducibility the definition does not depend on the choice of the
reference point i € S. In the A-recurrent case, he called (P;);>o A-null-recurrent or
A-positive (recurrent) depending on whether

lim P;(i,i)e*' =0 or >0, (B.12)

t—o0

where the limit is shown to exist and the definition does not depend on the choice of
1 € S. In the A-recurrent case, he showed [Kin63, Thm 4] that there are functions g, h :
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S — (0, 00), unique up to multiplicative constants, such that gP, = e=*stg, Pih = e *sth
(t > 0), and these satisfy ) . g(¢)h(i) < oo if and only if (P;);>0 is A-positive. He moreover
defined (P}');>¢ as in (B.7) and observed that these are the transition probabilities of a
continuous-time Markov process.®

Some care is needed in applying Kingman'’s results to our setting, however, since his
setting is more general than ours. He assumes that S is an irreducible subclass of some
larger space S that may be more complicated than in our setting, and he only assumes
that the Markov process corresponding to (ﬁt)tzo a.s. assumes values in the countable
set S at deterministic times. This includes processes that are not defined by a Q-matrix
and that leave each state instantaneously, such as Blackwell’s example [Lig10, Sect. 2.4]
or the FIN diffusion defined in [FINO02], which is a Brownian motion time-changed in
such a way that at deterministic times it a.s. takes values in a countable, dense subset
of the real line. While Kingman'’s set-up is in all respects more general than ours, his
results are also weaker in some respects since he does not prove that the transformed
transition probabilities (P');>¢ as in (B.7) come from a Q-matrix.

In practical situations, one often does not have a direct way of verifying that a func-
tion h satisfies P;h = e~ *h (t > 0), but instead starts off from a solution to Qh = —\h.
The latter equation is in general not enough to guarantee the first one, so extra con-
ditions are needed, see [NP93]. In our case, however, solutions to P,h = e *h can be
obtained directly from the eigenmeasures, which is why the lemmas above are sufficient
for our purposes.

Probability measures v satisfying vP, = e~ *s'v are called quasi-invariant laws and
(B.10) is a ratio limit theorem. We refer to [FKM96] and references therein for a more
detailed discussion of these concepts.

To prepare for the proofs of Lemmas B.1-B.3, we prove one technical lemma.

A

Lemma B.4 (Cadlag processes have well-defined rates). Let S be a countable set and
let (P;)1>0 be probability kernels on S such that P, P, = Py (s,t > 0) and limy o P;(¢,1) =
Py(i,i) = 1 (i € S). Assume that for each i € S, there exists a Markov process X =
(X1)1>0 in S with initial state X, = 4, transition probabilities (P,),;>¢, and cadlag sample
paths. Then there exists a Q-matrix on S such that (P;);>¢ is the minimal nonnegative
solution of (B.5).

Proof. Define inductively stopping times by 7y = 75 = 0 and

Te=inf{t > 11 : X¢e £ Xr_, }

(B.13)

mo=inflel > 70 Xg # Xpe , 1€N} (6> 0).
Let N. :=1+4sup{k > 0: 7 < oo}. Then, for each ¢ > 0, we may define a Markov chain
Ye = (Y )o<khan. 41 DY Y] = Xre (0 <k < N:+1). Conditional on Y¢, the holding times
(Tip1 — 7) with (0 < k < N +1) are independent and geometrically distributed. By the
fact that X has cadlag sample paths, Y* — Y a.s. where the embedded Markov chain
Y = (Yi)o<k<n+1 is defined analogously to Y© with 7, replaced by 7. Moreover, the

collection of times (7 )o<k<n.+1 a.S. converges to (7x)o<k<nN+1-

In particular, for the process started in 7, since 7| is geometrically distributed and

T — 71 a.s., we see that 7; is exponentially distributed and the limit

Qi) = —Q(i,i) := 16%15—1(1 — P.(i,1)) (B.14)

5In fact, Kingman defines a (right) A-subinvariant vector to be any function h : S — (0, 00) such that
Pih < e=2sthp (t > 0). He proves that such A-subinvariant vectors exist quite generally and defines (Pth)tzo
as in (B.7) for any such h, which may now be subprobability kernels corresponding to a process with killing.
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exists, where we allow for the case (i) = 0 (which corresponds to 71 = c0). (Note that
the assumption of cadlag sample paths implies 71 > 0.) If Q(i) > 0, then we observe
that Y7 is distributed according to the law

PV =j] = (1= P.(i,9) P.ij) (G €S, j#i). (B.15)
Since Y7 — Y] as € — 0, we conclude that the limit
Qi j) =1lime ' Po(ij) = QUP'Yi =] (i # ) (B.16)

exists and satisfies .., ,, Q(i,7) < oo and _; Q(i,j) = 0.

It is now not hard to check that Y is a Markov chain that jumps from a state i
with Q(i) > 0 to a state j with probability Q(i)~'Q(i, j), and that conditional on Y, the
times (7,41 — 7%) are independent and exponentially distributed with parameter Q(Y%).
By [Nor97, Thm 2.8.4], we conclude that (F;);>¢ is the unique minimal nonnegative
solution of (B.5). O

Proof of Lemma B.1. The fact that P;h = e~**h implies that the (P/");>( are probability
kernels satisfying PP/ = P!, (s,t > 0) and limy o P/'(i,i) = Pl(i,i) = 1 (i € 5). Ttis
not immediately clear, however, that these are the transition probabilities of a Markov
process with Q-matrix as in (B.8), or, in fact, that the latter is even well-defined.

To prove this, view S as the one-point compactification of S (with the appropriate
topology). Then the process X has sample paths in the space of those cadlag functions
w : [0,00) — S for which w, = oo implies w, = oc for all ¢+ > s. We may construct X in
the canonical way on this space, where X;(w) = w; is the coordinate projection. Let P
be the law of the process started in i € S. We may consistently define a new probability
law P"? by

h(wr
h(i)

Then P is concentrated on cadlag paths w : [0,00) — S. It is straightforward to
check that under this new law, X is a Markov process with transition kernels (P/*);>o.
Since X has cadlag sample paths, we may invoke Lemma B.4 to conclude that X is a
continuous-time Markov chain with Q-matrix given by the right-hand derivative

P 3)| =g = 5 (€ ()T P, 1)RG)) | g = B0 TR, )AG) + Mlgizjy = Q" (i)
(B.18)
O

P"[(X)o<s<t € dw] i= M1, es vo<s<i} )IPZ[(XS)OSSQ € dw] (t>0). (B.17)

Proof of Lemma B.2. Since ¢ := ), g(i)h(i) < oo, we may define a probability law 7 on
S by 7(i) := ¢ 1g(i)h(i). Then

TP}(i) Zc h()ERG) ™ PG, ihGE) = ¢ g()hG) = nli) (i€ S, ¢ > 0),

(B.19)
where we have used that gP, = e *'g. It follows that 7 is an invariant law for the
irreducible continuous-time Markov chain with Q-matrix as in (B.8), and hence the latter
is positively recurrent. In particular,

lim eMP,(i,4) = hm P(i,i) = n(i) > 0 (B.20)
t—o0
which shows that A = Ag and thus also that (P,);>o is A-positive. Hence, by apply-
ing [Kin63, Thm 4] we obtain that g,h : S — (0,00) are unique up to multiplicative
constants. O
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Proof of Lemma B.3. Since infies h(i) > 0, (B.9) implies . g(j) < oo, so v is well-
defined. Moreover, for any bounded function f: S — R,

B [£(X,) | X, £ oc] = il 0II0) TR T, B RG) )

> Piid) e h(i) Y, PR, 5)h(G) !

(DR (G
el ijj(ﬁj)(ﬁj)ffj) = S v)IG),

(B.21)

where all sums run over j € S and we have used the ergodicity of the positively re-
current Markov process with transition probabilities (P/*);>o and invariant law 7 (i) =
¢ tg(i)h(i), as well as the fact that h~! f and h~! are bounded functions by our assump-
tion that inf;cg h(i) > 0. O
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