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Abstract

A spectral decomposition for the generator and the transition probabilities of the
block counting process of the Bolthausen–Sznitman coalescent is derived. This de-
composition is closely related to the Stirling numbers of the first and second kind.
The proof is based on generating functions and exploits a certain factorization prop-
erty of the Bolthausen–Sznitman coalescent. As an application we derive a formula
for the hitting probability h(i, j) that the block counting process of the Bolthausen–
Sznitman coalescent ever visits state j when started from state i ≥ j. Moreover,
explicit formulas are derived for the moments and the distribution function of the
absorption time τn of the Bolthausen–Sznitman coalescent started in a partition with
n blocks. We provide an elementary proof for the well known convergence of τn −
log logn in distribution to the standard Gumbel distribution. It is shown that the
speed of this convergence is of order 1/ logn.
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1 Introduction and results

The Bolthausen–Sznitman coalescent [2] is the particular Λ-coalescent Π = (Πt)t≥0
with Λ being the uniform distribution on the unit interval [0, 1]. Λ-coalescents are con-
tinuous time Markovian processes with state space P, the set of partitions of N :=

{1, 2, . . .}. During each transition blocks merge to form a single block. For more in-
formation on Λ-coalescents we refer the reader to [14] and [15]. For t ∈ [0,∞) let Nt
denote the number of blocks of Πt. It is well known that (Nt)t≥0 is a Markovian pro-
cess, called the block counting process of Π. Let Q = (qij)i,j∈N denote the generator of
(Nt)t≥0. It is well known that Q is a lower left triangular matrix with entries

qij =
i

(i− j)(i− j + 1)
, for i > j, (1.1)

qii = −
∑i−1
j=1 qij = 1− i and qij = 0 for i < j. The quantities qi := −qii = i− 1, i ∈ N, are

(called) the total rates of the Bolthausen–Sznitman coalescent.
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Spectral decomposition for the Bolthausen–Sznitman coalescent

In the following s(i, j) and S(i, j), i, j ∈ N0 := {0, 1, 2, . . .}, denote the Stirling num-
bers of the first and second kind respectively. Note that |s(i, j)| = (−1)i−js(i, j) is the
number of permutations of {1, . . . , i} with j cycles, whereas S(i, j) is the number of
partitions of {1, . . . , i} into j nonempty subsets.

The main result (Theorem 1.1) provides a spectral decomposition for Q, which is
closely related to the Stirling numbers. The proof of Theorem 1.1 is given in Section 2.

Theorem 1.1. (Spectral decomposition of the generator) The infinitesimal genera-
tor Q = (qij)i,j∈N of the block counting process of the Bolthausen–Sznitman coalescent
has spectral decomposition Q = RDL, where D = (dij)i,j∈N is the diagonal matrix with
entries dij = 1− i for i = j and dij = 0 for i 6= j, and R = (rij)i,j∈N and L = (lij)i,j∈N are
lower left triangular matrices with entries

rij =
(j − 1)!

(i− 1)!
|s(i, j)| and lij = (−1)i+j

(j − 1)!

(i− 1)!
S(i, j), i, j ∈ N. (1.2)

In particular, ri1 = rii = lii = 1 and li1 = (−1)i−1/(i− 1)!, i ∈ N.

Remark 1.2. For alternative formulas for rij and lij we refer the reader to (2.12), (2.13)
and (2.15). The first entries of R and L are provided in (2.16).

The next corollary provides the spectral decomposition of the transition matrix of
the block counting process (Nt)t≥0 of the Bolthausen–Sznitman coalescent.

Corollary 1.3. (Spectral decomposition of the transition matrix) For all t ∈ [0,∞)

the transition matrix P (t) := (P(Nt = j |N0 = i))i,j∈N of the block counting pro-
cess (Nt)t≥0 of the Bolthausen–Sznitman coalescent has spectral decomposition P (t) =

RetDL, i.e.

pij(t) := P(Nt = j |N0 = i) =

i∑
k=j

e−(k−1)triklkj =
(j − 1)!

(i− 1)!

i∑
k=j

e−(k−1)t|s(i, k)|S(k, j),

(1.3)
i, j ∈ N, where D is the diagonal matrix defined in Theorem 1.1 and R = (rij)i,j∈N and
L = (lij)i,j∈N are defined via (1.2).

Remark 1.4. As a consequence of Corollary 1.3, the block counting process has resol-
vent (see, for example, Norris [13, p. 146]) Rλ :=

∫∞
0
e−λtP (t) dt =

∫∞
0
e−λtRetDLdt =

R(
∫∞
0
e−λtetD dt)L = RD(λ)L, λ ∈ (0,∞), where D(λ) is the diagonal matrix with en-

tries dii(λ) = 1/(λ+ i− 1), i ∈ N.

As an application we provide in the following a formula for the probability that the
block counting process ever visits state j ∈ N when started from state i ∈ N with i ≥ j.

Corollary 1.5. (Hitting probabilities) The probability h(i, j) := P(Nt = j for some t ≥
0 |N0 = i) that the block counting process hits state j ∈ N started from state i ∈ N with
i ≥ j is given by h(i, 1) = 1 and

h(i, j) = (j − 1)(−1)i+j
(j − 1)!

(i− 1)!

i∑
k=j

s(i, k)S(k, j)

k − 1
, 2 ≤ j ≤ i.

Remark 1.6. Further formulas for h(i, j) are provided in [10, Theorem 2.1 with α = 1]
and [11, Eq. (11)]. For the asymptotics of h(i, j) as i → ∞ we refer the reader to [7,
Corollary 3.4] and [11, Theorem 1.1 and Corollary 1.3].
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As a further application we provide in the following formulas for the moments, the
distribution function and the Laplace transform of the absorption time τn until the
Bolthausen–Sznitman coalescent, started in a partition with n ∈ N blocks, reaches its
absorbing state. In the biological context τn is called the time back to the most recent
common ancestor of a sample of size n.

Corollary 1.7. (Moments of the absorption time) The absorption time τn of the
Bolthausen–Sznitman coalescent has moments

E(τ jn) =
j!

(n− 1)!

n∑
k=2

(−1)k
|s(n, k)|
(k − 1)j

, n, j ∈ N. (1.4)

Remark 1.8. Note that (1.4) is simpler than the formula in [4, Proposition 1.1]. Some
concrete values of the first and second moment of τn are listed in [4, p. 403, Table 1].
For the asymptotics of E(τ jn) as n→∞ we refer the reader to [4, Theorem 1.1].

Corollary 1.9. (Distribution and asymptotics of the absorption time) The absorp-
tion time τn of the Bolthausen–Sznitman coalescent started in a partition with n blocks
has distribution function

P(τn ≤ t) =

n−1∏
j=1

j − e−t

j
=

(
n− 1− e−t

n− 1

)
=

Γ(n− e−t)
Γ(n)Γ(1− e−t)

, n ∈ N, t ∈ (0,∞) (1.5)

and Laplace transform

E(e−λτn) = 1 +
(−1)n−1

(n− 1)!

n∑
k=2

s(n, k)
λ

k − 1 + λ
, n ∈ N, λ ∈ [0,∞). (1.6)

In particular, τn − log log n → τ in distribution as n → ∞, where τ is standard Gumbel
distributed with distribution function F (t) := e−e

−t

, t ∈ R.

Remark 1.10. 1. The first equation in (1.5) is implicitly contained in [14, Theorem 14,
Eq. (17) with k = 1]. The convergence in distribution of τn − log log n to the standard
Gumbel distribution is well known from the literature (see, for example, [6, Proposition
3.4] or [4, Corollary 1.2]). Our alternative proof of this convergence is based on the
last expression in (1.5) and, hence, rather elementary and follows by a straightforward
application of Stirling’s formula for Γ(x) as x→∞.

2. Let Ψ(x) := (d/dx)(log Γ(x)) = Γ′(x)/Γ(x) denote the digamma function (logarith-
mic derivative of the Gamma function). Taking the derivative with respect to t in (1.5)
it is readily seen that for n ≥ 2 the absorption time τn has density

fτn(t) =
e−tΓ(n− e−t)
Γ(n)Γ(1− e−t)

(
Ψ(n− e−t)−Ψ(1− e−t)

)
= e−tP(τn ≤ t)

n−1∑
k=1

1

k − e−t
, n ≥ 2, t ∈ (0,∞).

Note that, for n ≥ 2, P(τn ≤ t) ∼ t/(n− 1) as t↘ 0 and, hence, limt↘0 fτn(t) = 1/(n− 1).
Moreover, straightforward calculations show that fτn(t+ log log n)→ f(t) as n→∞,

where f is the density of the standard Gumbel distribution, i.e. f(t) := F ′(t) = e−tF (t)

for all t ∈ R. Note that this local convergence holds uniformly in t ∈ R due to the
inversion formula for densities, so we have limn→∞ supt∈R |fτn(t+ log log n)− f(t)| = 0.

3. The fact that the distribution function (1.5) of the absorption time τn is known
explicitly can be further exploited. For example, it is readily checked that for all x ∈ R,
P(τn − log log n ≤ x)− F (x) ∼ −γe−xF (x)/ log n as n→∞, where γ ≈ 0.577216 denotes
Euler’s constant. Thus, the speed of the convergence of τn − log log n to the Gumbel
distribution is of order 1/ log n.
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Final remark. For the Kingman coalescent the spectral decomposition Q = RDL is
well known (see Appendix). For the star-shaped coalescent the spectral decomposition
Q = RDL can be readily calculated and is omitted here. Finding the spectral decompo-
sition of the generator Q of the block counting process for other exchangeable coales-
cents, for example for the Λ-coalescent with Λ = β(2− α, α) being the beta-distribution
with parameters 2−α and α, α ∈ (0, 2) \ {1}, is an open problem. Note that the spectral
decomposition Q = RDL exists for any exchangeable coalescent, since the generator
Q is lower left triangular. More precisely, R and L are recursively defined via the first
equation in (2.3) and (2.4) respectively, where qij and qi are the rates and total rates of
the exchangeable coalescent.

2 Proofs

Before Theorem 1.1 will be proven, we mention two well known recursions for the
Stirling numbers. These recursions are provided here, since they will be used in the
proof of Theorem 1.1.

Lemma 2.1. The absolute Stirling numbers of the first kind satisfy the recursion

|s(i, j)| = (i− 1)!

i−1∑
k=j−1

|s(k, j − 1)|
k!

, i, j ∈ N, (2.1)

whereas the Stirling numbers of the second kind satisfy the recursion

S(i, j) =

i−1∑
k=j−1

(
i− 1

k

)
S(k, j − 1), i, j ∈ N. (2.2)

Proof. Let us verify (2.1) by induction on i. Obviously, (2.1) holds for i = 1, since
|s(1, j)| = δj1 = |s(0, j − 1)| for all j ∈ N. The induction from i to i+ 1 works as follows.
We have, by induction,

i!

i∑
k=j−1

|s(k, j − 1)|
k!

= i!

i−1∑
k=j−1

|s(k, j − 1)|
k!

+ |s(i, j − 1)|

= i!
|s(i, j)|
(i− 1)!

+ |s(i, j − 1)| = i|s(i, j)|+ |s(i, j − 1)| = |s(i+ 1, j)|,

by the well known recursion |s(i+1, j)| = i|s(i, j)|+|s(i, j−1)|. The induction is complete.
We verify (2.2) as follows. There are

(
i−1
k

)
possibilities to choose a subset A of size

k from {1, . . . , i− 1} and there are S(k, j − 1) possibilities to partition this subset A into
j − 1 nonempty subsets. Together with the nonempty set ({1, . . . , i − 1} \ A) ∪ {i} one
obtains, after summing over all possible values of k, the number S(i, j) of partitions of
{1, . . . , i} into j nonempty subsets.

Let us now turn to the proof of the spectral decomposition Q = RDL (see Theorem
1.1). The following proof is based on generating functions and has the advantage that
the solution (1.2) for R and L does not need to be known in advance in order to perform
the proof. The solution (1.2) pops up naturally during the proof as the coefficients of
appropriately chosen generating functions. Crucial for the proof is the factorization
formula (2.5), which essentially goes back to the particular form of the rates qij in (1.1).

Proof. (of Theorem 1.1) Let D = (dij)i,j∈N be the diagonal matrix with entries dii :=

qii = −qi = 1 − i, i ∈ N, and dij := 0 for i 6= j. Furthermore, let R = (rij)i,j∈N be the
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lower left triangular matrix with entries recursively defined for each j ∈ N via rjj := 1

and

rij :=
1

qi − qj

i−1∑
k=j

qikrkj =
1

i− j

i−1∑
k=j

qikrkj , i ∈ {j + 1, j + 2, . . .}. (2.3)

Since qii = −qi, i ∈ N, we conclude that rijqjj =
∑i
k=j qikrkj . Thus, the entries rij of

R are defined such that RD = QR. Define L := R−1. Then, the spectral decomposition
Q = RDL holds. Moreover, DL = LQ and, hence, qiilij =

∑i
k=j likqkj , i, j ∈ N. Since

qii = −qi, i ∈ N, we obtain for each i ∈ N the backward recursion lii = 1 and

lij =
1

qj − qi

i∑
k=j+1

likqkj =
1

j − i

i∑
k=j+1

likqkj , j = i− 1, i− 2, . . . , 2, 1. (2.4)

Let us verify by induction on i (≥ j) that

rij ≤
i∏

k=j+1

qk
qk − qj

=

i∏
k=j+1

k − 1

k − j
=

(
i− 1

j − 1

)
, i, j ∈ N, i ≥ j,

with the convention that empty products are equal to 1. For i = j this inequality ob-
viously holds, since rjj = 1. The induction step from {j, . . . , i − 1} to i (> j) works as
follows. By (2.3) and by induction,

rij =
1

qi − qj

i−1∑
k=j

qikrkj ≤
1

qi − qj

i−1∑
k=j

qik

k∏
l=j+1

ql
ql − qj

≤ 1

qi − qj

i−1∑
k=j

qik

i−1∏
l=j+1

ql
ql − qj

≤ 1

qi − qj
qi

i−1∏
l=j+1

ql
ql − qj

=

i∏
l=j+1

ql
ql − qj

,

which completes the induction.
In order to solve the recursion (2.3) we exploit generating function techniques simi-

lar to those used in [4], [10] and [11]. Let U := {z ∈ C : |z| < 1} denote the open unit
disc. For j ∈ N define the generating function rj : U → C via rj(z) :=

∑∞
i=j rijz

i, z ∈ U .

Note that, for j ∈ N and z ∈ U , |rj(z)| ≤
∑∞
i=j rij |z|i ≤

∑∞
i=j

(
i−1
j−1
)
|z|j = |z|j/(1− |z|)j <

∞. Thus, for each j ∈ N, the function rj : U → C is well defined. Consider the mod-
ified function fj : U → C defined via fj(z) :=

∑∞
i=j(i − j)i−1rijz

i, z ∈ U . Clearly,

|fj(z)| ≤
∑∞
i=j rij |z|i = rj(|z|) <∞, so fj : U → C is well defined. We have

fj(z) =

∞∑
i=j

rijz
i − j

∞∑
i=j

rij
i
zi = rj(z)− j

∫ z

0

∞∑
i=j

rijs
i−1 ds = rj(z)− j

∫ z

0

rj(s)

s
ds.

On the other hand, by the recursion (2.3), we obtain the factorization

fj(z) =

∞∑
i=j+1

(i− j)rij
zi

i
=

∞∑
i=j+1

i−1∑
k=j

qikrkj
zi

i
=

∞∑
k=j

rkj

∞∑
i=k+1

qik
i
zi

=

∞∑
k=j

rkjz
k
∞∑

i=k+1

zi−k

(i− k)(i− k + 1)

=

∞∑
k=j

rkjz
k
∞∑
n=1

zn

n(n+ 1)
= rj(z)a(z), (2.5)

where the function a : U → C is defined via a(z) :=
∑∞
n=1 z

n/(n(n + 1)) = 1 − (1 −
z)L(z)/z, z ∈ U , with L(z) := − log(1− z), z ∈ U . Thus, rj satisfies the integral equation
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j
∫ z
0
rj(s)/sds = (1 − a(z)) rj(z). Differentiating with respect to z leads to jrj(z)/z =

−a′(z)rj(z)+(1−a(z))r′j(z) or, equivalently, (1−a(z))r′j(z) = (a′(z)+j/z)rj(z). Plugging
in 1− a(z) = (1− z)L(z)/z and a′(z) = L(z)/z2 − 1/z leads to

r′j(z) =

(
1

z(1− z)
+

j − 1

(1− z)L(z)

)
rj(z). (2.6)

The solution of this homogeneous differential equation with initial conditions rj(0) =

r′j(0) = · · · = r
(j−1)
j (0) = 0 and r(j)j (0) = j! is

rj(z) =
z

1− z
(L(z))j−1, j ∈ N, |z| < 1. (2.7)

In the following, for a power series f(z) =
∑∞
n=0 fnz

n, [zn]f(z) := fn denotes the coeffi-
cient of zn in the series expansion of f . By [1, p. 824], (L(z))j/j! =

∑∞
k=j z

k|s(k, j)|/k!.

Thus, [zk](L(z))j = j!|s(k, j)|/k!. For the coefficient rij = [zi]rj(z) we therefore obtain

rij = [zi]rj(z) = [zi]

(
z

1− z
(L(z))j−1

)
=

i−1∑
k=0

[zi−k]
z

1− z
[zk](L(z))j−1

=

i−1∑
k=0

[zk](L(z))j−1 = (j − 1)!

i−1∑
k=j−1

|s(k, j − 1)|
k!

=
(j − 1)!

(i− 1)!
|s(i, j)| (2.8)

by (2.1), which is the first formula in (1.2).

Let us now turn to L := R−1. We have (z, z2, . . .)R = (r1(z), r2(z), . . .). Multiplying
with L and noting that RL = (δij)i,j∈N it follows that (z, z2, . . .) = (r1(z), r2(z), . . .)L.
Thus, zj =

∑∞
i=j ri(z)lij = z(1 − z)−1

∑∞
i=j(− log(1 − z))i−1lij , or, equivalently, (1 −

z)zj−1 =
∑∞
i=j(− log(1 − z))i−1lij . Replacing z by 1 − e−z leads to e−z(1 − e−z)j−1 =∑∞

i=j lijz
i−1. Thus,

lj(z) :=

∞∑
i=j

lijz
i = ze−z(1− e−z)j−1, j ∈ N. (2.9)

Let us extract the coefficient lij = [zi]lj(z). We have

(1− e−z)j =

j∑
i=0

(
j

i

)
(−e−z)i =

j∑
i=0

(
j

i

)
(−1)i

∞∑
k=0

(−zi)k

k!

=

∞∑
k=0

zk

k!
(−1)k

j∑
i=0

(−1)i
(
j

i

)
ik

=

∞∑
k=0

zk

k!
(−1)j+k

j∑
i=0

(−1)j−i
(
j

i

)
ik =

∞∑
k=0

zk

k!
(−1)j+kj!S(k, j),

where the last equality follows from the explicit formula

S(k, j) =
1

j!

j∑
i=0

(−1)j−i
(
j

i

)
ik, k, j ∈ N0, (2.10)

for the Stirling numbers of the second kind. Thus, [zk](1 − e−z)j−1 = (−1)j+k−1(j −
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1)!S(k, j − 1)/k! and, therefore,

lij = [zi]lj(z) = [zi](ze−z(1− e−z)j−1) =

i−1∑
k=0

[zi−k](ze−z) [zk](1− e−z)j−1

=

i−1∑
k=j−1

(−1)i−1−k

(i− 1− k)!

(−1)j+k−1(j − 1)!S(k, j − 1)

k!

= (−1)i+j(j − 1)!

i−1∑
k=j−1

S(k, j − 1)

(i− 1− k)!k!

= (−1)i+j
(j − 1)!

(i− 1)!

i−1∑
k=j−1

(
i− 1

k

)
S(k, j − 1) = (−1)i+j

(j − 1)!

(i− 1)!
S(i, j)

by (2.2), which is the second formula in (1.2). The proof is complete.

Remark 2.2. 1. Let us provide some additional information on R and L. Plugging in
the formula

s(i, j) = (−1)i+j
i!

j!

∑
k1,...,kj∈N
k1+···+kj=i

1

k1 · · · kj
, i, j ∈ N (2.11)

for the Stirling numbers of the first kind into the first formula in (1.2) leads to

rij =
i

j

∑
k1,...,kj∈N
k1+···+kj=i

1

k1 · · · kj
, i, j ∈ N. (2.12)

In particular, ri2 = (i/2)
∑i−1
k=1 1/(k(i − k)) = (1/2)

∑i−1
k=1(1/k + 1/(i − k)) = hi−1, i ∈ N,

where h0 := 0 and hn :=
∑n
k=1 1/k denotes the n-th harmonic number, n ∈ N. Thus,

ri2 ∼ log i as i → ∞. More generally, for arbitrary but fixed j ∈ N the absolute Stirling
numbers of the first kind |s(i, j)| satisfy the asymptotics |s(i, j)| ∼ (i−1)!(log i)j−1/(j−1)!

as i → ∞, see for example [1, p. 824]. Thus, for each j ∈ N we conclude from (1.2)
that rij ∼ (log i)j−1 as i → ∞. For each j ∈ N it follows from the middle expression in
(2.8) that the sequence (rij)i∈N is monotone increasing in i. Plugging in (2.10) into the
second formula in (1.2) leads to

lij = (−1)i+j
1

j(i− 1)!

j∑
k=0

(−1)j−k
(
j

k

)
ki, i, j ∈ N. (2.13)

Alternatively one may also plug in the formula

S(i, j) =
i!

j!

∑
k1,...,kj∈N
k1+···+kj=i

1

k1! · · · kj !
, i, j ∈ N (2.14)

for the Stirling numbers of the second kind into the second formula in (1.2) leading to

lij = (−1)i+j
i

j

∑
k1,...,kj∈N
k1+···+kj=i

1

k1! · · · kj !
, i, j ∈ N. (2.15)

Note that formula (2.15) for lij has structural similarities with formula (2.12) for rij .
These similarities point to the spectral decomposition of the partition valued Bolthau-
sen–Sznitman n-coalescent, which will be provided in [9].
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2. Eqs. (2.12), (2.13) and (2.15) are useful to compute the entries of R and L numer-
ically. One obtains

R =



1

1 1

1 3
2 1

1 11
6 2 1

1 25
12

35
12

5
2 1

...
. . .


and L =



1

−1 1
1
2 − 3

2 1

− 1
6

7
6 −2 1

1
24 − 5

8
25
12 − 5

2 1
...

. . .


. (2.16)

Proof. (of Corollary 1.3) Fix t ∈ [0,∞). By Theorem 1.1, Q = RDL, where R and L :=

R−1 have entries (1.2). Therefore, the spectral decomposition of the transition matrix
is P (t) = etQ = etRDL = RetDL. Thus, pij(t) := P(Nt = j |N0 = i) =

∑i
k=j e

−qktriklkj for
all i, j ∈ N. The last equality in (1.3) follows from (1.2).

Proof. (of Corollary 1.5) The Green matrix G of (Nt)t≥0 is given by G :=
∫∞
0
P (t) dt, cf.

[13, p. 145]. Writing G = (g(i, j))i,j∈N and using the spectral decomposition of P (t)

provided in Corollary 1.3 we obtain for 2 ≤ j ≤ i

g(i, j) =

∫ ∞
0

pij(t) dt =

i∑
k=j

riklkj

∫ ∞
0

e−(k−1)t dt = (−1)i+j
(j − 1)!

(i− 1)!

i∑
k=j

s(i, k)S(k, j)

k − 1
,

where the last equality follows from (1.2). We have g(i, j) = h(i, j)/(qj(1 − fj)), where
h(i, j) is the probability of hitting j starting from i and fj is the return probability for j.
For (Nt)t≥0 we evidently have fj = 0 for all j ≥ 2 and qj = j − 1, j ∈ N. Hence,

h(i, j) = qjg(i, j) = (j − 1)(−1)i+j
(j − 1)!

(i− 1)!

i∑
k=j

s(i, k)S(k, j)

k − 1
, 2 ≤ j ≤ i.

Clearly, h(i, 1) = 1, since the block counting process, started at i ∈ N, reaches its
absorbing state 1 almost surely.

Proof. (of Corollary 1.7) By Corollary 1.3, for all t ∈ (0,∞) and all n ∈ N, P(τn > t) =

1− pn1(t) = −
∑n
k=2 rnklk1e

−qkt. Thus, for all j ∈ N,

E(τ jn) =

∫ ∞
0

jtj−1P(τn > t) dt = −
n∑
k=2

rnklk1

∫ ∞
0

jtj−1e−qkt dt = −
n∑
k=2

rnklk1
j!

qjk
.

Plugging in the formulas rnk = (k − 1)!|s(n, k)|/(n− 1)! and lk1 = (−1)k−1/(k − 1)! from
Theorem 1.1 and noting that qk = k − 1 the formula (1.4) for E(τ jn), n, j ∈ N, follows
immediately.

Proof. (of Corollary 1.9) From Corollary 1.3 it follows that the absorption time τn of the
Bolthausen–Sznitman coalescent, started in a partition with n ∈ N blocks, has distribu-
tion function P(τn ≤ t) = pn1(t) =

∑n
k=1 rnklk1e

−qkt. By (1.2),

rnklk1 =
(k − 1)!

(n− 1)!
|s(n, k)| (−1)k−1

(k − 1)!
=

(−1)n−1

(n− 1)!
s(n, k).
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Thus, the absorption time τn has distribution function

P(τn ≤ t) =
(−1)n−1

(n− 1)!

n∑
k=1

s(n, k) e−(k−1)t =
(−1)n−1

(n− 1)!
et

n∑
k=1

s(n, k)(e−t)k (2.17)

=
(−1)n−1

(n− 1)!
et(e−t)n =

n−1∏
j=1

j − e−t

j
=

(
n− 1− e−t

n− 1

)
=

Γ(n− e−t)
Γ(n)Γ(1− e−t)

,

n ∈ N, t ∈ (0,∞), where we have used the formula
∑n
k=1 s(n, k)xk = (x)n := x(x −

1) · · · (x − n + 1), n ∈ N, x ∈ R. Note that (2.17) is in agreement with [14, Proposition
29, Eq. (44)], when taking [14, Eq. (49)] into account.

In particular, for all x ∈ R and n sufficiently large,

P(τn − log log n ≤ x) = P(τn ≤ x+ log log n) =
Γ(n− e−x−log logn)

Γ(n)Γ(1− e−x−log logn)

=
Γ(n− e−x/ log n)

Γ(n)Γ(1− e−x/ log n)
∼ Γ(n+ c/ log n)

Γ(n)

as n → ∞, where the abbreviation c := −e−x is used for convenience. In order to see
that the last expression converges to ec = e−e

−x

= F (x) as n → ∞, one may apply
Stirling’s formula Γ(n+ 1) ∼ (n/e)n

√
2πn as n→∞ to obtain

Γ(n+ c/ log n)

Γ(n)
∼ Γ(n+ c/ log n+ 1)

Γ(n+ 1)
∼

((n+ c/ log n)/e)n+c/ logn
√

2π(n+ c/ log n)

(n/e)n
√

2πn

∼ ((n+ c/ log n)/e)n+c/ logn

(n/e)n
= e−c/ logn(n+ c/ log n)c/ logn(1 + c/(n log n))n

∼ (n+ c/ log n)c/ logn = (1 + c/(n log n))c/ lognnc/ logn ∼ nc/ logn = ec.

Thus, for all x ∈ R it is shown that P(τn−log log n ≤ x)→ F (x) as n→∞, so τn−log log n

converges in distribution to the standard Gumbel distribution.
It remains to determine the Laplace transform of τn. Applying the formula

E(f(τn)) = f(0) +

∫ ∞
0

f ′(t)P(τn > t) dt

to the function f(t) := e−λt it follows that τn has Laplace transform

E(e−λτn) = 1− λ
∫ ∞
0

e−λt(1− P(τn ≤ t)) dt, n ∈ N, λ ∈ [0,∞). (2.18)

Plugging in the formula (2.17) for the distribution function of τn it follows that

E(e−λτn) = 1− λ
∫ ∞
0

e−λt
(

1− (−1)n−1

(n− 1)!

n∑
k=1

s(n, k)e−(k−1)t
)

dt, n ∈ N, λ ∈ [0,∞).

Since s(n, 1) = (−1)n−1(n− 1)! we can rewrite this as

E(e−λτn) = 1 + λ

∫ ∞
0

e−λt
(−1)n−1

(n− 1)!

n∑
k=2

s(n, k)e−(k−1)t dt

= 1 + λ
(−1)n−1

(n− 1)!

n∑
k=2

s(n, k)

∫ ∞
0

e−(k−1+λ)t dt = 1 +
(−1)n−1

(n− 1)!

n∑
k=2

s(n, k)
λ

k − 1 + λ
,

n ∈ N, λ ∈ [0,∞). The proof is complete.
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Remark 2.3. Alternatively, the product formula (1.5) for the distribution function of τn
follows from the construction of the Bolthausen–Sznitman coalescent via the random
recursive tree due to Goldschmidt and Martin [6] as follows. Recall a random recursive
tree with n vertices is a uniform tree in the set of labelled trees that have increasing
labels along the branches from the root, labelled 1. A recursive construction is the
following. Start with the tree reduced to a single vertex labelled 1. When the tree with
n−1 vertices is built, the nth vertex is attached by an edge to a uniformly chosen vertex
with label in {1, . . . , n − 1}. The Bolthausen–Sznitman coalescent is then obtained (see
[6]) by cutting down this tree, and, in this construction, the event {τn ≤ t} coincides
with

n⋂
i=2

({i is a child of the root, ei ≤ t} ∪ {i is not a child of the root}),

where e2, . . . en are independent standard exponential random variables. These events,
indexed by i, are furthermore independent. Formula (1.5) now follows by the straight-
forward calculation

P(τn ≤ t) = P(

n⋂
i=2

({i is a child of the root, ei ≤ t} ∪ {i is not a child of the root}))

=

n∏
i=2

(
1

i− 1
(1− e−t) +

(
1− 1

i− 1

))
=

n−1∏
j=1

j − e−t

j
=

Γ(n− e−t)
Γ(n)Γ(1− e−t)

,

n ∈ N, t ∈ (0,∞).
The following third approach derives formula (1.5) via the Chinese restaurant pro-

cess. It is known (see [14, Theorem 14]) that Πt is PD(e−t, 0)-distributed. On the other
hand the distribution PD(α, θ) is obtained by considering the ranked frequencies of the
partition of an (α, θ)-Chinese restaurant process. Thus, the event {τn ≤ t} coincides
with

{the first n customers in a (e−t, 0)-Chinese restaurant sit at table 1}.
Since any new customer joins the mk > 0 customers at table k with probability (mk −
e−t)/m, where m :=

∑
kmk denotes the number of already present customers, we ob-

tain

P(τn ≤ t) =

n∏
i=2

i− 1− e−t

i− 1
=

Γ(n− e−t)
Γ(n)Γ(1− e−t)

as required.

3 Appendix

For completeness we provide the spectral decomposition of the block counting pro-
cess of the Kingman coalescent, which is the particular Λ-coalescent with Λ = δ0 being
the Dirac measure at 0. The block counting process (Nt)t≥0 of the Kingman coalescent
is a pure death process with total rates qi = i(i−1)/2, i ∈ N. The generator Q of (Nt)t≥0
has spectral decomposition (see, for example, [12, Appendix, Lemma 5.1] Q = RDL,
where D = (dij)i,j∈N is the diagonal matrix with entries dij = −i(i − 1)/2 for i = j and
dij = 0 for i 6= j, and R = (rij)i,j∈N and L = (lij)i,j∈N are lower left triangular matrices
with entries

rij =

i∏
k=j+1

qk
qk − qj

=

i∏
k=j+1

k(k − 1)

k(k − 1)− j(j − 1)

=

i∏
k=j+1

k(k − 1)

(k − j)(k + j − 1)
=

i!(i− 1)!(2j − 1)!

j!(j − 1)!(i− j)!(i+ j − 1)!
, i ≥ j,
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and

lij =

i−1∏
k=j

qk+1

qk − qi
=

i−1∏
k=j

k(k + 1)

(k − i)(k + i− 1)
= (−1)i−j

(i− 1)!i!(i+ j − 2)!

(j − 1)!j!(i− j)!(2i− 2)!
, i ≥ j.

The same coefficients rij and lij , 1 ≤ i, j ≤ N , occur in the spectral decomposition of
the transition matrix P = (pij)1≤i,j≤N of the Moran model with population size N ∈ N
having eigenvalues λi := 1 − i(i − 1)/N2, 1 ≤ i ≤ N , see [5, p. 635]. For the spectral
expansion of the generator of the Kingman coalescent with mutation we refer the reader
to [16, Appendix I]. For each j ∈ N the sequence (rij)i∈N is monotone increasing in
i and converges to rj := (2j − 1)!/(j!(j − 1)!) =

(
2j−1
j

)
as i → ∞. The absorption

time τn of the Kingman coalescent restricted to a sample of size n has distribution
function P(τn ≤ t) = P(Nt = 1 |N0 = n) =

∑n
k=1 rnklk1e

−qkt, t ∈ (0,∞). Taking the
limit n → ∞ shows that the almost sure limit τ := limn→∞ τn has distribution function
t 7→

∑∞
k=1 rklk1e

−qkt =
∑∞
k=1(−1)k(2k − 1)e−k(k−1)t/2, t ∈ (0,∞), and, hence, density

t 7→
∑∞
k=1(−1)kqk(2k − 1)e−qkt, in agreement with Kingman [8, p. 37, Eq. (5.9)].
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