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#### Abstract

We prove exponential concentration in i.i.d. first-passage percolation in $\mathbb{Z}^{d}$ for all $d \geq 2$ and general edge-weights $\left(t_{e}\right)$. Precisely, under an exponential moment assumption ( $\mathrm{Ee} e^{\alpha t_{e}}<\infty$ for some $\alpha>0$ ) on the edge-weight distribution, we prove the inequality $$
\mathbb{P}\left(|T(0, x)-\mathbb{E} T(0, x)| \geq \lambda \sqrt{\frac{\|x\|_{1}}{\log \|x\|_{1}}}\right) \leq c e^{-c^{\prime} \lambda},\|x\|_{1}>1
$$ for the point-to-point passage time $T(0, x)$. Under a weaker assumption $\mathbb{E} t_{e}^{2}\left(\log t_{e}\right)_{+}<$ $\infty$ we show a corresponding inequality for the lower-tail of the distribution of $T(0, x)$. These results extend work of Benaïm-Rossignol [6] to general distributions.
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## 1 Introduction

### 1.1 The model

Let $\left(t_{e}\right)_{e \in \mathcal{E}^{d}}$ be a collection of non-negative random variables indexed by the nearestneighbor edges $\mathcal{E}^{d}$ of $\mathbb{Z}^{d}$. For $x, y \in \mathbb{Z}^{d}$, define the passage time

$$
T(x, y)=\inf _{\gamma: x \rightarrow y} T(\gamma),
$$

where $T(\gamma)=\sum_{e \in \gamma} t_{e}$ and the infimum is over all lattice paths $\gamma$ from $x$ to $y$. $T$ defines a pseudo-metric on $\mathbb{Z}^{d}$ and First-Passage Percolation is the study of the asymptotic properties of $T$. The model was introduced by Hammersley and Welsh [16] in 1965 and has recently been the object of much rigorous mathematical progress (see [7, 14, 17] for recent surveys).

[^0]Under minimal assumptions on $\left(t_{e}\right)$, the passage time $T(0, x)$ is asymptotically linear in $x$, but the lower order behavior has resisted precise quantification. If $d=1$, the passage time is a sum of i.i.d. variables, so its fluctuations are diffusive, giving $\chi=1 / 2$, where $\chi$ is the (dimension-dependent) conjectured exponent given roughly by $\operatorname{Var} T(0, x) \asymp\|x\|_{1}^{2 \chi}$. For $d=2$, the minimization in the definition of $T$ is expected [18] to create subdiffusive fluctuations, with a predicted value $\chi=1 / 3$. Subdiffusive behavior is expected in higher dimensions as well.

In this paper, we prove an exponential version of subdiffusive fluctuations for $T(0, x)$ under minimal assumptions on the law of $\left(t_{e}\right)$. This result follows up on work done by the authors (extending the work of $[2,6]$ ) in [10], in which it was shown that

$$
\begin{equation*}
\operatorname{Var} T(0, x) \leq C \frac{\|x\|_{1}}{\log \|x\|_{1}} \text { for }\|x\|_{1}>1 \tag{1.1}
\end{equation*}
$$

given only that the distribution of $t_{e}$ has $2+\log$ moments. Our concentration inequalities apply to a nearly optimal class of distributions: for the upper tail inequality in (1.5) we require that $t_{e}$ has exponential moments and for the lower tail inequality (1.6), that $t_{e}$ has $2+\log$ moments. In contrast to existing work on subdiffusive concentration listed below, our methods do not rely on any properties of the distribution other than the tail behavior.

In 1993, Kesten [20, Eq. (1.15)] gave the first exponential concentration inequality for $T$, showing that if $\mathbb{E} e^{\alpha t_{e}}<\infty$ for some $\alpha>0$, then one has

$$
\mathbb{P}\left(|T(0, x)-\mathbb{E} T(0, x)| \geq \lambda \sqrt{\|x\|_{1}}\right) \leq c e^{-c^{\prime} \lambda} \text { for } \lambda \leq c^{\prime \prime}\|x\|_{1}
$$

This was improved by Talagrand [23, Eq. (8.31)] to Gaussian concentration under the same moment assumption. We provide an alternative derivation of Talagrand's result based on the entropy method in Section A. 3 of the Appendix.

In the influential work of Benjamini-Kalai-Schramm [2], an inequality of Talagrand for functions of Bernoulli random variables [24, Theorem 1.5] was used to derive a sublinear bound (1.1) when $\mu$ is supported on two positive values $a$ and $b$. Although the mechanism exploited in [2] (small influences of the edge variables) did not appear to depend on the edge-weight distribution, the inequality in [24] is specific to the case of Bernoulli variables (Gaussian versions have also been derived, see [3] and [8, Theorem 5.1]). The problem of extending the result to more general distributions was posed in the introduction of [2]. There, the authors highlight the connections with hypercontractivity and the Bonami-Beckner inequality, suggesting that these might be useful in generalizing their theorem. An alternative interpretation of the argument of Benjamini-Kalai-Schramm was given in [13, Theorem VII.1]. See also [8, Section 5.5] for a simple proof of a result analogous to that of Benaim-Rossignol.

Hypercontractivity is well-known to be related to log-Sobolev inequalities [15]. Benaïm and Rossignol [6] developed a "modified Poincaré" inequality analogous to that of Talagrand for distributions satisfying a log-Sobolev inequality. They applied this to prove a subdiffusive concentration inequality of the type (1.5) for a class of distributions that they called nearly Gamma. These are continuous distributions that satisfy an entropy bound analogous to the logarithmic Sobolev inequality for the gamma distribution: for nearly gamma $\mu$ and, for simplicity, $f$ smooth,

$$
E n t_{\mu} f^{2}:=\int f^{2}(x) \log \frac{f^{2}(x)}{\mathbb{E}_{\mu} f^{2}} \mu(\mathrm{~d} x) \leq C \int\left(\sqrt{x} f^{\prime}(x)\right)^{2} \mu(\mathrm{~d} x)
$$

Although the nearly Gamma class includes, for example, gamma, uniform and distributions with smooth positive density on an interval, it excludes all power law distributions,
those with unbounded support which decay too quickly, those with zeros on its support and all noncontinuous distributions.

The main goal of this paper is to prove subdiffusive concentration inequalities without the nearly Gamma assumption. In a previous paper [10], the authors proved that the variance bound (1.1) holds for general distributions under a weak moment assumption. This shows in particular that the argument of Benjamini, Kalai and Schramm based on small influences of the edge variables does not depend on delicate features of the distribution such as the existence of a log-Sobolev inequality or the nearly Gamma property. The contribution of the current work is to explain how the ideas in [10] can be combined with the "entropy method" of Ledoux [21], as further developed in particular by Boucheron-Lugosi-Massart [5], to yield exponential concentration.

We describe the technical features of the current paper in more detail in Section 1.3. Before ending the current section, let us make a comment regarding the scope of our method. Given the wide applicability of the entropy method, and the presentation in [6], one can wonder whether a sublinear variance bound à la Talagrand, or a concentration result might hold for general functions of random variables with "small influences." We do not derive such a result. Ours is genuinely a first-passage percolation result, and we use the structure of the model in an essential way in several places, notably in the computation of the linearization of the passage time (Lemma 3.1), and the lattice animal argument in Section 5.

### 1.2 Main result

The main assumptions are as follows: $\mathbb{P}$, the distribution of $\left(t_{e}\right)$, is a product measure on $\Omega=[0, \infty)^{\mathcal{E}^{d}}$ with marginal $\mu$ satisfying

$$
\begin{equation*}
\mu(\{0\})<p_{c}, \tag{1.2}
\end{equation*}
$$

where $p_{c}$ is the critical probability for $d$-dimensional bond percolation. Furthermore, we will generally assume either

$$
\begin{equation*}
\mathbb{E} e^{2 \alpha t_{e}}<\infty \text { for some } \alpha>0 \tag{1.3}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathbb{E} t_{e}^{2}\left(\log t_{e}\right)_{+}<\infty \tag{1.4}
\end{equation*}
$$

Theorem 1.1. Let $d \geq 2$. Under (1.2) and (1.3), there exist $c_{1}, c_{2}>0$ such that for all $x \in \mathbb{Z}^{d}$ with $\|x\|_{1}>1$,

$$
\begin{equation*}
\mathbb{P}\left(|T(0, x)-\mathbb{E} T(0, x)| \geq \frac{\|x\|_{1}^{1 / 2}}{\left(\log \|x\|_{1}\right)^{1 / 2}} \lambda\right) \leq c_{1} e^{-c_{2} \lambda} \text { for } \lambda \geq 0 \tag{1.5}
\end{equation*}
$$

Assuming (1.2) and (1.4), there exist $c_{1}, c_{2}>0$ such that for all $x \in \mathbb{Z}^{d}$ with $\|x\|_{1}>1$,

$$
\begin{equation*}
\mathbb{P}\left(T(0, x)-\mathbb{E} T(0, x) \leq-\frac{\|x\|_{1}^{1 / 2}}{\left(\log \|x\|_{1}\right)^{1 / 2}} \lambda\right) \leq c_{1} e^{-c_{2} \lambda} \text { for } \lambda \geq 0 \tag{1.6}
\end{equation*}
$$

Remark 1.1. If (1.2) fails, then $T(0, x)$ itself is sublinear in $x$ and the model has a different character (see [19, Theorem 6.1] and [9, 25] for more details). Because $T(0, x)$ is bounded below by the minimum of the $2 d$ weights of edges adjacent to 0 , it is necessary to assume (1.3) to obtain an upper-tail exponential concentration inequality. For the lower tail, our methods require $2+\log$ moments and this is the same assumption made in [10] for a sublinear variance bound.

### 1.3 Outline of the proof

The strategy of the proof is to use a relation, stated in Lemma 2.2, between bounds on $\operatorname{Var} e^{\lambda T(0, x)}$ and exponential concentration. To obtain the required variance bound (Theorem 2.3), we apply the Falik-Samorodnisky inequality (Lemma 2.4) to a martingale decomposition of the variable $e^{\lambda F_{m}}$, where $F_{m}$ is an averaged version of the passage time. This approach was first taken by Benaïm and Rossignol in [6]. The tails of the true passage time $T(0, x)$ can be estimated from those of $F_{m}$, although the methods are different for the upper and lower tail (Section 2.1).

We represent the passage times as a push-foward of Bernoulli sequences (Section 4.1) and the bound follows after a careful analysis of discrete derivatives resulting from an application of the log-Sobolev inequality for Bernoulli variables. This analysis, presented in Sections 4.2 and 4.3, is the central part of the argument. As in [10, Proposition 6.4], an important tool in understanding the discrete derivatives is the linearization of the passage time, Lemma 3.1. One of the complications we must address is dealing with the function $x \mapsto e^{\lambda x}$ applied to the passage time, rather than the passage time itself. In particular, different arguments are required for the cases $\lambda \geq 0$ and $\lambda<0$.

Once we have obtained the estimates in Theorems 4.3 and 4.6 for the entropy sums, it remains to bound the quantities

$$
\sum_{e \in G e o(z, x+z)}\left(1-\log F\left(t_{e}\right)\right),
$$

and decouple them from the exponential terms to apply the iteration idea contained in Lemma 2.2. Here $F$ is the distribution function of $\mu$. To accomplish this, we use greedy lattice animals (Section 5). This was one of the new ideas introduced in [10]. The treatment here, based on the observation contained in Proposition 5.2, is considerably simpler than that in [10, Section 6.2.3]. Even so, the case $\lambda<0$ requires a separate argument, using an idea from [11].

### 1.4 Preliminary results

We will need a couple of results on the length of geodesics. By Proposition 1.2 below, condition (1.2) ensures that

$$
\begin{equation*}
\mathbb{P}(\exists \text { a geodesic from } x \text { to } y)=1 \text { for all } x, y \in \mathbb{Z}^{d} \tag{1.7}
\end{equation*}
$$

where a geodesic is a path $\gamma$ from $x$ to $y$ that has $T(\gamma)=T(x, y)$.
The fundamental estimate is from Kesten [19, Proposition 5.8].
Proposition 1.2 (Kesten). Assuming (1.2), there exist $a, C_{1}>0$ such that for all $n \in \mathbb{N}$,

$$
\begin{equation*}
\mathbb{P}(\exists \text { self-avoiding } \gamma \text { containing } 0 \text { with } \# \gamma \geq n \text { but } T(\gamma)<a n) \leq e^{-C_{1} n} \tag{1.8}
\end{equation*}
$$

As a consequence, we state a bound used in work of one of the authors and N. Kubota [11]. For this, let $G(0, x)$ be the maximal number of edges in any self-avoiding geodesic from 0 to $x$. An application of Borel-Cantelli to (1.8) implies

$$
\begin{equation*}
\text { under (1.2), } \liminf _{\|x\|_{1} \rightarrow \infty} \frac{T(0, x)}{\|x\|_{1}} \geq a>0 \text { almost surely } \tag{1.9}
\end{equation*}
$$

and so $G(0, x)$ is finite almost surely.
Proposition 1.3. Assume (1.2) and let $a$ be from Proposition 1.2. There exists $C_{2}$ such that the variable

$$
Y_{x}=G(0, x) \mathbf{1}_{\{T(0, x)<a G(0, x)\}}
$$

satisfies $\mathbb{P}\left(Y_{x} \geq n\right) \leq e^{-C_{2} n}$ for all $x \in \mathbb{Z}^{d}$ and $n \in \mathbb{N}$.
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Proof. Defining

$$
A_{m}=\{\exists \text { self-avoiding } \gamma \text { from } 0 \text { with } \# \gamma \geq m \text { but } T(\gamma)<a \# \gamma\}
$$

and summing (1.8) over $n$, one has, for some $C_{2}>0$,

$$
\begin{equation*}
\mathbb{P}\left(A_{m}\right) \leq e^{-C_{2} m} \text { for all } m \in \mathbb{N} \tag{1.10}
\end{equation*}
$$

For $x \in \mathbb{Z}^{d}$, assume $Y_{x} \geq n \geq 1$ and let $\gamma$ be any self-avoiding geodesic from 0 to $x$ with length $G(0, x)=Y_{x}$. Then because $Y_{x} \neq 0, G(0, x)>(1 / a) T(0, x)$ and so

$$
T(\gamma)=T(0, x)<a G(0, x)=a \# \gamma,
$$

with $\# \gamma \geq n$. So $A_{n}$ occurs and (1.10) completes the proof.

We can state a couple of relevant consequences of this proposition.
Corollary 1.4. Assume (1.2).

1. There exists $C_{3}$ such that

$$
\begin{equation*}
\mathbb{E} G(0, x)^{2} \leq C_{3} \mathbb{E} T(0, x)^{2} \text { for all } x \in \mathbb{Z}^{d} \tag{1.11}
\end{equation*}
$$

2. Under (1.3), there exists $\alpha_{1}>0$ such that

$$
\begin{equation*}
\sup _{0 \neq x \in \mathbb{Z}^{d}} \frac{\log \mathbb{E} e^{\alpha_{1} G(0, x)}}{\|x\|_{1}}<\infty \tag{1.12}
\end{equation*}
$$

Proof. Estimate

$$
\mathbb{E} G(0, x)^{2} \leq a^{-2} \mathbb{E} T(0, x)^{2}+\mathbb{E} Y_{x}^{2},
$$

where $Y_{x}$ is from Proposition 1.3. Because $\mathbb{E} Y_{x}^{2}$ is bounded uniformly in $x$, (1.9) (which gives $\mathbb{E} T(0, x) \rightarrow \infty$ as $\|x\|_{1} \rightarrow \infty$ ) shows (1.11). Assuming (1.3), for $\beta>0$,

$$
\mathbb{E} e^{\beta G(0, x)} \leq \mathbb{E} e^{(\beta / a) T(0, x)}+\mathbb{E} e^{\beta Y_{x}}
$$

For $\beta<C_{2} / 2$, the second term is bounded in $x$. On the other hand letting $\gamma_{x}$ be a deterministic path from 0 to $x$ of length $\|x\|_{1}$, the first term is bounded by

$$
\begin{equation*}
\mathbb{E} e^{(\beta / a) T\left(\gamma_{x}\right)}=\left(\mathbb{E} e^{(\beta / a) t_{e}}\right)^{\|x\|_{1}} \tag{1.13}
\end{equation*}
$$

So we conclude for $x \neq 0$ and some $C_{4} \geq 1$,

$$
\frac{\log \mathbb{E} e^{\beta G(0, x)}}{\|x\|_{1}} \leq \frac{\log \left(\mathbb{E} e^{(\beta / a) t_{e}}+C_{4}\right)^{\|x\|_{1}}}{\|x\|_{1}}=\log \left(\mathbb{E} e^{(\beta / a) t_{e}}+C_{4}\right)<\infty
$$

when $\beta<\min \left\{C_{2} / 2, \alpha a\right\}$, where $\alpha$ is from (1.3).

For the remainder of the paper we assume (1.2).

## 2 Setup for the proof

Instead of showing concentration for $T(0, x)$, we use an idea from [2]: to show it for $T(z, z+x)$, where $z$ is a random vertex near the origin. So, given $x \in \mathbb{Z}^{d}$, fix $\zeta$ with $0<\zeta<1 / 4$ and define

$$
m=\left\lfloor\|x\|_{1}^{\zeta}\right\rfloor \text { and } F_{m}=\frac{1}{\# B_{m}} \sum_{z \in B_{m}} T_{z}
$$

where $T_{z}=T(z, z+x)$ and $B_{m}=\left\{y \in \mathbb{Z}^{d}:\|y\|_{1} \leq m\right\}$ (this particular randomization was used by both [1] and [22]). For $\lambda \in \mathbb{R}$ we define

$$
\begin{equation*}
G=G_{\lambda}=e^{\lambda F_{m}} . \tag{2.1}
\end{equation*}
$$

Below are the concentration inequalities for $F_{m}$ analogous to (1.5). In the next subsection, we will show why they suffice to prove Theorem 1.1.
Theorem 2.1. Assuming (1.3), there exist $c_{1}, c_{2}>0$ such that for all $x \in \mathbb{Z}^{d}$ with $\|x\|_{1}>1$,

$$
\mathbb{P}\left(\left|F_{m}-\mathbb{E} F_{m}\right| \geq \frac{\|x\|_{1}^{1 / 2}}{\left(\log \|x\|_{1}\right)^{1 / 2}} \lambda\right) \leq c_{1} e^{-c_{2} \lambda} \text { for } \lambda \geq 0
$$

Assuming (1.4), there exist $c_{1}, c_{2}>0$ such that for all $x \in \mathbb{Z}^{d}$ with $\|x\|_{1}>1$,

$$
\mathbb{P}\left(F_{m}-\mathbb{E} F_{m}<-\frac{\|x\|_{1}^{1 / 2}}{\left(\log \|x\|_{1}\right)^{1 / 2}} \lambda\right) \leq c_{1} e^{-c_{2} \lambda} \text { for } \lambda \geq 0
$$

This theorem is a consequence on a bound for $\operatorname{Var} e^{\lambda F_{m}}$, and this is what we focus on from Section 3 onward. The link between a variance bound and concentration is given by the following lemma from [6, Lemma 4.1] (which itself is a version of [21, Corollary 3.2]). We have split the statement from [6] into upper and lower deviations.
Lemma 2.2. Let $X$ be a random variable and $K>0$. Suppose that

$$
\operatorname{Var} e^{\lambda X / 2} \leq K \lambda^{2} \mathbb{E} e^{\lambda X}<\infty \text { for } 0 \leq \lambda<\frac{1}{2 \sqrt{K}}
$$

Then

$$
\mathbb{P}(X-\mathbb{E} X>t \sqrt{K}) \leq 2 e^{-t} \text { for all } t \geq 0
$$

If

$$
\operatorname{Var} e^{\lambda X / 2} \leq K \lambda^{2} \mathbb{E} e^{\lambda X}<\infty \text { for }-\frac{1}{2 \sqrt{K}}<\lambda \leq 0
$$

then

$$
\mathbb{P}(X-\mathbb{E} X<-t \sqrt{K}) \leq 2 e^{-t} \text { for all } t \geq 0
$$

Taking $K=\frac{C\|x\|_{1}}{\log \|x\|_{1}}$ for $\|x\|_{1}>1$ and $X=F_{m}$ in the previous lemma shows that to prove Theorem 2.1, it suffices to show the following variance bound.
Theorem 2.3. Assuming (1.3), there exists $C_{5}>0$ such that

$$
\begin{equation*}
\operatorname{Var} e^{\lambda F_{m} / 2} \leq K \lambda^{2} \mathbb{E} e^{\lambda F_{m}}<\infty \text { for }|\lambda|<\frac{1}{2 \sqrt{K}} \text { and }\|x\|_{1}>1 \tag{2.2}
\end{equation*}
$$

where $K=\frac{C_{5}\|x\|_{1}}{\log \|x\|_{1}}$. Assuming (1.4), there exists $C_{6}>0$ such that

$$
\begin{equation*}
\operatorname{Var} e^{\lambda F_{m} / 2} \leq K \lambda^{2} \mathbb{E} e^{\lambda F_{m}}<\infty \text { for }-\frac{1}{2 \sqrt{K}}<\lambda \leq 0 \text { and }\|x\|_{1}>1 \tag{2.3}
\end{equation*}
$$

where $K=\frac{C_{6}\|x\|_{1}}{\log \|x\|_{1}}$.
The proof of this bound will be broken into several sections below.
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### 2.1 Theorem 2.1 implies Theorem 1.1

Assume first that we have the concentration bound

$$
\begin{equation*}
\mathbb{P}\left(\left|F_{m}-\mathbb{E} F_{m}\right| \geq \frac{\|x\|_{1}^{1 / 2}}{\left(\log \|x\|_{1}\right)^{1 / 2}} \lambda\right) \leq b e^{-c \lambda}, \lambda \geq 0 \tag{2.4}
\end{equation*}
$$

for some $b, c>0$ and that (1.3) holds. We will derive from (2.4) the corresponding estimate for the passage time $T=T(0, x)$ :

$$
\begin{equation*}
\mathbb{P}\left(|T(0, x)-\mathbb{E} T(0, x)| \geq \frac{\|x\|_{1}^{1 / 2}}{\left(\log \|x\|_{1}\right)^{1 / 2}} \lambda\right) \leq b^{\prime} e^{-c^{\prime} \lambda}, \lambda \geq 0 . \tag{2.5}
\end{equation*}
$$

Write

$$
T(0, x)-\mathbb{E} T(0, x)=F_{m}-\mathbb{E} T+T(0, x)-F_{m}
$$

and note that $\mathbb{E} F_{m}=\mathbb{E} T$. If both events $\left\{\left|F_{m}-\mathbb{E} F_{m}\right|<\lambda / 2\right\}$ and $\left\{\left|T(0, x)-F_{m}\right|<\lambda / 2\right\}$ occur, then the triangle inequality implies that we have the bound

$$
|T(0, x)-\mathbb{E} T(0, x)|<\lambda
$$

This results in the estimate

$$
\begin{equation*}
\mathbb{P}(|T(0, x)-\mathbb{E} T(0, x)| \geq \lambda) \leq \mathbb{P}\left(\left|F_{m}-\mathbb{E} F_{m}\right| \geq \lambda / 2\right)+\mathbb{P}\left(\left|T(0, x)-F_{m}\right| \geq \lambda / 2\right) \tag{2.6}
\end{equation*}
$$

By subadditivity, we can write

$$
\begin{aligned}
\left|T(0, x)-F_{m}\right|=\left|T(0, x)-\frac{1}{\# B_{m}} \sum_{z \in B_{m}} T(z, z+x)\right| & \leq \frac{1}{\# B_{m}} \sum_{z \in B_{m}}|T(0, x)-T(z, z+x)| \\
& \leq \frac{1}{\# B_{m}} \sum_{z \in B_{m}}(T(0, z)+T(x, x+z))
\end{aligned}
$$

Repeating the argument for (1.13) (bounding $T(0, z)$ by the passage time of a deterministic path), we have for $\alpha \geq 0$ and each $z \in B_{m}$

$$
\mathbb{E} e^{\alpha T(0, z)} \leq\left(\mathbb{E} e^{\alpha t_{e}}\right)^{\|x\|_{1}^{\varsigma}}=\mathbf{C}(\alpha)^{\|x\|_{1}^{\varsigma}} .
$$

Here $\alpha$ is from (1.3). We now obtain a bound for the second term on the right in (2.6). Let $M>0$. First, by a union bound,

$$
\mathbb{P}\left(\frac{1}{\# B_{m}} \sum_{z \in B_{m}}(T(0, z)+T(x, x+z)) \geq 2 M\right) \leq 2 \mathbb{P}\left(\max _{z \in B_{m}} T(0, z) \geq M\right)
$$

The last quantity is bounded by

$$
\begin{aligned}
2\left(\# B_{m}\right) \cdot \max _{z \in B_{m}} \mathbb{P}(T(0, z) \geq M) & \leq 2\left(\# B_{m}\right) \cdot e^{-\alpha M} \mathbf{C}(\alpha)^{\|x\|_{1}^{\varsigma}} \\
& \leq 2\|x\|_{1}^{d \zeta} e^{-\alpha M} \mathbf{C}(\alpha)^{\|x\|_{1}^{\zeta}}
\end{aligned}
$$

Choosing $2 M=\lambda\|x\|_{1}^{1 / 2} /\left(\log \|x\|_{1}\right)^{1 / 2}$ and adjusting constants, we find the bound

$$
\mathbb{P}\left(\left|T(0, x)-F_{m}\right| \geq \lambda\|x\|_{1}^{1 / 2} /\left(\log \|x\|_{1}\right)^{1 / 2}\right) \leq b^{\prime} e^{-c^{\prime} \lambda}
$$

Combined with (2.4) in (2.6), this shows (2.5).

We now move to proving that under assumption (1.4), if we prove Theorem 2.1, then there exist $b^{\prime \prime}, c^{\prime \prime}>0$ such that

$$
\mathbb{P}\left(T(0, x)-\mathbb{E} T(0, x)<-\frac{\|x\|_{1}^{1 / 2}}{\left(\log \|x\|_{1}\right)^{1 / 2}} \lambda\right) \leq b^{\prime \prime} e^{-c^{\prime \prime} \lambda}, \lambda \geq 0
$$

Defining $S=\sum_{e \in B_{m}} t_{e}$, where the sum is over all edges with both endpoints in $B_{m}$, then

$$
\mathbb{P}(S \leq 2 \mathbb{E} S) \geq 1 / 2
$$

By the Harris-FKG inequality [5, Theorem 2.15], if we put $c_{x}=\frac{\|x\|_{1}^{1 / 2}}{\left(\log \|x\|_{1}\right)^{1 / 2}}$ and $S^{\prime}=$ $\sum_{e \in x+B_{m}} t_{e}$, then
$\mathbb{P}\left(T(0, x)-\mathbb{E} T(0, x) \leq-\lambda c_{x}, S \leq 2 \mathbb{E} S, S^{\prime} \leq 2 \mathbb{E} S^{\prime}\right) \geq(1 / 4) \mathbb{P}\left(T(0, x)-\mathbb{E} T(0, x) \leq-\lambda c_{x}\right)$.
This means that

$$
\mathbb{P}\left(T(0, x)-\mathbb{E} T(0, x) \leq-\lambda c_{x}\right) \leq 4 \mathbb{P}\left(T(0, x)-\mathbb{E} T(0, x) \leq-\lambda c_{x}, S \leq 2 \mathbb{E} S, S^{\prime} \leq 2 \mathbb{E} S^{\prime}\right)
$$

However the event on the right implies that for any $z \in B_{m}, T(z, z+x) \leq T(0, x)+4 \mathbb{E} S$. Therefore

$$
\mathbb{P}\left(T(0, x)-\mathbb{E} T(0, x) \leq-\lambda c_{x}\right) \leq 4 \mathbb{P}\left(F_{m}-\mathbb{E} F_{m} \leq-\lambda c_{x}+4 \mathbb{E} S\right)
$$

Now we can bound $4 \mathbb{E} S$ by $C_{7}\|x\|_{1}^{d \zeta}$, so

$$
\mathbb{P}\left(T(0, x)-\mathbb{E} T(0, x) \leq-\lambda c_{x}\right) \leq 4 \mathbb{P}\left(F_{m}-\mathbb{E} F_{m} \leq-\lambda c_{x}+C_{7}\|x\|_{1}^{d \zeta}\right)
$$

and this is bounded by

$$
4 \mathbb{P}\left(F_{m}-\mathbb{E} F_{m} \leq-\left(\lambda-C_{7} \frac{\|x\|_{1}^{d \zeta}}{c_{x}}\right) c_{x}\right) \leq 4 c_{1} \exp \left(-c_{2}\left(\lambda-C_{7} \frac{\|x\|_{1}^{d \zeta}}{c_{x}}\right)\right)
$$

as long as $\lambda \geq C_{7} \frac{\|x\|_{1}^{d \zeta}}{c_{x}}$.
To finish, we simply choose $\zeta=(4 d)^{-1}$, so that $\|x\|_{1}^{d \zeta} / c_{x} \leq C_{8}$ for $\|x\|_{1}>1$ and some $C_{8}>0$. This implies

$$
\mathbb{P}\left(T(0, x)-\mathbb{E} T(0, x) \leq-\lambda c_{x}\right) \leq 4 c_{1} \exp \left(-c_{2}\left(\lambda-C_{8}\right)\right) \text { for } \lambda \geq 0,\|x\|_{1}>1
$$

giving the bound $C_{9} e^{-C_{10} \lambda}$.

### 2.2 Falik-Samorodnitsky and entropy

Enumerate the edges of $\mathcal{E}^{d}$ as $e_{1}, e_{2}, \ldots$ and write $e^{\lambda F_{m}}$ as a sum of a martingale difference sequence:

$$
G-\mathbb{E} G=\sum_{k=1}^{\infty} V_{k}
$$

where

$$
\begin{equation*}
V_{k}=\mathbb{E}\left[G \mid \mathcal{F}_{k}\right]-\mathbb{E}\left[G \mid \mathcal{F}_{k-1}\right] \tag{2.7}
\end{equation*}
$$

and $G$ was defined in (2.1). We have written $\mathcal{F}_{k}$ for the sigma-algebra $\sigma\left(t_{e_{1}}, \ldots, t_{e_{k}}\right)$, with $\mathcal{F}_{0}$ trivial. In particular if $F \in L^{1}(\Omega, \mathbb{P})$,

$$
\begin{equation*}
\mathbb{E}\left[F \mid \mathcal{F}_{k}\right]=\int F\left(\left(t_{e}\right)\right) \prod_{i \geq k+1} \mu\left(\mathrm{~d} t_{e_{i}}\right) \tag{2.8}
\end{equation*}
$$

To prove concentration for $F_{m}$, we bound the variance of $G$; the lower bound comes from the proof of [12, Theorem 2.2].

Lemma 2.4 (Falik-Samorodnitsky). If $\mathbb{E} G^{2}<\infty$,

$$
\begin{equation*}
\sum_{k=1}^{\infty} \operatorname{Ent}\left(V_{k}^{2}\right) \geq \operatorname{Var} G \log \left[\frac{\operatorname{Var} G}{\sum_{k=1}^{\infty}\left(\mathbb{E}\left|V_{k}\right|\right)^{2}}\right] \tag{2.9}
\end{equation*}
$$

In the above lemma, we have used Ent to refer to entropy:
Definition 2.5. If $X$ is a non-negative random variable with $\mathbb{E} X<\infty$ then the entropy of $X$ is defined by:

$$
\text { Ent } X=\mathbb{E} X \log X-\mathbb{E} X \log \mathbb{E} X
$$

We will need some basic results on entropy. This material is taken from [10, Section 2], though it appears in various places, including [5]. By Jensen's inequality, Ent $X \geq 0$. There is a variational characterization of entropy [21, Section 5.2] that we will use.
Proposition 2.6. We have the formula

$$
\text { Ent } X=\sup \left\{\mathbb{E} X Y: \mathbb{E} e^{Y} \leq 1\right\}
$$

The second fact we need is a tensorization for entropy. For an edge $e$, write $E n t_{e} X$ for the entropy of $X$ considered only as a function of $t_{e}$ (with all other weights fixed). The version below is [10, Theorem 2.3].
Proposition 2.7. If $X \in L^{2}$ is a non-negative function of $\left(t_{e}\right)$ then

$$
E n t X \leq \sum_{e} \mathbb{E} E n t_{e} X
$$

## 3 Bound on influences

To bound the sum $\sum_{k=1}^{\infty}\left(\mathbb{E}\left|V_{k}\right|\right)^{2}$ we start with a simple lemma from [10, Lemma 5.2]. For a given edge-weight configuration $\left(t_{e}\right)$ and edge $e$, let $\left(t_{e^{c}}, r\right)$ denote the configuration with value $t_{f}$ if $f \neq e$ and $r$ otherwise. Let $T_{z}\left(t_{e^{c}}, r\right)$ be the variable $T_{z}=T(z, z+x)$ in the configuration $\left(t_{e^{c}}, r\right)$ and define $G e o(z, z+x)$ as the set of edges in the intersection of all geodesics from $z$ to $z+x$.
Lemma 3.1. For $e \in \mathcal{E}^{d}$, the random variable

$$
D_{z, e}:=\sup \left[\left\{r \geq 0: e \text { is in a geodesic from } z \text { to } z+x \text { in }\left(t_{e^{c}}, r\right)\right\} \cup\{0\}\right]
$$

has the following properties almost surely.

1. $D_{z, e}<\infty$.
2. For $0 \leq s \leq t$,

$$
T_{z}\left(t_{e^{c}}, t\right)-T_{z}\left(t_{e^{c}}, s\right)=\min \left\{t-s,\left(D_{z, e}-s\right)_{+}\right\}
$$

3. For $0 \leq s<D_{z, e}, e \in G e o(z, z+x)$ in $\left(t_{e^{c}}, s\right)$.

It is important to note that $D_{z, e}$, and therefore $T_{z}\left(t_{e^{c}}, t\right)-T_{z}\left(t_{e^{c}}, s\right)$, does not depend on $t_{e}$.

We need one more lemma from [10] bounding the length of geodesics. Let $\mathcal{G}$ be the set of all finite self-avoiding geodesics.
Lemma 3.2. Assuming $\mathbb{E} t_{e}^{2}<\infty$, there exists $C_{11}$ such that for all finite $E \subset \mathcal{E}^{d}$,

$$
\mathbb{E} \max _{\gamma \in \mathcal{G}} \#(E \cap \gamma) \leq C_{11} \operatorname{diam} E
$$

With these two tools we can bound the influences in the denominator of the logarithm of (2.9). The following proof is very similar to the one of Benaim-Rossignol [6, Theorem 4.2].

Proposition 3.3. Assuming $\mathbb{E} t_{e}^{2}<\infty$, there exists $C_{12}$ such that

$$
\sum_{k=1}^{\infty}\left(\mathbb{E}\left|V_{k}\right|\right)^{2} \leq C_{12} \lambda^{2} \mathbb{E}\left(\left(1+e^{\lambda t_{e}}\right) t_{e}\right)^{2}\|x\|_{1}^{\frac{2+\zeta(1-d)}{2}} \mathbb{E} e^{2 \lambda F_{m}} \text { for all } x \in \mathbb{Z}^{d}
$$

This inequality holds for any $\lambda$ for which the left side is defined.
Under (1.3), we require $\lambda \in[0, \alpha]$ for the left side to be defined. Under (1.4), one can take $\lambda \leq 0$.

Proof. Let $F_{m}^{(k)}$ be the variable $F_{m}$ with the edge weight $t_{e_{k}}$ replaced by an independent copy $t_{e_{k}}^{\prime}$. Then we can give the upper bound

$$
\begin{align*}
\mathbb{E}\left|V_{k}\right| \leq \mathbb{E}\left|e^{\lambda F_{m}}-e^{\lambda F_{m}^{(k)}}\right| & =2 \mathbb{E}\left(e^{\lambda F_{m}^{(k)}}-e^{\lambda F_{m}}\right)_{+}  \tag{3.1}\\
& =2 \mathbb{E}\left(e^{\lambda F_{m}}-e^{\lambda F_{m}^{(k)}}\right)_{+} \tag{3.2}
\end{align*}
$$

We will use (3.1) when $\lambda>0$ and (3.2) when $\lambda \leq 0$. With these restrictions, the integrands in both cases above are only nonzero when $F_{m}^{(\bar{k})}>F_{m}$. Apply the mean value theorem to get

$$
\mathbb{E}\left|V_{k}\right| \leq \begin{cases}\lambda \mathbb{E}\left(e^{\lambda F_{m}^{(k)}}\left(F_{m}^{(k)}-F_{m}\right)\right)_{+} & \text {when } \lambda>0 \\ |\lambda| \mathbb{E}\left(e^{\lambda F_{m}}\left(F_{m}^{(k)}-F_{m}\right)\right)_{+} & \text {when } \lambda \leq 0\end{cases}
$$

To combine these, when $\lambda>0$, we use $F_{m}^{(k)} \leq F_{m}+t_{e_{k}}^{\prime}$ to find $e^{\lambda F_{m}^{(k)}} \leq e^{\lambda F_{m}} e^{\lambda t_{e_{k}}^{\prime}}$, so we obtain for both cases

$$
\mathbb{E}\left|V_{k}\right| \leq|\lambda| \mathbb{E}\left[e^{\lambda F_{m}}\left[\left(1+e^{\lambda t_{e_{k}}^{\prime}}\right)\left(F_{m}^{(k)}-F_{m}\right)_{+}\right]\right]
$$

By Cauchy-Schwarz, we have the following two bounds:

$$
\begin{gather*}
\sum_{k=1}^{\infty} \mathbb{E}\left|V_{k}\right| \leq \sqrt{\lambda^{2} \mathbb{E} e^{2 \lambda F_{m}} \mathbb{E}\left(\sum_{k=1}^{\infty}\left(1+e^{\lambda t_{e_{k}}^{\prime}}\right)\left(F_{m}^{(k)}-F_{m}\right)_{+}\right)^{2}} \text { and }  \tag{3.3}\\
\mathbb{E}\left|V_{k}\right| \leq \sqrt{\lambda^{2} \mathbb{E} e^{2 \lambda F_{m}} \mathbb{E}\left(1+e^{\lambda t_{e_{k}}^{\prime}}\right)^{2}\left(F_{m}^{(k)}-F_{m}\right)_{+}^{2}} \tag{3.4}
\end{gather*}
$$

We will bound these terms using Lemma 3.1. Write

$$
\mathbb{E}\left(1+e^{\lambda t_{e_{k}}^{\prime}}\right)^{2}\left(F_{m}^{(k)}-F_{m}\right)_{+}^{2}=\mathbb{E}\left(1+e^{\lambda t_{e_{k}}^{\prime}}\right)^{2}\left(\frac{1}{\# B_{m}} \sum_{z \in B_{m}}\left(T_{z}^{(k)}-T_{z}\right)\right)_{+}^{2}
$$

Here $T_{z}^{(k)}$ is the variable $T_{z}$ in the configuration in which the $k$-th edge-weight $t_{e_{k}}$ is replaced by the independent copy $t_{e_{k}}^{\prime}$. By convexity of the function $x \mapsto\left(x_{+}\right)^{2}$, we obtain the bound

$$
\frac{1}{\# B_{m}} \sum_{z \in B_{m}} \mathbb{E}\left(1+e^{\lambda t_{e_{k}}^{\prime}}\right)^{2}\left(T_{z}^{(k)}-T_{z}\right)_{+}^{2}
$$

By Lemma 3.1, $\left(T_{z}^{(k)}-T_{z}\right)_{+} \leq \mathbf{1}_{\left\{t_{e_{k}}<D_{z, e_{k}}\right\}} \times\left(t_{e_{k}}^{\prime}-t_{e_{k}}\right)_{+}$, so

$$
\begin{aligned}
\mathbb{E}\left(1+e^{\lambda t_{e_{k}}^{\prime}}\right)^{2}\left(F_{m}^{(k)}-F_{m}\right)_{+}^{2} & \leq \frac{1}{\# B_{m}} \sum_{z \in B_{m}} \mathbb{E}\left(\left(1+e^{\lambda t_{e_{k}}^{\prime}}\right) t_{e_{k}}^{\prime}\right)^{2} \mathbf{1}_{\left\{t_{e_{k}}<D_{z, e_{k}}\right\}} \\
& \leq \mathbb{E}\left(\left(1+e^{\lambda t_{e}}\right) t_{e}\right)^{2} \frac{1}{\# B_{m}} \sum_{z \in B_{m}} \mathbb{P}\left(e_{k} \in G e o(z, z+x)\right) .
\end{aligned}
$$

By translation invariance, the final probability equals $\mathbb{P}\left(e_{k}-z \in G e o(0, x)\right)$ :

$$
\begin{align*}
\mathbb{E}\left(1+e^{\lambda t_{e_{k}}^{\prime}}\right)^{2}\left(F_{m}^{(k)}-F_{m}\right)_{+}^{2} & \leq \frac{\mathbb{E}\left(\left(1+e^{\lambda t_{e}}\right) t_{e}\right)^{2}}{\# B_{m}} \mathbb{E} \#\left\{e_{k}-z \in G e o(0, x): z \in B_{m}\right\} \\
& \leq C_{13}\|x\|_{1}^{\zeta(1-d)} \mathbb{E}\left(\left(1+e^{\lambda t_{e}}\right) t_{e}\right)^{2} \tag{3.5}
\end{align*}
$$

We have used the assumption $\mathbb{E} t_{e}^{2}<\infty$ and Lemma 3.2 to bound the expectation above. After incorporating the factor $\lambda^{2} \mathbb{E} e^{2 \lambda F_{m}}$, this is our bound for (3.4).

For (3.3), write

$$
\begin{equation*}
\mathbb{E}\left(\sum_{k=1}^{\infty}\left(1+e^{\lambda t_{e_{k}}^{\prime}}\right)\left(F_{m}^{(k)}-F_{m}\right)_{+}\right)^{2} \leq \frac{1}{\# B_{m}} \sum_{z \in B_{m}} \mathbb{E}\left(\sum_{k=1}^{\infty}\left(\left(1+e^{\lambda t_{e_{k}}^{\prime}}\right) t_{e_{k}}^{\prime}\right) \mathbf{1}_{\left\{t_{e_{k}}<D_{z, e_{k}}\right\}}\right)^{2} \tag{3.6}
\end{equation*}
$$

The expectation equals

$$
\begin{aligned}
& \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} \mathbb{E}\left(1+e^{\lambda t_{e_{k}}^{\prime}}\right)\left(1+e^{\lambda t_{e_{j}}^{\prime}}\right) t_{e_{k}}^{\prime} t_{e_{j}}^{\prime} \mathbf{1}_{\left\{t_{e_{k}}<D_{z, e_{k}}, t_{e_{j}}<D_{z, e_{j}}\right\}} \\
\leq & \mathbb{E}\left(\left(1+e^{\lambda t_{e}}\right) t_{e}\right)^{2} \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} \mathbb{P}\left(t_{e_{k}}<D_{z, e_{k}}, t_{e_{j}}<D_{z, e_{j}}\right) \leq \mathbb{E}\left(\left(1+e^{\lambda t_{e}}\right) t_{e}\right)^{2} \mathbb{E} \# G e o(z, z+x)^{2} .
\end{aligned}
$$

By (1.11) and $\mathbb{E} t_{e}^{2}<\infty$, the last expression is bounded by $C_{14}\|x\|_{1}^{2} \mathbb{E}\left(\left(1+e^{\lambda t_{e}}\right) t_{e}\right)^{2}$.
We can now finish the proof with this bound and (3.5):

$$
\sum_{k=1}^{\infty}\left(\mathbb{E}\left|V_{k}\right|\right)^{2} \leq \sup _{j} \mathbb{E}\left|V_{j}\right| \sum_{k=1}^{\infty} \mathbb{E}\left|V_{k}\right| \leq C_{15} \lambda^{2}\|x\|_{1}^{\frac{2+\zeta(1-d)}{2}} \mathbb{E}\left(\left(1+e^{\lambda t_{e}}\right) t_{e}\right)^{2} \mathbb{E} e^{2 \lambda F_{m}}
$$

## 4 Entropy bound

The purpose of the present section is to give an intermediate upper bound for the sum of entropy terms in the left side of (2.9). Namely we will prove the following inequality, recalling that $F$ is the distribution function of $t_{e}$.
Theorem 4.1. For some $C_{16}>0$ independent of $\lambda$,

$$
\sum_{k=1}^{\infty} \operatorname{Ent}\left(V_{k}^{2}\right) \leq \lambda^{2} \frac{C_{16} C_{\lambda}}{\# B_{m}} \sum_{z \in B_{m}} \mathbb{E}\left[e^{2 \lambda F_{m}} \sum_{e \in G e o(z, z+x)}\left(1-\log F\left(t_{e}\right)\right)\right] \text { for all } x \in \mathbb{Z}^{d}
$$

The constant $C_{\lambda}$ is determined as follows:

1. Assuming (1.3) and $\lambda \in[0, \alpha / 2), C_{\lambda}=E n t_{e}\left(t_{e} e^{\lambda t_{e}}\right)^{2}+\mathbb{E}\left[t_{e} e^{\lambda t_{e}}\right]^{2}$.
2. Assuming (1.4) and $\lambda \leq 0, C_{\lambda}=\left(\mathbb{E} e^{2 \lambda t_{e}}\right)^{-1}$.

We will prove this in a couple of steps. First we use the Bernoulli encoding from [10] to give an upper bound (Lemma 4.2 below) in terms of discrete derivatives relative to Bernoulli sequences. Next we split into two cases, $\lambda \geq 0$ and $\lambda \leq 0$. The first is handled in Proposition 4.3 and the second in Proposition 4.6. These three results will prove Theorem 4.1.

### 4.1 Bernoulli encoding

We will now view our edge variables as the push-forward of Bernoulli sequences. Specifically, for each edge $e$, let $\Omega_{e}$ be a copy of $\{0,1\}^{\mathbb{N}}$ with the product sigma-algebra. Let also $\Omega_{B}=\prod_{e} \Omega_{e}$ with product sigma-algebra and measure $\pi:=\prod_{e} \pi_{e}$, where $\pi_{e}$ is a product of the form $\prod_{j \geq 1} \pi_{e, j}$ with $\pi_{e, j}$ uniform on $\{0,1\}$. An element of $\Omega_{B}$ will be denoted

$$
\omega_{B}=\left\{\omega_{e, j}: e \in \mathcal{E}^{d}, j \geq 1\right\}
$$

For fixed $e$, and $\omega_{e} \in \Omega_{e}$, define the random variable

$$
\begin{equation*}
U_{e}\left(\omega_{e}\right)=\sum_{j=1}^{\infty} \frac{\omega_{e, j}}{2^{j}} \tag{4.1}
\end{equation*}
$$

Under $\pi$, for each $e, U_{e}\left(\omega_{e}\right)$ is uniformly distributed on $[0,1]$, and the collection $\left\{U_{e}\left(\omega_{e}\right)\right\}_{e \in \mathcal{E}^{d}}$ is independent.

We denote by $F(x), x \geq 0$ the distribution function of $\mu$, and by $I$ the infimum of the support:

$$
I=\inf \{x: F(x)>0\}
$$

The right-continuous inverse of $F$ is

$$
F^{-1}(y)=\inf \{x: F(x) \geq y\}
$$

If $U$ is uniformly distributed on $[0,1]$, we have

$$
\begin{equation*}
\mathbb{P}\left(F^{-1}(U) \leq x\right)=\mathbb{P}(U \leq F(x))=F(x) \tag{4.2}
\end{equation*}
$$

that is, $F^{-1}(U)$ has distribution $\mu$. Defining the measurable map $\varphi_{e}: \Omega_{e} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\varphi_{e}\left(\omega_{e}\right)=F^{-1}\left(U_{e}\left(\omega_{e}\right)\right) \tag{4.3}
\end{equation*}
$$

we see that the distribution of $\varphi_{e}$ under $\pi$ is $\mu$. Moreover, since $\varphi_{e}$ is a composition of monotone functions of the the $\omega_{e, j}$, we have the important monotonicity property:

$$
\begin{equation*}
\varphi_{e}(\omega) \leq \varphi_{e}(\hat{\omega}) \quad \text { if } \quad \omega_{j} \leq \hat{\omega}_{j} \text { for all } j \geq 1 \tag{4.4}
\end{equation*}
$$

Define the product map $\varphi:=\prod_{e} \varphi_{e}: \Omega_{B} \rightarrow \Omega=[0, \infty)^{\mathcal{E}^{d}}$ with action

$$
\varphi\left(\omega_{B}\right)=\left(\varphi_{e}\left(\omega_{e}\right): e \in \mathcal{E}^{d}\right)
$$

By (4.2), $\pi \circ \varphi^{-1}=\mathbb{P}$.
In what follows, we will consider functions $f$ (in particular, $G=e^{\lambda F_{m}}$ ) on the original space $\Omega$ as functions on $\Omega_{B}$, through the map $\varphi$. We will suppress mention of this in the notation and, for instance, write $f\left(\omega_{B}\right)$ to mean $f \circ \varphi\left(\omega_{B}\right)$. We will estimate discrete derivatives, so for a function $f: \Omega_{B} \rightarrow \mathbb{R}$, set

$$
\left(\Delta_{e, j} f\right)\left(\omega_{B}\right)=f\left(\omega_{B}^{e, j,+}\right)-f\left(\omega_{B}^{e, j,-}\right),
$$

where $\omega_{B}^{e, j,+}$ agrees with $\omega_{B}$ except possibly at $\omega_{e, j}$, where it is 1 , and $\omega_{B}^{e, j,-}$ agrees with $\omega_{B}$ except possibly at $\omega_{e, j}$, where it is 0 . We now view $G=e^{\lambda F_{m}}$ as a function of sequences of Bernoulli variables, as in [10]. Then, exactly the same proof as in [10, Lemma 6.3] gives
Lemma 4.2. Assume (1.3) and $\lambda \in[0, \alpha / 2)$ or (1.4) and $\lambda \leq 0$. We have the following inequality:

$$
\sum_{k=1}^{\infty} \operatorname{Ent}\left(V_{k}^{2}\right) \leq \sum_{e, j} \mathbb{E}_{\pi}\left(\Delta_{e, j} G\right)^{2}
$$

### 4.2 Derivative bound: positive exponential

For the next derivative bounds we continue with $G=e^{\lambda F_{m}}$ and set $H$ as the derivative of $G$; that is, $H=\lambda e^{\lambda F_{m}}$.
Theorem 4.3. Assume (1.3). For some $C_{17}>0, C_{\lambda}=E n t_{e}\left(t_{e} e^{\lambda t_{e}}\right)^{2}+\mathbb{E}\left[t_{e} e^{\lambda t_{e}}\right]^{2}$ and all $\lambda \in[0, \alpha / 2)$,

$$
\sum_{e, j} \mathbb{E}_{\pi}\left(\Delta_{e, j} G\right)^{2} \leq \lambda^{2} \frac{C_{17} C_{\lambda}}{\# B_{m}} \sum_{z \in B_{m}} \mathbb{E}\left[e^{2 \lambda F_{m}} \sum_{e \in G e o(z, z+x)}\left(1-\log F\left(t_{e}\right)\right)\right] \text { for all } x \in \mathbb{Z}^{d}
$$

Proof. We first note that

$$
\mathbb{E}_{\pi_{e}}\left(\Delta_{e, j} G\right)^{2}=2 \mathbb{E}_{\pi_{e}}\left(G\left(\omega_{B}\right)-G\left(\omega_{B}^{e, j,-}\right)\right)_{+}^{2}
$$

By the mean value theorem and monotonicity of $H$ in the variable $\omega_{e}$, we have

$$
0 \leq G\left(\omega_{B}\right)-G\left(\omega_{B}^{e, j,-}\right) \leq H\left(\omega_{B}\right)\left(F_{m}\left(\omega_{B}\right)-F_{m}\left(\omega_{B}^{e, j,-}\right)\right)_{+}^{2}
$$

Convexity of $x \mapsto x^{2}$ gives the bound:

$$
\begin{align*}
& \mathbb{E}_{\pi_{e}}\left(\Delta_{e, j} G\right)^{2} \\
\leq & \frac{2}{\# B_{m}} \sum_{z \in B_{m}} \mathbb{E}_{\pi_{e}} H^{2}\left(\omega_{e^{c}}, U_{e}\left(\omega_{e}\right)\right)\left(T_{z}\left(\omega_{e^{c}}, U_{e}\left(\omega_{e}\right)\right)-T_{z}\left(\omega_{e^{c}}, U_{e}\left(\omega_{e}\right)-2^{-j}\right)\right)^{2} \mathbf{1}_{\left\{U_{e}\left(\omega_{e}\right) \geq 2^{-j}\right\}} \tag{4.5}
\end{align*}
$$

Here we have written $H^{2}\left(\omega_{e^{c}}, U_{e}\left(\omega_{e}\right)\right)$ and $T_{z}\left(\omega_{e^{c}}, U_{e}\left(\omega_{e}\right)\right)$ to denote $H^{2}$ and $T_{z}$, taken as functions of the Bernoulli variables $\omega_{e^{\prime}}, e \neq e^{\prime}$, and the (independent) uniform variable $U_{e}\left(\omega_{e}\right)$.

To estimate the expectation over $U_{e}\left(\omega_{e}\right)$, we use the following key lemma. The abstract formulation here was suggested by R. Rossignol, who reviewed an earlier version of the current paper. His proof below summarizes the technical ideas present in a computation using Bernoulli variables that appeared in the previous version, and which more closely followed our argument in [10].
Lemma 4.4. Let $a, \tau \in[0,1]$. Suppose $h$ and $f$ are nonnegative, non-decreasing on $[0,1]$, and that $f$ is constant on $[a, 1]$. If $\tau \leq 1 / 2$, then

$$
\begin{equation*}
\int_{\tau}^{1} h(x)(f(x)-f(x-\tau))^{2} \mathrm{~d} x \leq \int_{0}^{1} h(x) f^{2}(x) \mathbf{1}_{\{x \geq 1-\tau\}} \mathrm{d} x . \tag{4.6}
\end{equation*}
$$

Moreover:

1. If $a \leq \tau \leq \frac{1}{2}$,

$$
\begin{equation*}
\int_{\tau}^{1} h(x)(f(x)-f(x-\tau))^{2} \mathrm{~d} x \leq 2 a \int_{0}^{1} h(x) f^{2}(x) \mathrm{d} x . \tag{4.7}
\end{equation*}
$$

2. If $\tau \leq a \leq \frac{1}{2}$,

$$
\begin{equation*}
\int_{\tau}^{1} h(x)(f(x)-f(x-\tau))^{2} \mathrm{~d} x \leq 2 \tau \int_{0}^{1} h(x) f^{2}(x) \mathrm{d} x \tag{4.8}
\end{equation*}
$$

Proof. If $\tau \leq 1 / 2$, then

$$
\begin{aligned}
\int_{\tau}^{1} h(x)(f(x)-f(x-\tau))^{2} \mathrm{~d} x & \leq \int_{\tau}^{1} h(x)\left(f^{2}(x)-f^{2}(x-\tau)\right) \mathrm{d} x \\
& \leq \int_{\tau}^{1} h(x) f^{2}(x)-h(x-\tau) f^{2}(x-\tau) \mathrm{d} x
\end{aligned}
$$

where we have used the monotonicity of $f$ in the first inequality, and $h$ in the second. Next,

$$
\begin{aligned}
\int_{\tau}^{1} h(x) f^{2}(x)-h(x-\tau) f^{2}(x-\tau) \mathrm{d} x & =\int_{\tau}^{1} h(x) f^{2}(x) \mathrm{d} x-\int_{0}^{1-\tau} h(x) f^{2}(x) \mathrm{d} x \\
& \leq \int_{1-\tau}^{1} h(x) f^{2}(x) \mathrm{d} x \\
& =\int_{0}^{1} h(x) f^{2}(x) \mathbf{1}_{\{x \geq 1-\tau\}} \mathrm{d} x
\end{aligned}
$$

We have used the non-negativity of $h(x) f^{2}(x)$ to drop the integral over $[0, \tau]$. This shows (4.6).

If $a \leq \tau \leq \frac{1}{2}$, since $f$ is constant over $[a, 1]$,

$$
\int_{\tau}^{1} h(x)(f(x)-f(x-\tau))^{2} \mathrm{~d} x=\int_{\tau}^{a+\tau} h(x)(f(x)-f(x-\tau))^{2} \mathrm{~d} x .
$$

By monotonicity, the right side is no bigger than

$$
\int_{\tau}^{a+\tau} h(x) f^{2}(x) \mathrm{d} x=\int_{\tau}^{1} h(x) f^{2}(x) \mathbf{1}_{\{x \leq a+\tau\}} \mathrm{d} x .
$$

The Chebyshev association inequality [5, Theorem 2.14] now gives (4.7):

$$
\begin{aligned}
\int_{\tau}^{1} h(x) f^{2}(x) \mathbf{1}_{\{x \leq a+\tau\}} \mathrm{d} x & \leq \frac{1}{1-\tau} \int_{\tau}^{1} h(x) f^{2}(x) \mathrm{d} x \int_{\tau}^{1} \mathbf{1}_{\{x \leq a+\tau\}} \mathrm{d} x \\
& =\frac{a}{1-\tau} \int_{\tau}^{1} h(x) f^{2}(x) \mathrm{d} x \\
& \leq 2 a \int_{0}^{1} h(x) f^{2}(x) \mathrm{d} x
\end{aligned}
$$

When $\tau \leq a \leq \frac{1}{2}$, we again have

$$
\int_{\tau}^{1} h(x)(f(x)-f(x-\tau))^{2} \mathrm{~d} x=\int_{\tau}^{a+\tau} h(x)(f(x)-f(x-\tau))^{2} \mathrm{~d} x .
$$

Expanding the square and using monotonicity as in the case $\tau \geq 1 / 2$, we find

$$
\begin{aligned}
\int_{\tau}^{a+\tau} h(x)(f(x)-f(x-\tau))^{2} \mathrm{~d} x & \leq \int_{\tau}^{a+\tau} h(x) f^{2}(x) \mathrm{d} x-\int_{0}^{a} h(x) f^{2}(x) \mathrm{d} x \\
& =\int_{a}^{a+\tau} h(x) f^{2}(x) \mathrm{d} x-\int_{0}^{\tau} h(x) f^{2}(x) \mathrm{d} x \\
& \leq \int_{a}^{1} h(x) f^{2}(x) \mathbf{1}_{\{x \leq a+\tau\}} \mathrm{d} x \\
& \leq \frac{\tau}{1-a} \int_{0}^{1} h(x) f^{2}(x) \mathrm{d} x \\
& \leq 2 \tau \int_{0}^{1} h(x) f^{2}(x) \mathrm{d} x
\end{aligned}
$$

In the second-to-last step, we have used Chebyshev's association inequality.
We use Lemma 4.4 to obtain an estimate for the sum $\sum_{e, j} \mathbb{E}_{\pi}\left(\Delta_{e, j} G\right)^{2}$. The result we are after is

## Subdiffusive concentration in FPP

Lemma 4.5. For all $\lambda \in[0, \alpha / 2)$ and $e$,

$$
\begin{equation*}
\mathbb{E}_{\pi_{e}} \sum_{j=1}^{\infty}\left(\Delta_{e, j} G\right)^{2} \leq 8 \frac{1}{\# B_{m}} \sum_{z \in B_{m}} F\left(D_{z, e}^{-}\right)\left(1-\log _{2} F\left(D_{z, e}^{-}\right)\right) \mathbb{E}_{\pi_{e}}\left[L_{z}(1+N)\right] \tag{4.9}
\end{equation*}
$$

where $L_{z}=H^{2}\left(\omega_{e^{c}}, U_{e}\left(\omega_{e}\right)\right) \min \left\{D_{z, e}, \varphi_{e}\left(\omega_{e}\right)\right\}^{2}$, and

$$
N=\log _{2} \frac{1}{1-U_{e}\left(\omega_{e}\right)}
$$

Proof. Write:

$$
\begin{align*}
& \mathbb{E}_{\pi_{e}} H^{2}\left(\omega_{e^{c}}, U_{e}\left(\omega_{e}\right)\right)\left(T_{z}\left(\omega_{e^{c}}, U_{e}\left(\omega_{e}\right)\right)-T_{z}\left(\omega_{e^{c}}, U_{e}\left(\omega_{e}\right)-2^{-j}\right)\right)^{2} \mathbf{1}_{\left\{U_{e}\left(\omega_{e}\right) \geq 2^{-j}\right\}} \\
= & \int_{0}^{1} H^{2}\left(\omega_{e^{c}}, x\right)\left(T_{z}\left(\omega_{e^{c}}, x\right)-T_{z}\left(\omega_{e^{c}}, x-2^{-j}\right)\right)^{2} \mathbf{1}_{\left\{x \geq 2^{-j}\right\}} \mathrm{d} x . \tag{4.10}
\end{align*}
$$

We will apply Lemma 4.4 to the quantity on the right in (4.5) with $h(x)=H^{2}\left(\omega_{e^{c}}, x\right)$, $f(x)=T_{z}\left(\omega_{e^{c}}, x\right)-T_{z}\left(\omega_{e^{c}}, 0\right), a=F\left(D_{z, e}^{-}\right)$, and $\tau=2^{-j}$.

For $j$ such that $F\left(D_{z, e}^{-}\right)<2^{-j}(a<\tau)$, we use (4.7):

$$
\begin{aligned}
& \int_{0}^{1} H^{2}\left(\omega_{e^{c}}, x\right)\left(T_{z}\left(\omega_{e^{c}}, x\right)-T_{z}\left(\omega_{e^{c}}, x-2^{-j}\right)\right)^{2} 1_{\left\{x \geq 2^{-j}\right\}} \mathrm{d} x \\
\leq & 2 F\left(D_{z, e}^{-}\right) \int_{0}^{1} H^{2}\left(\omega_{e^{c}}, x\right)\left(T_{z}\left(\omega_{e^{c}}, x\right)-T_{z}\left(\omega_{e^{c}}, 0\right)\right)^{2} \mathrm{~d} x .
\end{aligned}
$$

By Lemma 3.1,

$$
0 \leq T_{z}\left(\omega_{e^{c}}, x\right)-T_{z}\left(\omega_{e^{c}}, 0\right) \leq \min \left\{D_{z, e}, \varphi_{e}\left(\omega_{e}\right)\right\}
$$

and so

$$
\int_{0}^{1} H^{2}\left(\omega_{e^{c}}, x\right)\left(T_{z}\left(\omega_{e^{c}}, x\right)-T_{z}\left(\omega_{e^{c}}, 0\right)\right)^{2} \mathrm{~d} x \leq \int_{0}^{1} L_{z}\left(\omega_{e^{c}}, x\right) \mathrm{d} x
$$

If $j$ is such that $2^{-j} \leq F\left(D_{z, e}^{-}\right) \leq \frac{1}{2}\left(\tau \leq a \leq \frac{1}{2}\right)$, we apply (4.8) and obtain

$$
\begin{aligned}
& \int_{0}^{1} H^{2}\left(\omega_{e^{c}}, x\right)\left(T_{z}\left(\omega_{e^{c}}, x\right)-T_{z}\left(\omega_{e^{c}}, x-2^{-j}\right)\right)^{2} \mathbf{1}_{\left\{x \geq 2^{-j}\right\}} \mathrm{d} x \\
\leq & 2 \cdot 2^{-j} \int_{0}^{1} L_{z}\left(\omega_{e^{c}}, x\right) \mathrm{d} x
\end{aligned}
$$

We now sum over $j$ in (4.5): in case $F\left(D_{z, e}^{-}\right) \leq \frac{1}{2}$, we obtain

$$
\begin{align*}
& \sum_{j=1}^{\infty} \mathbb{E}_{\pi_{e}}\left(\Delta_{e, j} G\right)^{2} \\
\leq & \sum_{j=1}^{\infty} \frac{2}{\# B_{m}} \sum_{z \in B_{m}} \mathbb{E}_{\pi_{e}} H^{2}\left(\omega_{e^{c}}, U_{e}\left(\omega_{e}\right)\right)\left(T_{z}\left(\omega_{e^{c}}, U_{e}\left(\omega_{e}\right)\right)-T_{z}\left(\omega_{e^{c}}, U_{e}\left(\omega_{e}\right)-2^{-j}\right)\right)^{2} \mathbf{1}_{\left\{U_{e}\left(\omega_{e}\right) \geq 2^{-j}\right\}} \\
\leq & \frac{4}{\# B_{m}} \sum_{z \in B_{m}} F\left(D_{z, e}^{-}\right) \sum_{j: 2^{-j}>F\left(D_{z, e}^{-}\right)} \int_{0}^{1} L_{z}\left(\omega_{e^{c}}, x\right) \mathrm{d} x \\
& +\frac{4}{\# B_{m}} \sum_{z \in B_{m}} \sum_{j: 2^{-j} \leq F\left(D_{z, e}\right)} 2^{-j} \int_{0}^{1} L_{z}\left(\omega_{e^{c}}, x\right) \mathrm{d} x \\
\leq & \frac{8}{\# B_{m}} \sum_{z \in B_{m}} F\left(D_{z, e}^{-}\right)\left(1-\log _{2} F\left(D_{z, e}^{-}\right)\right) \int_{0}^{1} L_{z}\left(\omega_{e^{c}}, x\right) \mathrm{d} x . \tag{4.11}
\end{align*}
$$

If instead $F\left(D_{z, e}^{-}\right) \geq \frac{1}{2}$, we use (4.6) in the sum over $j$ such that $2^{-j} \leq F\left(D_{z, e}^{-}\right)$:

$$
\begin{align*}
& \sum_{j: 2^{-j} \leq F\left(D_{z, e}^{-}\right)} \mathbb{E}_{\pi_{e}} H^{2}\left(\omega_{e^{c}}, U_{e}\left(\omega_{e}\right)\right)\left(T_{z}\left(\omega_{e^{c}}, U_{e}\left(\omega_{e}\right)\right)-T_{z}\left(\omega_{e^{c}}, U_{e}\left(\omega_{e}\right)-2^{-j}\right)\right)^{2} \mathbf{1}_{\left\{U_{e}\left(\omega_{e}\right) \geq 2^{-j}\right\}} \\
= & \sum_{j: 2^{-j} \leq F\left(D_{z, e}\right)} \int_{0}^{1} H^{2}\left(\omega_{e^{c}}, x\right)\left(T_{z}\left(\omega_{e^{c}}, x\right)-T_{z}\left(\omega_{e^{c}}, x-2^{-j}\right)\right)^{2} \mathbf{1}_{\left\{x \geq 2^{-j}\right\}} \mathrm{d} x \\
\leq & \int_{0}^{1} L_{z}\left(\omega_{e^{c}}, x\right) \sum_{j: 2^{-j} \leq F\left(D_{z, e}^{-}\right)} \mathbf{1}_{\left\{x \geq 1-2^{-j}\right\}} \mathrm{d} x \\
\leq & \int_{0}^{1} L_{z}\left(\omega_{e^{c}}, x\right) \log _{2} \frac{1}{1-x} \mathrm{~d} x \\
\leq & 2 F\left(D_{z, e}^{-}\right) \int_{0}^{1} L_{z}\left(\omega_{e^{c}}, x\right) \log _{2} \frac{1}{1-x} \mathrm{~d} x . \tag{4.12}
\end{align*}
$$

On the other hand, for the sum over $j$ such that $2^{-j}>F\left(D_{z, e}^{-}\right)$, we drop the indicator $\mathbf{1}_{\left\{x \geq 1-2^{-j}\right\}}$ :

$$
\begin{align*}
& \sum_{j: 2^{-j}>F\left(D_{z, e}^{-}\right)} \mathbb{E}_{\pi_{e}} H^{2}\left(\omega_{e^{c}}, U_{e}\left(\omega_{e}\right)\right)\left(T_{z}\left(\omega_{e^{c}}, U_{e}\left(\omega_{e}\right)\right)-T_{z}\left(\omega_{e^{c}}, U_{e}\left(\omega_{e}\right)-2^{-j}\right)\right)^{2} \mathbf{1}_{\left\{U_{e}\left(\omega_{e}\right) \geq 2^{-j}\right\}} \\
&= \sum_{j: 2^{-j}>F\left(D_{z, e}^{-}\right)} \int_{0}^{1} H^{2}\left(\omega_{e^{c}}, x\right)\left(T_{z}\left(\omega_{e^{c}}, x\right)-T_{z}\left(\omega_{e^{c}}, x-2^{-j}\right)\right)^{2} \mathbf{1}_{\left\{x \geq 2^{-j}\right\}} \mathrm{d} x \\
& \leq-\log _{2} F\left(D_{z, e}^{-}\right) \int_{0}^{1} L_{z}\left(\omega_{e^{c}}, x\right) \mathrm{d} x \\
& \leq-2 F\left(D_{z, e}^{-}\right) \log _{2} F\left(D_{z, e}^{-}\right) \int_{0}^{1} L_{z}\left(\omega_{e^{c}}, x\right) \mathrm{d} x \tag{4.13}
\end{align*}
$$

Combining (4.11), (4.12) and (4.13), the lemma follows.
We now finish the proof of Theorem 4.3. Integrating (4.9) over variables $e^{\prime}, e^{\prime} \neq e$ and summing over $e$, and using the identity

$$
\begin{align*}
-F\left(y^{-}\right) \log F\left(y^{-}\right) & =-\int \mathbf{1}_{[I, y)}(x) \log F\left(y^{-}\right) \mu(\mathrm{d} x) \\
& \leq-\int \mathbf{1}_{[I, y)}(x) \log F(x) \mu(\mathrm{d} x) \tag{4.14}
\end{align*}
$$

we obtain:

$$
\begin{equation*}
\sum_{e} \mathbb{E}_{\pi} \sum_{j=1}^{\infty}\left(\Delta_{e, j} G\right)^{2} \leq \frac{8}{\# B_{m}} \sum_{z \in B_{m}} \sum_{e} \mathbb{E}_{e^{c}}\left[\int_{\left[I, D_{z, e}\right)}\left(1-\log _{2} F\left(t_{e}\right)\right) \mathbb{E}_{\pi_{e}}\left[L_{z}(1+N)\right] \mu\left(\mathrm{d} t_{e}\right)\right] \tag{4.15}
\end{equation*}
$$

Letting $F_{m, e^{c}}$ be $F_{m}$ evaluated at the configuration $\left(t_{e^{c}}, 0\right)$, we can bound $H^{2} \leq \lambda^{2} e^{2 \lambda F_{m, e^{c}}} e^{2 \lambda t_{e}}$, so

$$
\begin{aligned}
\mathbb{E}_{\pi_{e}}\left[L_{z}(N+1)\right] \leq \mathbb{E}_{\pi_{e}}\left[H^{2} t_{e}^{2}(N+1)\right] & \leq \lambda^{2} e^{2 \lambda F_{m, e^{c}}} \mathbb{E}_{\pi_{e}}\left[\left(t_{e} e^{\lambda t_{e}}\right)^{2}(N+1)\right] \\
& \leq H^{2} \mathbb{E}_{\pi_{e}}\left[\left(t_{e} e^{\lambda t_{e}}\right)^{2}(N+1)\right]
\end{aligned}
$$

Now since $\lambda<\alpha / 2, E n t_{e}\left(t_{e} e^{\lambda t_{e}}\right)^{2}<\infty$, so we use Proposition 2.6 to bound the expectation by

$$
2 E n t_{e}\left(t_{e} e^{\lambda t_{e}}\right)^{2}+2 \mathbb{E}_{\mu}\left(t_{e} e^{\lambda t_{e}}\right)^{2} \log \mathbb{E}_{\pi_{e}} e^{(N+1) / 2}
$$

$N$ has exponential distribution with mean $1 / \log 2$, so this is bounded by $C_{18} C_{\lambda}$ independently of $e$.

Returning to (4.15), note that by Lemma 3.1, if $t_{e}<D_{z, e}$ then $e$ is in $G e o(z, z+x)$. So applying the bound on $\mathbb{E}_{\pi_{e}}\left[L_{z} N\right]$, we obtain for some $C_{19}$

$$
\begin{aligned}
\sum_{e, j} \mathbb{E}_{\pi}\left(\Delta_{e, j} G\right)^{2} & \leq \frac{C_{19} C_{\lambda}}{\# B_{m}} \sum_{z \in B_{m}} \sum_{e} \mathbb{E}\left[\left(1-\log F\left(t_{e}\right)\right) H^{2} 1_{\left\{I \leq t_{e}<D_{z, e}\right\}}\right] \\
& \leq \lambda^{2} \frac{C_{19} C_{\lambda}}{\# B_{m}} \sum_{z \in B_{m}} \mathbb{E}\left[e^{2 \lambda F_{m}} \sum_{e \in G e o(z, z+x)}\left(1-\log F\left(t_{e}\right)\right)\right]
\end{aligned}
$$

### 4.3 Derivative bound: negative exponential

Theorem 4.6. Assume (1.4). For some $C_{20}>0, C_{\lambda}^{\prime}=\mathbb{E}_{\mu} e^{2 \lambda t_{e}}$ and all $\lambda \leq 0$,

$$
\sum_{e, j} \mathbb{E}_{\pi}\left(\Delta_{e, j} G\right)^{2} \leq \lambda^{2} \frac{C_{20}}{C_{\lambda}^{\prime} \# B_{m}} \sum_{z \in B_{m}} \mathbb{E}\left[e^{2 \lambda F_{m}} \sum_{e \in G e o(z, z+x)}\left(1-\log F\left(t_{e}\right)\right)\right] \text { for all } x \in \mathbb{Z}^{d}
$$

Proof. Write $\mathbb{E}_{e^{c}}$ for expectation relative to $\prod_{f \neq e} \pi_{f}$ and for any $i \geq 1$, let $\pi_{e, \geq i}$ be the measure $\prod_{k \geq i} \pi_{e, k}$. Further, for $j \geq 1$ write

$$
\omega_{B}=\left(\omega_{e^{c}}, \omega_{e,<j}, \omega_{e, j}, \omega_{e,>j}\right)
$$

where $\omega_{e^{c}}$ is the configuration $\omega_{B}$ projected on the coordinates ( $\omega_{f, k}: f \neq e, k \geq 1$ ), $\omega_{e,<j}$ is $\omega_{B}$ projected on the coordinates ( $\omega_{e, k}: k<j$ ) and $\omega_{e,>j}$ is $\omega_{B}$ projected on the coordinates ( $\omega_{e, k}: k>j$ ).

Then

$$
\begin{align*}
\mathbb{E}_{\pi}\left(\Delta_{e, j} G\right)^{2} & =\mathbb{E}_{e^{c}} \mathbb{E}_{\pi_{e, 1}} \cdots \mathbb{E}_{\pi_{e, j-1}}\left[\mathbb{E}_{\pi_{e, \geq j}}\left(\Delta_{e, j} G\right)^{2}\right] \\
& =\mathbb{E}_{e^{c}}\left[\frac{1}{2^{j-1}} \sum_{\sigma \in\{0,1\}^{j-1}}\left[\mathbb{E}_{\pi_{e, \geq j}}\left(\Delta_{e, j} G\left(\omega_{e^{c}}, \sigma, \omega_{e, j}, \omega_{e,>j}\right)\right)^{2}\right]\right] \tag{4.16}
\end{align*}
$$

and the innermost term is

$$
\begin{equation*}
\mathbb{E}_{\pi_{e, \geq j}}\left(G\left(\omega_{e^{c}}, \sigma, 1, \omega_{e,>j}\right)-G\left(\omega_{e^{c}}, \sigma, 0, \omega_{e,>j}\right)\right)^{2} \tag{4.17}
\end{equation*}
$$

Applying the mean value theorem, we get an upper bound of

$$
H^{2}\left(\omega_{e^{c}}, \overrightarrow{0}\right) \mathbb{E}_{\pi_{e, \geq j}}\left(F_{m}\left(\omega_{e^{c}}, \sigma, 1, \omega_{e,>j}\right)-F_{m}\left(\omega_{e^{c}}, \sigma, 0, \omega_{e,>j}\right)\right)^{2}
$$

where $\overrightarrow{0}$ is the infinite sequence $(0,0, \ldots)$. Convexity of $x \mapsto x^{2}$ gives the bound

$$
\frac{1}{\# B_{m}} \sum_{z \in B_{m}} H^{2}\left(\omega_{e^{c}}, \overrightarrow{0}\right) \mathbb{E}_{\pi_{e, \geq j}}\left(\Delta_{e, j} T_{z}\left(\omega_{e^{c}}, \sigma, \omega_{e, j}, \omega_{e,>j}\right)\right)^{2}
$$

Therefore

$$
\begin{aligned}
\sum_{j=1}^{\infty} \mathbb{E}_{\pi}\left(\Delta_{e, j} G\right)^{2} & \leq \frac{1}{\# B_{m}} \sum_{z \in B_{m}} \mathbb{E}_{e^{c}}\left[H^{2}\left(\omega_{e^{c}}, \overrightarrow{0}\right) \sum_{j=1}^{\infty} \frac{1}{2^{j-1}}\left[\sum_{\sigma \in\{0,1\}^{j-1}} \mathbb{E}_{\pi_{e, \geq j}}\left(\Delta_{e, j} T_{z}\left(\omega_{e^{c}}, \sigma, \omega_{e, j}, \omega_{e,>j}\right)\right)^{2}\right]\right] \\
& =\frac{1}{\# B_{m}} \sum_{z \in B_{m}} \mathbb{E}_{e^{c}}\left[H^{2}\left(\omega_{e^{c}}, \overrightarrow{0}\right) \sum_{j=1}^{\infty} \mathbb{E}_{\pi_{e}}\left(\Delta_{e, j} T_{z}\right)^{2}\right]
\end{aligned}
$$

We have now isolated the term from [10, (6.23)]; there it is proved under (1.4) that

$$
\sum_{j=1}^{\infty} \mathbb{E}_{\pi_{e}}\left(\Delta_{e, j} T_{z}\right)^{2} \leq C_{21} F\left(D_{z, e}^{-}\right)\left(1-\log F\left(D_{z, e}^{-}\right)\right) \mathbf{1}_{\left\{I<D_{z, e}\right\}}
$$

Thus we obtain

$$
\begin{equation*}
\sum_{j=1}^{\infty} \mathbb{E}_{\pi}\left(\Delta_{e, j} G\right)^{2} \leq \frac{C_{21}}{\# B_{m}} \sum_{z \in B_{m}} \mathbb{E}_{e^{c}}\left[H^{2}\left(\omega_{e^{c}}, \overrightarrow{0}\right) F\left(D_{z, e}^{-}\right)\left(1-\log F\left(D_{z, e}^{-}\right)\right) 1_{\left\{I<D_{z, e}\right\}}\right] \tag{4.18}
\end{equation*}
$$

Use the bound

$$
H^{2} \geq \lambda^{2} e^{2 \lambda t_{e}} e^{2 \lambda F_{m}\left(t_{e^{c}}, I\right)}
$$

which implies $H^{2}\left(\omega_{e^{c}}, \overrightarrow{0}\right) \leq \frac{\mathbb{E}_{\pi_{e}} H^{2}}{\mathbb{E}_{\mu} e^{2 \lambda t_{e}}}$. Using the identity (4.14), this gives an upper bound for the right side of (4.18) when $\lambda \leq 0$ :

$$
\frac{C_{21}}{\mathbb{E}_{\mu} e^{2 \lambda t_{e}} \# B_{m}} \sum_{z \in B_{m}} \mathbb{E}_{e^{c}}\left[\left[\mathbb{E}_{\pi_{e}} H^{2}\right]\left[\int\left(1-\log F\left(t_{e}\right)\right) \mathbf{1}_{\left[I, D_{z, e}\right)}\left(t_{e}\right) \mathrm{d} \mu\left(t_{e}\right)\right]\right]
$$

Since $\lambda \leq 0, H^{2}=\lambda^{2} e^{2 \lambda F_{m}}$ is decreasing in the variable $t_{e}$. However $\left(1-\log F\left(t_{e}\right)\right) \mathbf{1}_{\left[I, D_{z, e}\right)}\left(t_{e}\right)$ is also decreasing in $t_{e}$. Therefore the Chebyshev association inequality gives an upper bound of

$$
\frac{C_{21}}{\mathbb{E}_{\mu} e^{2 \lambda t_{e}} \# B_{m}} \sum_{z \in B_{m}} \mathbb{E} H^{2}\left(1-\log F\left(t_{e}\right)\right) \mathbf{1}_{\{e \in G e o(z, z+x)\}}
$$

Summing over edges $e$,

$$
\sum_{e, j} \mathbb{E}_{\pi}\left(\Delta_{e, j} G\right)^{2} \leq \lambda^{2} \frac{C_{21}}{\mathbb{E} e^{2 \lambda t_{e}} \# B_{m}} \sum_{z \in B_{m}} \mathbb{E}\left[e^{2 \lambda F_{m}} \sum_{e \in \operatorname{Geo}(z, z+x)}\left(1-\log F\left(t_{e}\right)\right)\right]
$$

## 5 Control by lattice animals

The next step is to use the theory of greedy lattice animals to decouple and control the terms in the expectation of Theorem 4.1. Specifically we will show
Theorem 5.1. Assume (1.3) with $\lambda \in[0, \alpha / 2)$ or (1.4) with $\lambda \leq 0$. For some $C_{22}>0$,

$$
\sum_{k=1}^{\infty} \operatorname{Ent}\left(V_{k}^{2}\right) \leq \lambda^{2} C_{22} C_{\lambda}\left[E n t\left(e^{2 \lambda F_{m}}\right)+\left(1+\mathbb{E} F_{m}\right) \mathbb{E} e^{2 \lambda F_{m}}\right] \text { for all } x \in \mathbb{Z}^{d}
$$

where $C_{\lambda}$ is from Theorem 4.1.
The theorem follows from inequalities (5.4) and (5.8), which we now set out to prove. We begin by generating a new set of "lattice animal weights" from a given realization $\left(t_{e}\right)$; set

$$
w_{e}:=1-\log \left(F\left(t_{e}\right)\right) \quad \text { for all } e \in \mathcal{E}^{d}
$$

Proposition 5.2. The collection $\left(w_{e}\right)$ is i.i.d. with

$$
\mathbb{E}\left(e^{w_{e} / 2}\right)<\infty
$$

Proof. If $u \in(0,1)$ we define $F^{-1}(u)=\inf \{x: F(x) \geq u\}$, so that $F^{-1}(u) \leq x$ if and only if $u \leq F(x)$. In particular, $u \leq F\left(F^{-1}(u)\right)$ for all $u$. If $U$ is uniformly distributed on $(0,1)$ then $F^{-1}(U)$ is distributed like $t_{e}$, so if $r \geq 1$,

$$
\mathbb{P}\left(w_{e} \geq r\right)=\mathbb{P}\left(F\left(F^{-1}(U)\right) \leq e^{1-r}\right) \leq \mathbb{P}\left(U \leq e^{1-r}\right)=e^{1-r}
$$

This implies $\mathbb{E} e^{\lambda w_{e}}<\infty$ for all $\lambda<1$.

For a realization of $\left(t_{e}\right)$, consider the edge greedy lattice animal problem. For a connected subset of edges $\gamma \subseteq \mathcal{E}^{d}$, define $N(\gamma)=\sum_{e \in \gamma} w_{e}$, and define the random variable

$$
N_{n}:=\max _{\substack{\gamma: \# \gamma=n \\ 0 \in \gamma}} N(\gamma)
$$

(here the notation $0 \in \gamma$ means that 0 is an endpoint of some edge in $\gamma$ ).
Proposition 5.3. For each $\kappa>0$, there exists $\beta>0$ such that

$$
\sup _{n>0} \frac{\log \mathbb{E} e^{\beta N_{n}}}{n} \leq \kappa
$$

Proof. Recall

$$
\left\{N_{n}>\beta n\right\}=\bigcup_{\gamma: \# \gamma=n}\{N(\gamma)>\beta n\}
$$

where the union is over all lattice animals of size $n$ containing the origin. Now, there exists a constant $C_{23}$ such that the number of such lattice animals is bounded by $e^{C_{23} n}$. Therefore, letting $\left(w_{i}\right)$ be a sequence of i.i.d. random variables distributed as $w_{e}$,

$$
\begin{aligned}
\mathbb{P}\left(N_{n}>\beta n\right) \leq e^{C_{23} n} \mathbb{P}\left(\sum_{i=1}^{n} w_{i}>\beta n\right) & \leq e^{C_{23} n-\beta n / 2} \mathbb{E} e^{\sum_{i=1}^{n} w_{i} / 2} \\
& =e^{C_{23} n-\beta n / 2}\left[\mathbb{E} e^{w_{e} / 2}\right]^{n}
\end{aligned}
$$

In particular, for all $\beta$ greater than some $\beta_{0}$,

$$
\mathbb{P}\left(N_{n}>\beta n\right) \leq e^{-\beta n / 4}
$$

Now, for all $\lambda \in[0,1 / 8)$ and for each $n \geq 1$,

$$
\begin{aligned}
\mathbb{E} e^{\lambda N_{n}}=\lambda \int_{0}^{\infty} e^{\lambda x} \mathbb{P}\left(N_{n} \geq x\right) \mathrm{d} x & \leq e^{\beta_{0} n}+\lambda \int_{\beta_{0} n / \lambda}^{\infty} e^{\lambda x} \mathbb{P}\left(N_{n} \geq x\right) \mathrm{d} x \\
& \leq e^{\beta_{0} n}+n \int_{\beta_{0}}^{\infty} e^{-\Xi n} \mathrm{~d} \Xi \\
& \leq e^{\beta_{1} n}
\end{aligned}
$$

for some $\beta_{1}<\infty$. Now, since $\mathbb{E} e^{\lambda N_{n} / 2} \leq\left(\mathbb{E} e^{\lambda N_{n}}\right)^{1 / 2}$, the proof is complete.
We now consider the first-passage model on $\mathbb{Z}^{d}$. For any $x \in \mathbb{Z}^{d}, x \neq 0$, let

$$
Y_{x}:=\sum_{e \in G e o(0, x)} w_{e}
$$

when we need to allow the starting point to vary as well, write

$$
Y_{z, x}:=\sum_{e \in G e o(z, z+x)} w_{e}
$$

### 5.1 The case $\lambda \geq 0$

In this section, we consider the case of upper exponential concentration. For the remainder of this section, assume (1.3) and let $\lambda \in[0, \alpha / 2)$.

Rephrase the bound from Theorem 4.1:

$$
\begin{equation*}
\sum_{k=1}^{\infty} \operatorname{Ent}\left(V_{k}^{2}\right) \leq \lambda^{2} \frac{C_{16} C_{\lambda}}{\# B_{m}} \sum_{z \in B_{m}} \mathbb{E}\left[e^{2 \lambda F_{m}} Y_{z, x}\right] \tag{5.1}
\end{equation*}
$$

Applying Proposition 2.6 to the expectation on the right-hand side of (5.1) and the fact that $Y_{x}=Y_{z, x}$ in distribution yields a bound for some $C_{24}>0$ such that the expectation below exists:

$$
\begin{equation*}
\mathbb{E}\left[e^{2 \lambda F_{m}} Y_{z, x}\right] \leq C_{24}^{-1} \operatorname{Ent}\left(e^{2 \lambda F_{m}}\right)+C_{24}^{-1} \mathbb{E}\left[e^{2 \lambda F_{m}}\right] \log \mathbb{E} e^{C_{24} Y_{x}} \tag{5.2}
\end{equation*}
$$

We focus our efforts on a bound for the second term of (5.2).
Proposition 5.4. Assuming (1.3), there exists $C_{24}>0$ such that

$$
\sup _{x \neq 0} \frac{\log \mathbb{E} e^{C_{24} Y_{x}}}{\|x\|_{1}}<\infty
$$

Proof. Recall that $G(0, x)$ is the maximal number of edges in a geodesic from 0 to $x$. Then for constants $\iota_{1}, \iota_{2}>0$,

$$
\begin{equation*}
\mathbb{P}\left(Y_{x} \geq \iota_{1}\|x\|_{1}\right) \leq \mathbb{P}\left(G(0, x) \geq \iota_{2}\|x\|_{1}\right)+\mathbb{P}\left(N_{\iota_{2}\|x\|_{1}} \geq \iota_{1}\|x\|_{1}\right) \tag{5.3}
\end{equation*}
$$

Therefore

$$
\mathrm{E} e^{C_{24} Y_{x}}=1+\int_{0}^{\infty} C_{24} e^{C_{24} y} \mathrm{P}\left(Y_{x} \geq y\right) \mathrm{d} y
$$

can be bounded using (5.3), Proposition 5.3 and (1.12).
So under (1.3) with $\lambda \in[0, \alpha / 2)$, we return to (5.2) and find for some $C_{25}>0$,

$$
\begin{align*}
\sum_{k=1}^{\infty} \operatorname{Ent}\left(V_{k}^{2}\right) & \leq \lambda^{2} \frac{C_{25} C_{\lambda}}{\# B_{m}} \sum_{z \in B_{m}}\left[\operatorname{Ent}\left(e^{2 \lambda F_{m}}\right)+\mathbb{E} e^{2 \lambda F_{m}}\right] \\
& =\lambda^{2} C_{25} C_{\lambda}\left[\operatorname{Ent}\left(e^{2 \lambda F_{m}}\right)+\mathbb{E} e^{2 \lambda F_{m}}\right] \text { for all } x \in \mathbb{Z}^{d} \tag{5.4}
\end{align*}
$$

### 5.2 The case $\lambda \leq 0$

When $\lambda \leq 0$, the problem is again to bound above the term

$$
\begin{equation*}
\frac{1}{\# B_{m}} \sum_{z \in B_{m}} \mathbb{E}\left[e^{2 \lambda F_{m}} Y_{z, x}\right] \tag{5.5}
\end{equation*}
$$

We will break this up differently from before, now using a variant of the idea from [11]. Let $C_{26}>0$ be arbitrary (to be fixed later, independent of $x$ ). Then

$$
\begin{align*}
\mathbb{E} e^{2 \lambda F_{m}} Y_{z, x} & \leq C_{26} \mathbb{E}\left[e^{2 \lambda F_{m}} T_{z}\right]+\mathbb{E}\left[e^{2 \lambda F_{m}} Y_{z, x} \mathbf{1}_{\left\{Y_{z, x}>C_{26} T_{z}\right\}}\right] \\
& \leq C_{26} \mathbb{E}\left[e^{2 \lambda F_{m}}\right] \mathbb{E} T_{z}+\mathbb{E}\left[e^{2 \lambda F_{m}} Z_{z, x}\right] \tag{5.6}
\end{align*}
$$

where we have used the Harris-FKG inequality on the first term (since $\lambda \leq 0, e^{2 \lambda F_{m}}$ is a decreasing function of ( $t_{e}$ ) whereas $T_{z}$ is increasing) and have defined the new variable

$$
Z_{z, x}:=Y_{z, x} \mathbf{1}_{\left\{Y_{z, x}>C_{26} T_{z}\right\}}
$$

We will bound $\mathbb{P}\left(Z_{z, x} \geq n\right)$ in what follows. Analogously to the proof of Proposition 1.3, define, for $C_{27}>0$,

$$
A_{n}^{\prime}:=\left\{\exists \text { a self-avoiding } \gamma \text { from } z \text { to } z+x \text { with } N(\gamma) \geq n \text { but } T(\gamma)<C_{27} N(\gamma)\right\} .
$$

Our first task is to control $\mathbb{P}\left(A_{n}^{\prime}\right)$.
Lemma 5.5. There exist $C_{27}, C_{28}>0$ such that $\mathbb{P}\left(A_{n}^{\prime}\right) \leq e^{-C_{28} n}$ for all $n \geq 1$.

Proof. By translation invariance we can consider $z=0$. The content of Proposition 5.3 is that there exist constants $C_{29}, C_{30}>0$ such that
$\mathbb{P}\left(\exists\right.$ a self-avoiding $\gamma$ from 0 with $\# \gamma=n$ such that $\left.N(\gamma)>C_{29} n\right) \leq e^{-C_{30} n}, n \geq 1$.
Summing this over $n$ gives $C_{31}<\infty$ such that

$$
\begin{equation*}
\mathbb{P}\left(\exists \text { a self-avoiding } \gamma \text { from } 0 \text { such that } \# \gamma>n \text { and } N(\gamma)>C_{29} \# \gamma\right) \leq e^{-C_{31} n} \tag{5.7}
\end{equation*}
$$

Further, given $C_{32}>0$,

$$
\mathbb{P}\left(\exists \text { a self-avoiding } \gamma \text { from } 0 \text { with } \# \gamma \leq C_{32} n \text { but } N(\gamma) \geq n\right) \leq \sum_{k=1}^{C_{32} n} \mathbb{P}\left(N_{k} \geq n\right)
$$

If we choose $\beta$ in Proposition 5.3 for $\kappa=2$, then for some $C_{33}, C_{34}>0$, this is bounded by

$$
e^{-\beta n} \sum_{k=1}^{C_{32} n} \mathbb{E} e^{\beta N_{k}} \leq e^{-\beta n} \sum_{k=1}^{C_{32} n} e^{2 k}=e^{-\beta n} \frac{e^{2\left(C_{32} n+1\right)}-e^{2}}{e^{2}-1} \leq C_{33} e^{-C_{34} n},
$$

if $C_{32}$ is small enough. Combining this with (5.7),

$$
\begin{aligned}
\mathbb{P}\left(A_{n}^{\prime}\right) & \leq C_{33} e^{-C_{34} n}+e^{-C_{31}\left\lfloor C_{32} n\right\rfloor} \\
& +\mathbb{P}\left(\exists \text { a self-avoiding } \gamma \text { from } 0 \text { with } \# \gamma>C_{32} n \text { but } T(\gamma)<C_{27} C_{29} \# \gamma\right) .
\end{aligned}
$$

By (1.8), for small $C_{27}$, the last probability is bounded by $e^{-C_{35} n}$. Therefore $\mathbb{P}\left(A_{n}^{\prime}\right) \leq$ $e^{-C_{36} n}$.

From Lemma 5.5, we can decompose

$$
\begin{aligned}
\mathbb{P}\left(Z_{z, x} \geq n\right) & \leq \mathbb{P}\left(Z_{z, x} \geq n,\left(A_{n}^{\prime}\right)^{c}\right)+\mathbb{P}\left(A_{n}^{\prime}\right) \\
& \leq \mathbb{P}\left(Z_{z, x} \geq n,\left(A_{n}^{\prime}\right)^{c}\right)+e^{-C_{28} n}
\end{aligned}
$$

Consider some outcome in $\left(A_{n}^{\prime}\right)^{c}$ such that $Z_{z, x} \geq n>0$. For this outcome, we must have

$$
C_{26} T_{z}<Y_{z, x} \leq \frac{1}{C_{27}} T_{z}
$$

a contradiction for $C_{26}>C_{27}^{-1}$. This implies that independent of $x, z$ and $n$, there exists $C_{26}$ such that

$$
\mathbb{P}\left(Z_{z, x} \geq n\right) \leq e^{-C_{28} n}
$$

and, in particular,

$$
\sup _{x \neq 0} \sup _{z \in B_{m}} \mathbb{E} e^{\delta Z_{z, x}}<\infty \text { for } \delta=C_{28} / 2 .
$$

Now, to bound the second term of (5.6) we apply Proposition 2.6 using our bound on $Z_{z, x}$. Namely, we obtain for some $C_{37}$

$$
\begin{aligned}
\mathbb{E} e^{2 \lambda F_{m}} Z_{z, x} & \leq \delta^{-1}\left[\operatorname{Ent}\left(e^{2 \lambda F_{m}}\right)+\mathbb{E} e^{2 \lambda F_{m}} \log \mathbb{E} e^{\delta Z_{z, x}}\right] \\
& \leq C_{37}\left[\operatorname{Ent}\left(e^{2 \lambda F_{m}}\right)+\mathbb{E} e^{2 \lambda F_{m}}\right],
\end{aligned}
$$

implying

$$
(5.5) \leq C_{38}\left[\operatorname{Ent}\left(e^{2 \lambda F_{m}}\right)+(1+\mathbb{E} T(0, x)) \mathbb{E} e^{2 \lambda F_{m}}\right]
$$

So we conclude that if $\lambda \leq 0$ and we assume (1.4), then for some $C_{39}$,

$$
\begin{equation*}
\sum_{k=1}^{\infty} \operatorname{Ent}\left(V_{k}^{2}\right) \leq \lambda^{2} C_{39} C_{\lambda}\left[\operatorname{Ent}\left(e^{2 \lambda F_{m}}\right)+(1+\mathbb{E} T(0, x)) \mathbb{E} e^{2 \lambda F_{m}}\right] \text { for all } x \in \mathbb{Z}^{d} \tag{5.8}
\end{equation*}
$$

## 6 Proof of Theorem 2.3

First we must complete the upper bound for $\sum_{k=1}^{\infty} \operatorname{Ent}\left(V_{k}^{2}\right)$. What we have shown so far is (Theorem 5.1) that under (1.3) with $\lambda \in\left[0, \alpha / 2\right.$ ) or (1.4) with $\lambda \leq 0$, setting $C_{\lambda}$ as in Theorem 4.1,

$$
\sum_{k=1}^{\infty} \operatorname{Ent}\left(V_{k}^{2}\right) \leq \lambda^{2} C_{22} C_{\lambda}\left[\operatorname{Ent}\left(e^{2 \lambda F_{m}}\right)+\left(1+\mathbb{E} F_{m}\right) \mathbb{E} e^{2 \lambda F_{m}}\right] \text { for all } x \in \mathbb{Z}^{d}
$$

This is close to the bound we would like, except there is an entropy term on the right. To bound this in terms of the moment generating function, we must use some techniques from Boucheron-Lugosi-Massart, similarly to what was done in Benaïm-Rossignol (below (15) in [6, Corollary 4.3]). Because these arguments lead us a bit astray, we place them in the appendix. By Theorem A. 2 under (1.3), we can transform the upper bound into, for some $C_{40}, C_{41}>0$,

$$
\sum_{k=1}^{\infty} E n t\left(V_{k}^{2}\right) \leq \lambda^{2} C_{41} C_{\lambda}\left(\|x\|_{1}+1+\mathbb{E} F_{m}\right) \mathbb{E} e^{2 \lambda F_{m}} \text { for } x \in \mathbb{Z}^{d} \text { and } 0 \leq \lambda \leq C_{40}
$$

Using $\mathbb{E} F_{m} \leq C_{42}\|x\|_{1}$, we obtain

$$
\sum_{k=1}^{\infty} \operatorname{Ent}\left(V_{k}^{2}\right) \leq \lambda^{2} C_{43} C_{\lambda}\|x\|_{1} \mathbb{E} e^{2 \lambda F_{m}} \text { for } x \in \mathbb{Z}^{d} \text { and } 0 \leq \lambda \leq C_{40} \text { under (1.3) }
$$

On the other hand, when we assume (1.4), Theorem A. 3 gives the upper bound (with $C_{44}$ from that theorem)

$$
\sum_{k=1}^{\infty} \operatorname{Ent}\left(V_{k}^{2}\right) \leq \lambda^{2} C_{45} C_{\lambda}\left(1+\|x\|_{1}+\mathbb{E} F_{m}\right) \mathbb{E} e^{2 \lambda F_{m}} \text { for }-C_{44} / 2 \leq \lambda \leq 0
$$

which again implies

$$
\sum_{k=1}^{\infty} \operatorname{Ent}\left(V_{k}^{2}\right) \leq \lambda^{2} C_{46} C_{\lambda}\|x\|_{1} \mathbb{E} e^{2 \lambda F_{m}} \text { for }-C_{44} / 2 \leq \lambda \leq 0 \text { under (1.4) }
$$

If we further restrict the range of $\lambda$ we can bound $C_{\lambda}$ using assumptions (1.4) and (1.3) and find for some $C_{47}>0$,

$$
\begin{equation*}
\sum_{k=1}^{\infty} \operatorname{Ent}\left(V_{k}^{2}\right) \leq \lambda^{2} C_{47}\|x\|_{1} \mathbb{E} e^{2 \lambda F_{m}}, x \in \mathbb{Z}^{d} \tag{6.1}
\end{equation*}
$$

where $-C_{48} \leq \lambda \leq 0$ under (1.4) and $0 \leq \lambda \leq C_{48}$ under (1.3).
We can finally place this bound back in the Falik-Samorodnitsky inequality (2.9) along with the bound on influences from Proposition 3.3. We then obtain

$$
\begin{equation*}
\operatorname{Var} e^{\lambda F_{m}} \leq\left[\log \frac{\operatorname{Var} e^{\lambda F_{m}}}{C_{12} \lambda^{2}\|x\|_{1}^{\frac{2+\zeta(1-d)}{2}}} \mathbb{E} e^{2 \lambda F_{m}}\right]^{-1} \lambda^{2} C_{47}\|x\|_{1} \mathbb{E} e^{2 \lambda F_{m}}, x \in \mathbb{Z}^{d} \tag{6.2}
\end{equation*}
$$

Again, this holds for $-C_{49} \leq \lambda \leq 0$ under (1.4) and $0 \leq \lambda \leq C_{49}$ under (1.3). (Here we have used that $C_{49}$ can be slightly lowered to ensure that the term $\mathbb{E}\left(\left(1+e^{\lambda t_{e}}\right) t_{e}\right)^{2}$ is bounded by a constant under either assumption.)

From (6.2) we are almost done with the proof of Theorem 2.3. For any $d \geq 2$, $\frac{2+\zeta(1-d)}{2} \leq \frac{2-\zeta}{2}$, and so for every $\lambda$ either we have

$$
\begin{equation*}
\operatorname{Var} e^{\lambda F_{m}} \leq C_{12} \lambda^{2}\|x\|_{1}^{\frac{4-\zeta}{4}} \mathbb{E} e^{2 \lambda F_{m}} \tag{6.3}
\end{equation*}
$$

in which case we have inequalities (2.2) and (2.3) for $\|x\|_{1}>1$ (with a possibly different constant, and replacing $\lambda$ with $2 \lambda$ ), or the opposite inequality holds, in which case

$$
\frac{\operatorname{Var} e^{\lambda F_{m}}}{C_{12} \lambda^{2}\|x\|_{1}^{\frac{2+\zeta(1-d)}{2}} E e^{2 \lambda F_{m}}} \geq\|x\|_{1}^{\frac{\zeta}{4}} .
$$

Therefore when (6.3) fails,

$$
\operatorname{Var} e^{\lambda F_{m}} \leq \lambda^{2} C_{47} \frac{\|x\|_{1}}{\frac{\zeta}{4} \log \|x\|_{1}} \mathbb{E} e^{2 \lambda F_{m}}
$$

implying (2.2) and (2.3) again. This completes the proof of Theorem 2.3.
To recap, Lemma 2.2 shows that Theorem 2.3 suffices to prove exponential concentration for $F_{m}$ (Theorem 2.1). Last, Theorem 1.1 follows from Theorem 2.1 by the arguments in Section 2.1.

## A Preliminary entropy bounds

In this appendix, we use ideas from the entropy method and from [11] to show bounds for the entropy of $e^{\lambda F_{m}}$. At the end we explain how these give a simple proof of Talagrand's inequality.

## A. 1 Log Sobolev inequality

We will use the "symmetrized log Sobolev inequality" of Boucheron-Lugosi-Massart [5, Theorem 6.15].
Theorem A.1. Let $X$ be a random variable and let $X^{\prime}$ be an independent copy. Then for $\lambda \in \mathbb{R}$,

$$
\begin{equation*}
\text { Ent } e^{\lambda X} \leq \mathbb{E}\left[e^{\lambda X} q\left(\lambda\left(X^{\prime}-X\right)_{+}\right)\right] \tag{A.1}
\end{equation*}
$$

where $q(x)=x\left(e^{x}-1\right)$.

## A. 2 Application to $F_{m}$

## A.2.1 Positive exponential

Theorem A.2. Assuming (1.3), there exist $C_{50}, C_{51}>0$ such that

$$
\text { Ent } e^{\lambda F_{m}} \leq C_{50} \lambda^{2}\|x\|_{1} \mathbb{E} e^{\lambda F_{m}} \text { for all } x \in \mathbb{Z}^{d} \text { and } \lambda \in\left[0, C_{51}\right]
$$

Proof. By tensorization of entropy (Proposition 2.7),

$$
E n t e^{\lambda F_{m}} \leq \sum_{k=1}^{\infty} \mathbb{E} E n t_{e_{k}} e^{\lambda F_{m}}, \text { for } \lambda \in[0, \alpha / 2)
$$

Introduce $F_{m}^{(k)}$ as the variable $F_{m}$ evaluated at the configuration in which $t_{e_{k}}$ is replaced by an independent copy $t_{e_{k}}^{\prime}$. Then we can apply (A.1) conditionally:

Ent $e^{\lambda F_{m}} \leq \sum_{k=1}^{\infty} \mathbb{E E}_{e_{k}} e^{\lambda F_{m}} q\left(\lambda\left(F_{m}^{(k)}-F_{m}\right)_{+}\right) \leq \sum_{k=1}^{\infty} \mathbb{E E}_{e_{k}} e^{\lambda F_{m}} q\left(\frac{1}{\# B_{m}} \sum_{z \in B_{m}} \lambda\left(T_{z}^{(k)}-T_{z}\right)_{+}\right)$.
Convexity of $q$ on $[0, \infty)$ gives the upper bound

$$
\frac{1}{\# B_{m}} \sum_{z \in B_{m}} \sum_{k=1}^{\infty} \mathbb{E}_{e_{e_{k}}} e^{\lambda F_{m}} q\left(\lambda\left(T_{z}^{(k)}-T_{z}\right)_{+}\right)
$$

Lemma 3.1 implies that $\left(T_{z}^{(k)}-T_{z}\right)_{+} \leq t_{e_{k}}^{\prime} \mathbf{1}_{\left\{e_{k} \in G e o(z, z+x)\right\}}$ so we get the bound

$$
\frac{1}{\# B_{m}} \sum_{z \in B_{m}} \sum_{k=1}^{\infty} \mathbb{E}_{e_{e_{k}}} e^{\lambda F_{m}} q\left(\lambda t_{e_{k}}^{\prime}\right) \mathbf{1}_{\left\{e_{k} \in G e o(z, z+x)\right\}}
$$

Integrate $t_{e_{k}}^{\prime}$ first and bring the sum inside the integral for

$$
\frac{\mathbb{E} q\left(\lambda t_{e}\right)}{\# B_{m}} \sum_{z \in B_{m}} \mathbb{E}\left[e^{\lambda F_{m}} \# G e o(z, z+x)\right]
$$

Note that under (1.3), $\mathbb{E} q\left(\lambda t_{e}\right)<\infty$ for $\lambda \in[0,2 \alpha)$.
To deal with this product, use Proposition 2.6 with $X=p e^{\lambda F_{m}}$ and $Y=p^{-1} \# G e o(z, z+$ $x)$, where $p>0$ is a parameter, to obtain

$$
E n t e^{\lambda F_{m}} \leq \frac{\mathbb{E} q\left(\lambda t_{e}\right)}{\# B_{m}} \sum_{z \in B_{m}}\left[p E n t e^{\lambda F_{m}}+p \mathbb{E} e^{\lambda F_{m}} \log \mathbb{E} \exp \left(\frac{\# G e o(z, z+x)}{p}\right)\right]
$$

Note that $\frac{\mathbb{E} q\left(\lambda t_{e}\right)}{\lambda^{2}} \rightarrow \mathbb{E} t_{e}^{2}$ as $\lambda \downarrow 0$, so for some $\lambda^{\prime} \in[0, \alpha / 2)$, whenever $\lambda \in\left[0, \lambda^{\prime}\right]$,

$$
E n t e^{\lambda F_{m}} \leq \lambda^{2} \frac{2 \mathbb{E} t_{e}^{2}}{\# B_{m}} \sum_{z \in B_{m}}\left[p E n t e^{\lambda F_{m}}+p \mathbb{E} e^{\lambda F_{m}} \log \mathbb{E} \exp \left(\frac{\# G e o(z, z+x)}{p}\right)\right]
$$

By translation invariance, the expression inside the sum does not depend on $z$. So our bound is

$$
E n t e^{\lambda F_{m}} \leq 2 \lambda^{2} \mathbb{E} t_{e}^{2}\left(p E n t e^{\lambda F_{m}}+p \mathbb{E} e^{\lambda F_{m}} \log \mathbb{E} e^{\# G e o(0, x) / p}\right)
$$

Choose $p=\alpha_{1}$ from (1.12) and set $\lambda^{\prime \prime} \in\left[0, \lambda^{\prime}\right]$ such that if $\lambda \in\left[0, \lambda^{\prime \prime}\right]$ then $2 \lambda^{2} \mathbb{E} t_{e}^{2} p \leq 1 / 2$. We obtain the bound for some $A_{1}>0$,

$$
\frac{1}{2} E n t e^{\lambda F_{m}}+2 \lambda^{2} \mathbb{E} t_{e}^{2} A_{1}\|x\|_{1} \mathbb{E} e^{\lambda F_{m}}
$$

So

$$
\text { Ent } e^{\lambda F_{m}} \leq 4 \lambda^{2} \mathbb{E} t_{e}^{2} A_{1}\|x\|_{1} \mathbb{E} e^{\lambda F_{m}}
$$

## A.2.2 Negative exponential

The bound given below is similar to the one derived in [11] for $T$ instead of $F_{m}$.
Theorem A.3. Assume $\mathbb{E} t_{e}^{2}<\infty$. There exist $C_{52}, C_{44}>0$ such that

$$
\text { Ent } e^{\lambda F_{m}} \leq C_{52} \lambda^{2}\|x\|_{1} \mathbb{E} e^{\lambda F_{m}} \text { for all } x \in \mathbb{Z}^{d} \text { and } \lambda \in\left[-C_{44}, 0\right] .
$$

Proof. Again we use (A.1) with tensorization:

$$
\text { Ent } e^{\lambda F_{m}} \leq \sum_{k=1}^{\infty} \mathbb{E}_{e_{e_{k}}} e^{\lambda F_{m}} q\left(\lambda\left(F_{m}^{(k)}-F_{m}\right)_{+}\right)
$$

By the inequality $q(x) \leq x^{2}$ for $x \leq 0$ we obtain the upper bound

$$
\lambda^{2} \sum_{k=1}^{\infty} \mathbb{E}_{e_{k}} e^{\lambda F_{m}}\left(\left(F_{m}^{(k)}-F_{m}\right)_{+}\right)^{2}
$$

By convexity of $x \mapsto\left(x_{+}\right)^{2}$, this is bounded by

$$
\lambda^{2} \frac{1}{\# B_{m}} \sum_{z \in B_{m}} \sum_{k=1}^{\infty} \mathbb{E E}_{e_{k}} e^{\lambda F_{m}}\left(\left(T_{z}^{(k)}-T_{z}\right)_{+}\right)^{2}
$$

and using Lemma 3.1, by

$$
\lambda^{2} \frac{1}{\# B_{m}} \sum_{z \in B_{m}} \sum_{k=1}^{\infty} \mathbb{E E}_{e_{k}} e^{\lambda F_{m}}\left(t_{e_{k}}^{\prime} \mathbf{1}_{\left\{e_{k} \in \operatorname{Geo}(z, z+x)\right\}}\right)^{2}
$$

Note that $t_{e_{k}}^{\prime}$ is independent of $e^{\lambda F_{m}} \mathbf{1}_{\left\{e_{k} \in G e o(z, z+x)\right\}}$. So we integrate over $t_{e_{k}}^{\prime}$ first to get

$$
\begin{equation*}
\lambda^{2} \mathbb{E} t_{e}^{2} \frac{1}{\# B_{m}} \sum_{z \in B_{m}} \mathbb{E} e^{\lambda F_{m}} \# G e o(z, z+x) \tag{A.2}
\end{equation*}
$$

To complete the proof, take $a$ from Proposition 1.3 and upper bound the expectation as

$$
\begin{equation*}
(1 / a) \mathbb{E} e^{\lambda F_{m}} T_{z}+\mathbb{E} e^{\lambda F_{m}} \# G e o(z, z+x) \mathbf{1}_{\left\{a \# \operatorname{Geo}(z, z+x)>T_{z}\right\}} . \tag{A.3}
\end{equation*}
$$

The variable $e^{\lambda F_{m}}$ is decreasing as a function of the edge-weights (since $\lambda \leq 0$ ) whereas $T_{z}$ is increasing. So apply the Harris-FKG inequality to the first term for an upper bound of

$$
(1 / a) \mathbb{E} e^{\lambda F_{m}} \mathbb{E} T_{z}=(1 / a) \mathbb{E} e^{\lambda F_{m}} \mathbb{E} T(0, x)
$$

For the second term call $Y=\# G e o(z, z+x) 1_{\left\{a \# G e o(z, z+x)>T_{z}\right\}}$ and use Proposition 2.6. Taking $\delta=C_{2} / 2$ from Proposition 1.3, we have $\mathbb{E} e^{\delta Y} \leq \mathbb{E} e^{\delta Y_{x}}<C_{53}$ for some $C_{53}$ and so

$$
\mathbb{E} e^{\lambda F_{m}} Y \leq \delta^{-1} E n t e^{\lambda F_{m}}+\delta^{-1} C_{53} \mathbb{E} e^{\lambda F_{m}}
$$

Returning to (A.2), we obtain

$$
\text { Ent } e^{\lambda F_{m}} \leq \lambda^{2} \mathbb{E} t_{e}^{2}\left[(1 / a) \mathbb{E} e^{\lambda F_{m}} \mathbb{E} T(0, x)+\delta^{-1} E n t e^{\lambda F_{m}}+\delta^{-1} C_{53} \mathbb{E} e^{\lambda F_{m}}\right]
$$

Now restrict to $\lambda \leq 0$ such that $-\left(2 \mathbb{E} t_{e}^{2} \delta^{-1}\right)^{-1 / 2} \leq \lambda$ to obtain

$$
(1 / 2) E n t e^{\lambda F_{m}} \leq \lambda^{2} \mathbb{E} t_{e}^{2}\left[(1 / a) \mathbb{E} e^{\lambda F_{m}} \mathbb{E} T(0, x)+\delta^{-1} C_{53} \mathbb{E} e^{\lambda F_{m}}\right]
$$

Last, we bound $\mathbb{E} T(0, x) \leq C_{54}\|x\|_{1}$ to get

$$
E n t e^{\lambda F_{m}} \leq \lambda^{2} C_{55}\|x\|_{1} \mathbb{E} e^{\lambda F_{m}} \text { for } x \in \mathbb{Z}^{d},-\left(2 \mathbb{E} t_{e}^{2} \delta^{-1}\right)^{-1 / 2} \leq \lambda \leq 0
$$

## A. 3 Gaussian concentration for $F_{m}$

As a result of the above entropy bounds, we have the following concentration inequality for $F_{m}$.
Corollary A.4. Assuming (1.3), there exist positive $C_{56}$ and $C_{57}$ such that for all $x \in \mathbb{Z}^{d}$,

$$
\mathbb{P}\left(F_{m}-\mathbb{E} F_{m} \geq \lambda \sqrt{\|x\|_{1}}\right) \leq e^{-C_{56} \lambda^{2}} \text { for } \lambda \in\left[0, C_{57} \sqrt{\|x\|_{1}}\right]
$$

Assuming $\mathbb{E} t_{e}^{2}<\infty$, there exists $C_{58}>0$ such that for all $x \in \mathbb{Z}^{d}$,

$$
\mathbb{P}\left(F_{m}-\mathbb{E} F_{m} \leq-\lambda \sqrt{\|x\|_{1}}\right) \leq e^{-C_{58} \lambda^{2}} \text { for } \lambda \geq 0
$$

Proof. This is a standard application of the Herbst argument. An entropy bound of the type Ent $e^{\lambda X} \leq C \lambda^{2} \mathbb{E} e^{\lambda X}$ is rewritten as $\frac{\mathrm{d}}{\mathrm{d} \lambda} \frac{\log \mathbb{E} e^{\lambda(X-\mathbb{E} X)}}{\lambda} \leq C$. By integrating and using Theorems A. 2 and A.3, we obtain

$$
\text { under (1.3), } \log \mathbb{E} e^{\lambda\left(F_{m}-\mathbb{E} F_{m}\right)} \leq C_{50} \lambda^{2}\|x\|_{1} \text { for } \lambda \in\left[0, C_{51}\right]
$$

and

$$
\text { under } \mathbb{E} t_{e}^{2}<\infty, \log \mathbb{E} e^{\lambda\left(F_{m}-\mathbb{E} F_{m}\right)} \leq C_{52} \lambda^{2}\|x\|_{1} \text { for } \lambda \in\left[-C_{44}, 0\right]
$$

Markov's inequality then implies the upper tail inequality. For the lower tail inequality, Markov only gives

$$
\mathbb{P}\left(F_{m}-\mathbb{E} F_{m} \leq-\lambda \sqrt{\|x\|_{1}}\right) \leq e^{-C_{58} \lambda^{2}} \text { for } \lambda \in\left[0, C_{59} \sqrt{\|x\|_{1}}\right]
$$

However, noting that for $B=\sup _{x \neq 0} \mathbb{E} T(0, x) /\|x\|_{1}$, one has $\mathbb{P}(T(0, x)-\mathbb{E} T(0, x) \leq$ $\left.-B\|x\|_{1}\right)=0$, we can decrease $C_{58}$ to deduce the lower tail inequality for all $\lambda \geq 0$.

By bounding the error $\left|T(0, x)-F_{m}\right|$ as in Section 2.1, we obtain a simple proof of Talagrand's inequality [23, Eq. (1.15)]:
Corollary A.5. Assuming (1.3), there exist positive $C_{60}$ and $C_{61}$ such that for all $x \in \mathbb{Z}^{d}$,

$$
\mathbb{P}\left(T(0, x)-\mathbb{E} T(0, x) \geq \lambda \sqrt{\|x\|_{1}}\right) \leq e^{-C_{60} \lambda^{2}} \text { for } \lambda \in\left[0, C_{61} \sqrt{\|x\|_{1}}\right]
$$

Assuming $\mathbb{E} t_{e}^{2}<\infty$, there exists $C_{62}>0$ such that for all $x \in \mathbb{Z}^{d}$,

$$
\mathbb{P}\left(T(0, x)-\mathbb{E} T(0, x) \leq-\lambda \sqrt{\|x\|_{1}}\right) \leq e^{-C_{62} \lambda^{2}} \text { for } \lambda \geq 0
$$

## References

[1] K. S. Alexander and N. Zygouras. (2013). Subgaussian concentration and rates of convergence in directed polymers. Elect. J. Probab. 18, no. 5. MR-3024099
[2] I. Benjamini, G. Kalai and O. Schramm. (2003). First-passage percolation has sublinear distance variance, Ann. Prob. 31, 1970-1978. MR-2016607
[3] S. G. Bobkov and C. Houdré. (1999). A converse Gaussian Poincaré-type inequality for convex functions. Statist. Probab. Lett. 44, 281-290. MR-1711613
[4] S. Boucheron, G. Lugosi and P. Massart. (2003). Concentration inequalities using the entropy method. Ann. Probab. 31 1583-1614. MR-1989444
[5] S. Boucheron, G. Lugosi and P. Massart. Concentration inequalities: a non asymptotic theory of independence, Oxford University Press, 2013. MR-3185193
[6] M. Benaïm and R. Rossignol. (2008). Exponential concentration for first passage percolation through modified Poicaré inequalities. Ann. Inst. H. Poincaré Probab. Statist. 44 544-573. MR-2451057
[7] N. Blair-Stahn. First passage percolation and competition models. arXiv:1005.0649.
[8] S. Chatterjee. (2014). Superconcentration and Related Topics, Springer Monographs in Mathematics. MR-3157205
[9] L. Chayes. (1991). On the critical behavior of the first passage time in $d \geq 3$. Hel. Phys. Acta. 64, 1056-1071. MR-1149431
[10] M. Damron, J. Hanson and P. Sosoe. (2013). Sublinear variance in first-passage percolation for general distributions. To appear in Probab. Theory Relat. Fields. MR-3071391
[11] M. Damron and N. Kubota. (2013). Gaussian concentration for the lower tail in first-passage percolation under low moments. arXiv:1406.3105.
[12] D. Falik and A. Samorodnitsky. (2007). Edge-isoperimetric inequalities and influences. Combinatorics, Probability and Computing. 16 693-712. MR-2346808

## Subdiffusive concentration in FPP

[13] C. Garban and J. Steif. (2012) Noise sensitivity and Percolation. Probability and Statistical Physicsin Two and More Dimensions. Clay Mathematics Proceedings 15 49-144. MR-3025390
[14] G. Grimmett and H. Kesten. Percolation since Saint-Flour. arXiv: 1207.0373. MR-3014795
[15] L. Gross (1975) Logarithmic Sobolev Inequalities Amer. J. Math. 97 1061-1083. MR-0420249
[16] J. M. Hammersley and D. J. A. Welsh. First-passage percolation, sub additive processes, stochastic networks, and generalized renewal theory. In Proc. Internat. Res. Semin., Statist. Lab., Univ. California, Berkeley, Calif., pages 61-110. Springer-Verlag, New York, 1965. MR0198576
[17] C. D. Howard. Models of first-passage percolation. Probability on discrete structures, 125-173, Encyclopaedia Math. Sci., 110, Springer, Berlin, 2004. MR-2023652
[18] D. A. Huse and C. L. Henley. (1985). Pinning and roughening of domain walls in Ising systems due to random impurities. Phys. Rev. Lett. 54 2708-2711. MR-0789757
[19] H. Kesten. Aspects of first-passage percolation. École dété de probabilités de Saint-Flour, XIV-1984, 125-264, Lecture Notes in Math., 1180, Springer. MR-0876084
[20] H. Kesten. (1993). On the speed of convergence in first-passage percolation. Ann. Appl. Probab. 3 296-338. MR-1221154
[21] M. Ledoux. The concentration of measure phenomenon, AMS Math Surveys and Monographs, 2001. MR-1849347
[22] S. Sodin. (2013). Positive temperature versions of two theorems on first-passage percolation. arXiv: 1301.7470.
[23] M. Talagrand. (1995). Concentration of measure and isoperimetric inequalities in product spaces. Publ. Math. I.H.E.S. 81, 73-205. MR-1361756
[24] M. Talagrand. (1994). On Russo's Approximate Zero-One Law. Ann. Prob. 22, 3. 1576-1587. MR-1303654
[25] Y. Zhang. Double behavior of critical first-passage percolation. Perplexing problems in probability, 143-158, Progr. Probab., 44, Birkhäuser Boston, Boston, MA, 1999. MR-1703129

Acknowledgments. P. S. thanks IU Bloomington for accommodations and hospitality during a visit when work was done on this project, and the Center for Mathematical Sciences and Applications at Harvard for support. The authors warmly thank Raphaël Rossignol, who reviewed an earlier version of this manuscript, for detailed comments and supplying the current statement and proof of Lemma 4.4

# Electronic Journal of Probability Electronic Communications in Probability 

## Advantages of publishing in EJP-ECP

- Very high standards
- Free for authors, free for readers
- Quick publication (no backlog)


## Economical model of EJP-ECP

- Low cost, based on free software (OJS ${ }^{1}$ )
- Non profit, sponsored by $\mathrm{IMS}^{2}, \mathrm{BS}^{3}, \mathrm{PKP}^{4}$
- Purely electronic and secure (LOCKSS ${ }^{5}$ )


## Help keep the journal free and vigorous

- Donate to the IMS open access fund ${ }^{6}$ (click here to donate!)
- Submit your best articles to EJP-ECP
- Choose EJP-ECP over for-profit journals

[^1]
[^0]:    *Support: M.D.: NSF grant DMS-0901534; P.S.: NSERC postgraduate fellowship.
    ${ }^{\dagger}$ Indiana University, Bloomington, USA.
    ${ }^{\ddagger}$ Indiana University, Bloomington, USA.
    ${ }^{\S}$ CMSA, Harvard University \& Princeton University, USA.

[^1]:    ${ }^{1}$ OJS: Open Journal Systems http://pkp.sfu.ca/ojs/
    ${ }^{2}$ IMS: Institute of Mathematical Statistics http://www.imstat.org/
    ${ }^{3}$ BS: Bernoulli Society http://www.bernoulli-society.org/
    ${ }^{4}$ PK: Public Knowledge Project http://pkp.sfu.ca/
    ${ }^{5}$ LOCKSS: Lots of Copies Keep Stuff Safe http://www.lockss.org/
    ${ }^{6}$ IMS Open Access Fund: http://www.imstat.org/publications/open.htm

