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Abstract

In this paper we study one dimensional backward stochastic differential equations (BSDEs) with
random terminal time not necessarily bounded or finite when the generator F(t, Y, Z) has a
quadratic growth in Z . We provide existence and uniqueness of a bounded solution of such
BSDEs and, in the case of infinite horizon, regular dependence on parameters. The obtained
results are then applied to prove existence and uniqueness of a mild solution to elliptic partial
differential equations in Hilbert spaces. Finally we show an application to a control problem.
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1 Introduction

In this paper, we are mainly interested in finding a probabilistic representation for the solution to
the following elliptic PDE

L u(x) + F(x ,u(x),∇u(x)σ) = 0, x ∈ H, (1)

where H is a Hilbert space and L is a second order differential operator of type

Lφ(x) =
1

2
Trace(σσ∗∇2φ(x)) + 〈Ax ,∇φ(x)〉+ 〈b(x),∇φ(x)〉.

with A being the generator of a strongly continuous semigroup of bounded linear operators (etA)t≥0

in H and F being a nonlinear function.

It is by now well known that this kind of Feynman-Kac formula involves Markovian backward
stochastic differential equations (BSDEs for short in the remaining of the paper) with infinite hori-
zon, which, roughly speaking, are equations of the following type

Y x
t =

∫ ∞

t

F
�

X x
s , Y x

s , Z x
s

�
ds−

∫ ∞

t

Z x
s dWs (2)

where {X x
t }t≥0 stands for the mild solution to the SDE

dX x
t = AX x

t d t + b
�

X x
t

�
d t +σ dWt , t ≥ 0, X x

0 = x , (3)

W being a cylindrical Wiener process with values in some Hilbert space Ξ (see Section 2 for details).
With these notations, the solution u to the PDE (1) is given by

∀x ∈ H, u(x) = Y x
0 , (4)

where (Y x , Z x) is the solution to the previous BSDE. For this infinite dimensional setting, we refer
to the article [14] in which the authors deal with functions F being Lipschitz with respect to z.

One of the main objective of this study is to obtain this nonlinear Feynman-Kac formula in the case
where the function F is not Lipschitz continuous with respect to z but has a quadratic growth with
respect to this variable meaning that the PDE is quadratic with respect to the gradient of the solution.
In particular, in order to derive this formula in this setting, we will have to solve quadratic BSDEs
with infinite horizon.

BSDEs with infinite horizon are a particular class of BSDEs with random terminal time which have
been already studied in several paper. Let us recall some basic facts about these equations. Let τ be
a stopping time which is not assumed to be bounded or P–a.s. finite. We are looking for a pair of
processes (Yt , Zt)t≥0, progressively measurable, which satisfy, ∀t ≥ 0,∀T ≥ t,





Yt∧τ = YT∧τ +

∫ T∧τ

t∧τ

F(s, Ys, Zs)ds−

∫ T∧τ

t∧τ

ZsdWs

Yτ = ξ on {τ <∞}

(5)

where the terminal condition ξ is Fτ-measurable, {Ft}t≥0 being the filtration generated by W . As
mentioned before, there exists a wide literature about the problem, mainly when the generator F

has a sublinear growth with respect to z. There are two classical assumptions on the generator F in
order to solve such BSDEs, we refer to [7], [23] and [3]:
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• F is Lipschitz with respect to z: |F(t, y, z)− F(t, y, z′)| ≤ K |z − z′|;

• F is monotone in y: (y − y ′)
�

F(t, y, z)− F(t, y ′, z)
�
≤−λ|y − y ′|2.

Of course, one also needs some integrability conditions on the data namely

E

�
eρτ|ξ|2+

∫ τ

0

eρs|F(s, 0, 0)|2ds

�
<+∞

for some ρ > K2 − 2λ. Under these assumptions, the BSDE (5) has a unique solution (Y, Z) which
satisfies

E

�∫ τ

0

eρs
�
|Ys|

2+ |Zs|
2
�

ds

�
<∞.

Thus, solving BSDEs with random terminal time requires a “structural” condition on the coefficient F

which links the constant of monotonicity and the Lipschitz constant of F in z, that is ρ > K2−2λ. In
particular, if τ=+∞ and F(s, 0, 0) bounded (there is no terminal condition in this case), one needs
λ > K2/2, in order to construct a solution. Let us point out that, under this structural condition,
BSDE (5) can be solved when the process Y takes its values in Rk with k ≥ 1 and also in an infinite
dimensional framework (see e.g. [14]).

For real-valued BSDEs, in other words when the process Y takes its values in R, Briand and Hu in
[4] and, afterward Royer in [25], improve these results by removing the structural condition on the
generator F . In the real case, they require that F(t, 0, 0) is bounded and use the Girsanov transform
to prove that the equation (5) has unique solution (Y, Z) such that Y is a bounded process as soon
as λ > 0. The same arguments are handled by Hu and Tessitore in [17] in the case of a cylindrical
Wiener process. The main idea which allows to avoid this structural condition is to get rid of the
dependence of the generator F with respect to z with a Girsanov transformation. To be more precise,
the main point is to write the equation (5) in the following way

Yt∧τ = YT∧τ +

∫ T∧τ

t∧τ

�
F(s, Ys, 0) + 〈bs, Zs〉

�
ds−

∫ T∧τ

t∧τ

ZsdWs,

= YT∧τ +

∫ T∧τ

t∧τ

F(s, Ys, 0) ds−

∫ T∧τ

t∧τ

Zs dcWs, (6)

where cWt =Wt −
∫ t

0
bs ds and the process b is given by

bs =
F(s, Ys, Zs)− F(s, Ys, 0)

|Zs|
2 Zs1|Zs|>0.

When F is Lipschitz with respect to z, the process b is bounded and, for each T > 0,

Et = exp

�∫ t

0

bs dWs −
1

2

∫ t

0

|bs|
2ds

�
, 0≤ t ≤ T,

is a uniformly integrable martingale. If P stands for the probability under which W is a Wiener
process, the probability measure QT , whose density with respect to the restriction, PT , of P to FW

T

is ET , is equivalent to PT and, under QT ,
¦cWt

©
0≤t≤T

is a Wiener process. Coming back to (6) and
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working under QT , we see that the dependence of the generator with respect to z has been removed
allowing finally to get rid of the structure condition.

As mentioned before, we are interested in the case where F has a quadratic growth with respect to
z and F is strictly monotone in y without any structure condition. We will assume more precisely
that ¯̄

F(t, y, z)− F(t, y, z′)
¯̄
≤ C(1+ |z|+ |z′|)|z − z′|,

and we will apply more or less the same approach we have just presented when F is Lipschitz with
respect to z. In this quadratic setting, the process b will not be bounded in general. However, we
will still be able to prove that {Et}0≤t≤T is a uniformly integrable martingale for each T > 0. This

will result from the fact that
n∫ t

0
bs dWs

o
0≤t≤T

is a BMO-martingale. We refer to [18] for the theory

of BMO-martingales.

Let us also mention that M. Kobylanski in [19] considers also quadratic BSDEs with random terminal
time. However, she requires that the stopping time is bounded or P-a.s finite. Her method, based
on a Hopf-Cole transformation together with some sharp approximations of the generator F , do not
allow to treat the case we have in mind, precisely the case where the stopping time τ is almost
surely equal to +∞.

The results on quadratic BSDEs on infinite horizon that we will obtain in Section 3 will be exploited
to study existence and uniqueness of a mild solution (see Section 5 for the definition) to the PDE (1)
where F is a function strictly monotone with respect the second variable and with quadratic growth
in the gradient of the solution. Existence and uniqueness of a mild solution of equation (1) in infinite
dimensional spaces have been recently studied by several authors employing different techniques
(see [6], [15], [11] and [20]). Following several papers (see, for instance [5], [7], [22] for finite
dimensional situations, or [14], [17] for infinite dimensional case), we will use a probabilistic
approach based on the nonlinear Feynman-Kac formula (4).

The main technical point here will be proving the differentiability of the bounded solution of the
backward equation (2) with respect to the initial datum x of the forward equation (3). The proof is
based on an a-priori bound for suitable approximations of the equations for the gradient of Y with
respect to x and to this end we need to require that the coefficient σ in the forward equation is
constant and A+∇b is dissipative. We use arguments based on Girsanov transform that we have
previously described. We stress again that doing this way we need only the monotonicity constant
of F to be positive. The same strategy is applied by Hu and Tessitore [17] to solve the equation (1)
when the generator has sublinear growth with respect to the gradient.

The mild solutions to (1), together with their probabilistic representation formula, are particularly
suitable for applications to optimal control of infinite dimensional nonlinear stochastic systems. In
Section 6 we consider a controlled process X solution of

¨
dXs = AXsdτ+ b(Xs)ds+σr(Xs,us)ds+σdWs,
X0 = x ∈ H,

(7)

where u denotes the control process, taking values in a given closed subset U of a Banach space U .
The control problem consists of minimizing an infinite horizon cost functional of the form

J(x ,u) = E

∫ ∞

0

e−λs g(X u
s ,us) ds.
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Due to the special structure of the control term, the Hamilton-Jacobi-Bellman equation for the value
function is of the form (1), provided we set, for x ∈ H and z ∈ Ξ∗,

F(x , y, z) = inf{g(x ,u) + zr(x ,u) : u ∈ U }−λy (8)

We suppose that r is a function with values in Ξ∗ with linear growth in u and g is a given real function
with quadratic growth in u. λ is any positive number. We assume that neither U nor r is bounded.
In this way the Hamiltonian F has quadratic growth in the gradient of the solution and consequently
the associated BSDE has quadratic growth in the variable Z . Hence the results obtained on equation
(1) allow to prove that the value function of the above problem is the unique mild solution of the
corresponding Hamilton-Jacobi-Bellman equation. We adapt the same procedure used in [12] in
finite dimension to our infinite dimensional framework. We stress that the usual application of the
Girsanov technique is not allowed (since the Novikov condition is not guaranteed) and we have to
use specific arguments both to prove the fundamental relation and to solve the closed loop equation.
The substantial differences, in comparison with the cited paper, consist in the fact that we work on
infinite horizon and we are able to characterize the optimal control in terms of a feedback that
involves the gradient of that same solution to the Hamilton-Jacobi-Bellman equation. At the end
of the paper we provide a meaningful example for this control problem. We wish to mention that
application to stochastic control problem is presented here mainly to illustrate the effectiveness of
our results on nonlinear Kolmogorov equation.

Such type of control problems are studied by several authors (see [13],[12]). We underline that the
particular structure of the control problem permits that no nondegeneracy assumptions are imposed
on σ. In [13] the reader can find a model of great interest in mathematical finance, where absence
of nondegeneracy assumptions reveals to be essential.

The paper is organized as follows: the next Section is devoted to notations; in Section 3 we deal with
quadratic BSDEs with random terminal time; in Section 4 we study the forward backward system
on infinite horizon; in Section 5 we show the result about the solution to PDE. The last Section is
devoted to the application to the control problem.

Ackwoledgments. The authors would like to thank the anonymous referee for his careful reading
of this manuscript. His remarks and comments allowed to improve this paper.

2 Notations

The norm of an element x of a Banach space E will be denoted |x |E or simply |x |, if no confusion is
possible. If F is another Banach space, L(E, F) denotes the space of bounded linear operators from
E to F , endowed with the usual operator norm.

The letters Ξ, H, U will always denote Hilbert spaces. Scalar product is denoted 〈·, ·〉, with a
subscript to specify the space, if necessary. All Hilbert spaces are assumed to be real and separable.
L2(Ξ, U) is the space of Hilbert-Schmidt operators from Ξ to U , i.e.

L2(Ξ, U) =
¦

T ∈ L(Ξ, U) : |T |2 <+∞
©

, with |T |2 =
∑

n≥1
|Ten|

2
U ,

where {en}n≥1 is a orthonormal basis of U . L2(Ξ, U) is a Hilbert space, and the norm |T | defined
above makes it a separable Hilbert space. We observe that if U = R the space L2(Ξ,R) is the space
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L(Ξ,R) of bounded linear operators from Ξ to R. By the Riesz isometry the dual space Ξ∗ = L(Ξ,R)
can be identified with Ξ.

By a cylindrical Wiener process with values in a Hilbert space Ξ, defined on a probability space
(Ω,F ,P), we mean a family {Wt , t ≥ 0} of linear mappings from Ξ to L2(Ω), denoted ξ 7→ 〈ξ,Wt〉,
such that

(i) for every ξ ∈ Ξ, {〈ξ,Wt〉, t ≥ 0} is a real (continuous) Wiener process;

(ii) for every ξ1,ξ2 ∈ Ξ and t ≥ 0, E (〈ξ1,Wt〉 · 〈ξ2,Wt〉) = 〈ξ1,ξ2〉Ξ t.

{Ft}t≥0 will denote, the natural filtration of W , augmented with the family of P-null sets. The
filtration {Ft}t≥0 satisfies the usual conditions. All the concepts of measurability for stochastic
processes refer to this filtration. ByB(Λ) we mean the Borel σ-algebra of any topological space Λ.

We introduce now some classes of stochastic processes with values in a Hilbert space K which we
use in the sequel.

• Lp
�
Ω; L2(0, s; K)

�
defined for s ∈]0,+∞] and p ∈ [1,∞), denotes the space of equivalence

classes of progressively measurable processes ψ : Ω× [0, s[→ K , such that

|ψ|
p

Lp(Ω;L2(0,s;K))
= E

�∫ s

0

|ψr |
2
K dr

�p/2

<∞.

Elements of Lp(Ω; L2(0, s; K)) are identified up to modification.

• Lp(Ω; C(0, s; K)), defined for s ∈]0,+∞[ and p ∈ [1,∞[, denotes the space of progressively
measurable processes {ψr , r ∈ [0, s]} with continuous paths in K , such that the norm

|ψ|
p

Lp(Ω;C([0,s];K)) = E

�
sup

r∈[0,s]
|ψr |

p

K

�

is finite. Elements of Lp(Ω; C(0, s; K)) are identified up to indistinguishability.

• L2
loc (K) denotes the space of equivalence classes of progressively measurable processes ψ :
Ω× [0,∞)→ K such that

∀t > 0, E

�∫ t

0

|ψr |
2 dr

�
<∞.

• If ǫ is a real number, M2,ǫ(K) denotes the set of {Ft}t≥0-progressively measurable processes
{ψt}t≥0 with values in K such that

E



∫ +∞

0

e−2ǫs|ψs|
2 ds


<∞.

We also recall notations and basic facts on a class of differentiable maps acting among Banach spaces,
particularly suitable for our purposes (we refer the reader to [13] for details and properties).
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Let now X , Z , V denote Banach spaces. We say that a mapping F : X → V belongs to the class
G 1(X , V ) if it is continuous, Gâteaux differentiable on X , and its Gâteaux derivative ∇F : X →
L(X , V ) is strongly continuous.

The last requirement is equivalent to the fact that for every h ∈ X the map ∇F(·)h : X → V is contin-
uous. Note that ∇F : X → L(X , V ) is not continuous in general if L(X , V ) is endowed with the norm
operator topology; clearly, if this happens then F is Fréchet differentiable on X . It can be proved
that if F ∈ G 1(X , V ) then (x ,h) 7→ ∇F(x)h is continuous from X × X to V ; if, in addition, G is in
G 1(V, Z) then G(F) belongs to G 1(X , Z) and the chain rule holds: ∇(G(F))(x) =∇G(F(x))∇F(x).

When F depends on additional arguments, the previous definitions and properties have obvious
generalizations.

3 Quadratic BSDEs with random terminal time

In all this section, let τ be an {Ft}t≥0 stopping time where {Ft}t≥0 is the filtration generated by
the Wiener process defined in the previous section. We use also the following notation.

Definition 3.1. A couple (ξ, F) is said to be a standard quadratic parameter if:

1. the terminal condition ξ is a bounded, Fτ–measurable, real valued random variable;

2. the generator F is a function defined on Ω×[0,∞)×R×Ξ∗ with values in R, measurable with
respect to P ⊗B(R)⊗B (Ξ∗) and B(R) where P stands for the σ-algebra of progressive
sets and such that, for some constant C ≥ 0, P–a.s. and for all t ≥ 0,

(a) (y, z) 7−→ F(t, y, z) is continuous;

(b) ∀y ∈ R, ∀z ∈ Ξ∗, |F(t, y, z)| ≤ C
�

1+ |y |+ |z|2
�

.

Let us mention that these conditions are the usual ones for studying quadratic BSDEs.

Let (ξ, F) be a standard quadratic parameter. We want to construct an adapted solution (Yt , Zt)t≥0

to the BSDE
− dYt = 1t≤τ F(t, Yt , Zt) d t − Zt dWt , Yτ = ξ on {τ <∞}. (9)

Let us first recall that by a solution to the equation (9) we mean a pair of progressively measurable
processes (Yt , Zt)t≥0 with values in R×Ξ∗ such that:

1. Y is a continuous process, P–a.s., for each T > 0, t 7−→ Zt belongs to L2 ((0, T );Ξ∗) and
t 7−→ F(t, Yt , Zt) ∈ L1 ((0, T );R);

2. on the set {τ <∞}, we have, for t ≥ τ, Yt = ξ and Zt = 0;

3. for each nonnegative real T , ∀t ∈ [0, T],

Yt = YT +

∫ T

t

1s≤τF(s, Ys, Zs) ds−

∫ T

t

Zs dWs.

Remark 3.2. In the case of a deterministic and finite stopping time, this definition is the usual one
except that we define the process (Y, Z) on the whole time axis.
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Since the stopping time τ is not assumed to be bounded or P–a.s. finite we will need a further
assumption on the generator.

Assumption A1. There exist two constants, C ≥ 0 and λ > 0, such that, P–a.s., for all t ≥ 0,

(i) for all real y ,

∀z ∈ Ξ∗, ∀z′ ∈ Ξ∗,
¯̄
F(t, y, z)− F(t, y, z′)

¯̄
≤ C

�
1+ |z|+

¯̄
z′
¯̄� ¯̄

z − z′
¯̄
;

(ii) F is strictly monotone with respect to y: for all z ∈ Ξ∗,

∀y ∈ R, ∀y ′ ∈ R,
�

y − y ′
� �

F(t, y, z)− F(t, y ′, z)
�
≤−λ

¯̄
y − y ′

¯̄2
.

Theorem 3.3. Let (ξ, F) be a standard quadratic parameter such that F satisfies A1.

Then, the BSDE (9) has a unique solution (Y, Z) such that Y is a bounded process and Z belongs to

L2
loc (Ξ

∗). Moreover, Z ∈M2,ǫ (Ξ∗) for all ǫ > 0.

Before proving this result, let us state a useful lemma.

Lemma 3.4. Let 0 ≤ S < T and
�
ξ1, F1

�
,
�
ξ2, F2

�
be two standard quadratic parameters. Let, for

i = 1,2,
�

Y i , Z i
�

be a solution to the BSDE

Y i
t = ξ

i 1τ≤T +

∫ T

t

1s≤τF i(s, Y i
s , Z i

s ) ds−

∫ T

t

Z i
s dWs, (10)

such that Y i is a bounded process and Z i ∈ L2 ((0, T )×Ω).

If A1 holds for F1, ξ1 − ξ2 = 0 on the set {S < τ} and
¯̄
F1− F2

¯̄ �
s, Y 2

s , Z2
s

�
≤ ρ(s) where ρ is a

deterministic Borelian function then

∀t ∈ [0, T],
¯̄
Y 1

t − Y 2
t

¯̄
≤


ξ1− ξ2




∞

e−λ1(S−t)+ +

∫ T

t

e−λ1(s−t)ρ(s) ds,

where λ1 > 0 is the constant of monotonicity of F1.

Proof. Let us start with a simple remark. Let i ∈ {1,2}. Since (ξi, F i) is a standard quadratic
parameter, and (Y i , Z i) a solution to (10) with Y i bounded and Z i square integrable, it is by know

well known (see e.g. [2]) that the martingale
n

N i
t =
∫ t

0
Z i

s dWs

o
0≤t≤T

has the following property:

there exists a constant γi such that, for each stopping time σ ≤ T ,

E
�¯̄

N i
T − N i

σ

¯̄2 ¯̄
Fσ

�
= E

 ∫ T

σ

|Z i
s |

2 ds

¯̄
¯Fσ

!
≤ γi .

In other words (we refer to N. Kamazaki [18] for the notion of BMO–martingales), {N i
t }0≤t≤T is a

BMO–martingale.
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With this observation in hands, let us prove our lemma. Since F1 satisfies A1, F1 is strictly monotone
with respect to y . Let us denote λ1 > 0 the constant of monotonicity of F1 end let us fix t ∈ [0, T].
We set, for s ∈ [0, T],

Es = exp

�
−λ1

∫ s

0

1u≤τ1u>t du

�
= exp

�
−λ1(τ∧ s−τ∧ t)+

�
.

We have, from Itô–Tanaka formula applied to Es

¯̄
Y 1

s − Y 2
s

¯̄
,

¯̄
Y 1

t − Y 2
t

¯̄
= ET

¯̄
ξ1− ξ2

¯̄
1τ≤T −

∫ T

t

Es sgn
�

Y 1
s − Y 2

s

��
Z1

s − Z2
s

�
dWs −

∫ T

t

d Ls

+

∫ T

t

Es1s≤τ

�
λ1

¯̄
Y 1

s − Y 2
s

¯̄
+ sgn

�
Y 1

s − Y 2
s

��
F1
�

s, Y 1
s , Z1

s

�
− F2

�
s, Y 2

s , Z2
s

���
ds,

where L is the local time at 0 of the semimartingale Y 1 − Y 2 and sgn(x) = −1x≤0 + 1x>0. Now, we
use the usual decomposition

F1
�

s, Y 1
s , Z1

s

�
− F2

�
s, Y 2

s , Z2
s

�
= F1

�
s, Y 1

s , Z1
s

�
− F1

�
s, Y 2

s , Z1
s

�

+ F1
�

s, Y 2
s , Z1

s

�
− F1

�
s, Y 2

s , Z2
s

�
+
�

F1− F2
��

s, Y 2
s , Z2

s

�
.

By assumption, we have
¯̄
F1− F2

¯̄ �
s, Y 2

s , Z2
s

�
≤ ρ(s). Moreover, since F1 is λ1–monotone,

sgn
�

Y 1
s − Y 2

s

��
F1
�

s, Y 1
s , Z1

s

�
− F1

�
s, Y 2

s , Z1
s

��
≤−λ1

¯̄
Y 1

s − Y 2
s

¯̄
.

Thus we get, L being nondecreasing,

¯̄
Y 1

t − Y 2
t

¯̄
≤ ET

¯̄
ξ1− ξ2

¯̄
1τ≤T −

∫ T

t

Es sgn
�

Y 1
s − Y 2

s

��
Z1

s − Z2
s

�
dWs +

∫ T

t

Es1s≤τρ(s) ds

+

∫ T

t

Es1s≤τ sgn
�

Y 1
s − Y 2

s

��
F1
�

s, Y 2
s , Z1

s

�
− F1

�
s, Y 2

s , Z2
s

��
ds.

To go further, let us remark, for s ∈ [t, T], Es1s≤τ = e−λ1(τ∧s−τ∧t)1s≤τ ≤ e−λ1(s−t). Moreover, since
ξ1− ξ2 = 0 on the set {S < τ≤ T}, we have

ET

¯̄
ξ1− ξ2

¯̄
1τ≤T = e−λ1(T∧τ−t∧τ)+

¯̄
ξ1− ξ2

¯̄
1S<τ≤T ≤ e−λ1(S−t)+‖ξ1− ξ2‖∞,

from which we deduce the following inequality

¯̄
Y 1

t − Y 2
t

¯̄
≤ e−λ1(S−t)+‖ξ1− ξ2‖∞ +

∫ T

t

e−λ1(s−t)ρ(s) ds−

∫ T

t

Es sgn
�

Y 1
s − Y 2

s

��
Z1

s − Z2
s

�
dWs

+

∫ T

t

Es1s≤τ sgn
�

Y 1
s − Y 2

s

��
F1
�

s, Y 2
s , Z1

s

�
− F1

�
s, Y 2

s , Z2
s

��
ds.

To conclude, the proof of this lemma, le us define the process {bs}0≤s≤T with values in Ξ∗, by setting

bs = 1s≤τ

F1
�

s, Y 2
s , Z1

s

�
− F1

�
s, Y 2

s , Z2
s

�

¯̄
Z1

s − Z2
s

¯̄2
�

Z1
s − Z2

s

�
1|Z1

s −Z2
s |>0.
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We can rewrite the previous inequality in the following way

¯̄
Y 1

t − Y 2
t

¯̄
≤ e−λ1(S−t)+‖ξ1− ξ2‖∞ +

∫ T

t

e−λ1(s−t)ρ(s) ds

−

∫ T

t

Es sgn
�

Y 1
s − Y 2

s

��
Z1

s − Z2
s

�
dWs +

∫ T

t

Es sgn
�

Y 1
s − Y 2

s

�¬
bs, Z1

s − Z2
s

¶
ds.

Let us observe that, since F1 satisfies A1.1, we have |bs| ≤ C
�

1+
¯̄
Z1

s

¯̄
+
¯̄
Z2

s

¯̄�
. Since we know

that the stochastic integral (as process on [0, T]) of Z1 and Z2 are BMO–martingales we deduce

that
n∫ t

0
bs dWs

o
0≤t≤T

is also a BMO–martingale. As a byproduct, see [18, Theorem 2.3], the

exponential martingale,

Et = exp

�∫ t

0

bsdWs −
1

2

∫ t

0

|bs|
2ds

�
, 0≤ t ≤ T,

is a uniformly integrable martingale. Let us consider the probability measure QT on (Ω,FT ) whose
density with respect to P|FT

is given by ET . Then QT and P|FT
are equivalent on (Ω,FT ), and under

QT , by Girsanov theorem, the process
n
cWt =Wt −

∫ t

0
bsds

o
0≤t≤T

is a Wiener process.

To conclude, let us write the last inequality in the following way

¯̄
Y 1

t − Y 2
t

¯̄
≤ e−λ1(S−t)+‖ξ1− ξ2‖∞ +

∫ T

t

e−λ1(s−t)ρ(s) ds−

∫ T

t

Es sgn
�

Y 1
s − Y 2

s

��
Z1

s − Z2
s

�
dcWs;

taking the conditional expectation under QT with respect to Ft , we obtain the result of the lemma.

Now we can prove the main result of this section, concerning the existence and uniqueness of
solutions of BSDE (9).

Proof of Theorem 3.3.

Existence. We adopt the same strategy as in [4] and [25], with some significant modifications.

Let us denote by γ a positive constant such that

‖ξ‖∞ ≤ γ, |F(t, y, z)| ≤ γ(1+ |y |+ |z|), |F(t, y, z)− F(t, y, z′)| ≤ γ(1+ |z|+ |z′|)|z − z′|, (11)

and by λ > 0 the monotonicity constant of F .

Fore each integer n, let us denote (Y n, Zn) the unique solution to the BSDE

Y n
t = ξ1τ≤n +

∫ n

t

1s≤τF(s, Y n
s , Zn

s )ds−

∫ n

t

Zn
s dWs, 0≤ t ≤ n. (12)

We know from results of [19] (these results can be easily generalized to the case of cylindrical
Wiener process) that, (ξ, F) being a standard quadratic parameter, the BSDE (12) has a unique
bounded solution under A1. Moreover we have Y n

t = Y n
t∧τ, Zn

t 1t>τ = 0, see e.g. [25].
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We define, (Y n, Zn) on the whole time axis by setting,

∀t > n, Y n
t = Y n

n = ξ1τ≤n, Zn
t = 0.

First of all we prove, thanks to the assumption of monotonicity A1.2, that Y n is bounded by a
constant independent of n. Let us apply Lemma 3.4, with S = 0, T = n, F1 = F , F2 = 0, ξ1 = ξ and
ξ2 = 0. We get, for all t ∈ [0, n],

|Y n
t | ≤ ‖ξ‖∞ + γ

∫ n

t

e−λ(s−t) ds ≤ γ

�
1+

1

λ

�
. (13)

In all the remaining of the proof, we will denote C(γ,λ) a constant depending on γ and λ which
may change from line to line.

Moreover we can show that, for each ε > 0,

sup
n≥1
E

�∫ ∞

0

e−2εs
¯̄
Zn

s

¯̄2
ds

�
<∞. (14)

To obtain this estimate we consider the function ϕ(x) =
�

e2γx − 2γx − 1
�
/(2γ)2, where γ > 0 is

the constant defined in (11) which has the following properties: for x ≥ 0,

ϕ′(x)≥ 0, ϕ′′(x)− 2γϕ′(x) = 1.

The function ϕ(|x |) is C 2 and the estimate follows directly from the computation of the Itô differ-
ential of e−2εtϕ(|Y n

t |).

Now we study the convergence of the sequence (Y n)n≥0. By construction we have, for n< m,

Y m
t = ξ1τ≤m +

∫ m

t

1s≤τF
�

s, Y m
s , Zm

s

�
ds−

∫ m

t

Zm
s dWs, 0≤ t ≤ m,

Y n
t = ξ1τ≤n +

∫ m

t

1s≤τ
bF
�

s, Y n
s , Zn

s

�
ds−

∫ m

t

Zn
s dWs, 0≤ t ≤ m,

where bF(s, y, z) = 1s<nF(s, y, z). Let us apply Lemma 3.4 with T = m, (ξ1, F1) = (ξ, F), (ξ2, F2) =

(ξ1τ≤n, bF). We have ξ− ξ1τ≤n = ξ1τ>n, and
¯̄
F − bF

¯̄
(s, Y n

s , Zn
s ) = 1s>n

¯̄
F(s, Y n

s , Zn
s )
¯̄
= 1s>n

¯̄
F(s,ξ1τ≤n, 0)

¯̄
≤ C(γ,λ)1s>n.

Choosing S = n, we get, for t ∈ [0, m],

¯̄
Y m

t − Y n
t

¯̄
≤ C(γ,λ)

�
e−λ(n−t)+ +

∫ m

t

e−λ(s−t)1s>nds

�
≤ C(γ,λ)e−λ(n−t)+ .

Since both processes Y n and Y m are bounded by a constant depending only on γ and λ, the previous
inequality holds for all nonnegative real t, namely

∀t ≥ 0,
¯̄
Y m

t − Y n
t

¯̄
≤ C(γ,λ)e−λ(n−t)+ . (15)
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We deduce immediatly from the previous estimate that the sequence (Y n)n≥0 converges uniformly
on compacts in probability (ucp for short) since, for any a ≥ 0, we have

sup
0≤t≤a

¯̄
Y m

t − Y n
t

¯̄
≤ C(γ,λ)e−λ(n−a),

as soon as a ≤ n≤ m. Let Y be the limit of (Y n)n≥0. Since, for each n, Y n is continuous and bounded
by γ(1+ 1/λ) the same is true for Y , and sending m to infinity in (15), we get

∀t ≥ 0,
¯̄
Yt − Y n

t

¯̄
≤ C(γ,λ)e−λ(n−t)+ .

It follows that the convergence of (Y n)n≥0 to Y holds also in M2,ǫ(R) for all ǫ > 0. Indeed, it is
enough to prove this convergence for 0< ǫ < λ and in this case we have

E

�∫ ∞

0

e−2ǫs
¯̄
Yt − Y n

t

¯̄2
ds

�
≤ C(γ,λ)

∫ ∞

0

e−2ǫse−2λ(n−s)+ ds

= C(γ,λ)

�
1

2(λ− ǫ)

�
e−2ǫn − e−2λn

�
+

1

2ǫ
e−2ǫn

�
.

Let us show that the sequence (Zn)n≥0 is a Cauchy sequence in the space M2,ǫ (Ξ∗), for all ǫ > 0. Let

ǫ > 0, and m> n be two integers. Applying Ito’s formula to the process e−2ǫt
¯̄
Y m

t − Y n
t

¯̄2
we get

¯̄
Y m

0 − Y n
0

¯̄2
+

∫ m

0

e−2ǫs
¯̄
Zm

s − Zn
s

¯̄2
ds (16)

= e−2ǫm|ξ|2 1n<τ≤m −

∫ m

0

2e−2ǫs
�

Y m
s − Y n

s

��
Zm

s − Zn
s

�
dWs

+2

∫ m

0

e−2ǫs
h
ǫ
¯̄
Y m

s − Y n
s

¯̄2
+
�

Y m
s − Y n

s

�
1s≤τ

�
F(s, Y m

s , Zm
s )−

bF(s, Y n
s , Zn

s )
�i

ds.

Since Y n and Y m are bounded by C(γ,λ), we have in view of the growth assumption on F , for a
constant D depending on γ, λ and ǫ (and changing from line to line if necessary),

ǫ
¯̄
Y m

s − Y n
s

¯̄2
+
�

Y m
s − Y n

s

�
1s≤τ

�
F(s, Y m

s , Zm
s )−

bF(s, Y n
s , Zn

s )
�

≤ D
¯̄
Y m

s − Y n
s

¯̄ �
1+
¯̄
Zm

s − Zn
s

¯̄2�
.

Coming back to (16) and taking the expectation, we obtain the inequality, since Zm
s = Zn

s = 0 for
s > m and ξ is bounded by γ,

E

�∫ ∞

0

e−2ǫs
¯̄
Zm

s − Zn
s

¯̄2
ds

�
≤ γe−2ǫm + DE

�∫ ∞

0

e−2ǫs
¯̄
Y m

s − Y n
s

¯̄ �
1+
¯̄
Zm

s − Zn
s

¯̄2�
ds

�

≤ γe−2ǫm + DE

�∫ ∞

0

e−2ǫse−λ(n−s)+

�
1+
¯̄
Zm

s − Zn
s

¯̄2�
ds

�
,

where we have used (15) to get the last upper bound. We have, finally

E



∫ n/2

0

e−2ǫse−λ(n−s)+

�
1+
¯̄
Zm

s − Zn
s

¯̄2�
ds


≤ e−λn/2E



∫ n/2

0

e−2ǫs
�

1+
¯̄
Zm

s − Zn
s

¯̄2�
ds


 ,

E



∫ ∞

n/2

e−2ǫse−λ(n−s)+

�
1+
¯̄
Zm

s − Zn
s

¯̄2�
ds


≤ e−ǫn/2E



∫ ∞

n/2

e−ǫs
�

1+
¯̄
Zm

s − Zn
s

¯̄2�
ds


 ,
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from which we get the result since we have already shown that the sequence (Zn)n≥0 is bounded in
M2,ǫ (Ξ∗) for each ǫ > 0. We call Z the limit of (Zn)n≥0.

It remains to show that the process (Y, Z) satisfies the BSDE (9). We already know that Y is contin-
uous and bounded and Z belongs to M2,ǫ (Ξ∗). Let us fix 0 ≤ t ≤ T . By definition, for each n ≥ T ,
we have

Y n
t = Y n

T +

∫ T

t

1s≤τF
�

s, Y n
s , Zn

s

�
ds−

∫ T

t

Zn
s dWs. (17)

The sequence (Y n)n≥0 converges to Y ucp and is bounded by γ(1 + 1/λ) uniformly in n. Thus
sup0≤t≤T

¯̄
Y n

t − Yt

¯̄
converges to 0 in L1. Moreover, from Doob’s inequality, we get

E


 sup

0≤t≤T

¯̄
¯̄
¯

∫ t

0

�
Zn

s − Zs

�
dWs

¯̄
¯̄
¯

2

 ≤ 4e2λTE

�∫ ∞

0

e−2λs
¯̄
Zn

s − Zs

¯̄2
ds

�
→ 0.

Finally, let us notice that
∫ T

t
1s≤τF(s, Y n

s , Zn
s ) ds converges to

∫ T

t
1s≤τF(s, Ys, Zs) ds in L1. Indeed,

E



¯̄
¯̄
¯

∫ T∧τ

t∧τ

F(s, Y n
s , Zn

s )ds−

∫ T∧τ

t∧τ

F(s, Ys, Zs)ds

¯̄
¯̄
¯


 ≤ E



∫ T

0

¯̄
F(s, Y n

s , Zn
s )− F(s, Ys, Zs)

¯̄
ds


 ,

and, by the growth assumption on F , the map (Y, Z) → F(·, Y, Z) is continuous from the space
L1(Ω; L1([0, T];R))× L2(Ω; L2([0, T];Ξ∗) to L1(Ω; L1([0, T];R)), by classical result on continuity
of evaluation operators, see e.g. [1]. Hence, passing to the limit in the equation (17), we obtain
forall t and all T such that 0≤ t ≤ T

Yt = YT +

∫ T

t

1s≤τF(s, Ys, Zs) ds−

∫ T

t

Zs dWs.

So to conclude the proof, it only remains to check that, on the set {τ < +∞}, we have Yτ = ξ. Let
us fix a > 0. For each n≥ a, we have in view of (15),

¯̄
Ya − ξ1τ≤n

¯̄
=
¯̄
Ya − Y n

n

¯̄
≤
¯̄
Ya − Y n

a

¯̄
+
¯̄
Y n

a − Y n
n

¯̄
≤ C(γ,λ)e−λ(n−a) +

¯̄
Y n

a − Y n
n

¯̄
.

Let us recall that, for each t, Y n
t = Y n

t∧τ and Yt = Yt∧τ. Hence, on the event {τ ≤ a}, we have,
since n ≥ a, Y n

a = Y n
n = Y n

τ and Ya = Yτ. Thus, we deduce from the previous inequality, that
|Yτ − ξ| ≤ C(γ,λ)e−λ(n−a) on the set {τ ≤ a}. It follows that Yτ = ξ P-a.s. on the set {τ <∞}, and
the process (Y, Z) is solution for BSDE (9).

Uniqueness. Suppose that (Y 1, Z1) and (Y 2, Z2) are both solutions of the BSDE (9) such that Y 1

and Y 2 are continuous and bounded and Z1 and Z2 belong to L2
loc (Ξ

∗). It follows directly from
Lemma 3.4 that, P–a.s.,

∀t ≥ 0, Y 1
t = Y 2

t .

Applying Ito’s formula to
¯̄
Y 1

t − Y 2
t

¯̄2
, we have that dP⊗ d t–a.e. Z1

t = Z2
t .

Let us finish this section by the following remark.
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Remark 3.5. Let {(Yt , Zt)}0≤t≤T be a solution, with Y bounded and Z square integrable, to the linear
BSDE

Yt = ξ+

∫ T

t

�
ψs + as Ys + 〈bs, Zs〉

�
ds−

∫ T

t

Zs dWs, 0≤ t ≤ T,

where the processesψ, a and b are progressively measurable with values in R, R and Ξ∗ respectively.

Let us assume that ξ is bounded, for some γ ≥ 0, |ψs| ≤ γ and as ≤ −λ for λ > 0. Then, arguing as
in the proof of Lemma 3.4, when

Et = exp

�∫ t

0

bsdWs −
1

2
|bs|

2 ds

�
, 0≤ t ≤ T,

is a uniformly integrable martingale, we have, P–a.s.,

∀t ∈ [0, T], |Yt | ≤
�
‖ξ‖∞ +

γ

λ

�
e−λ(T−t).

4 The forward-backward system on infinite horizon

In this Section we use the previous result to study a forward-backward system on infinite horizon,
when the backward equation has quadratic generator.

We consider the Itô stochastic equation for an unknown process {Xs, s ≥ 0} with values in a Hilbert
space H:

Xs = esAx +

∫ s

0

e(s−r)Ab(X r)dr +

∫ s

0

e(s−r)AσdWr , s ≥ 0. (18)

Our assumptions will be the following:

Assumption A2. (i) The operator A is the generator of a strongly continuous semigroup etA, t ≥ 0,
in a Hilbert space H. We denote by m and a two constants such that |etA| ≤ meat for t ≥ 0.

(ii) b : H → H satisfies, for some constant L > 0,

|b(x)− b(y)| ≤ L|x − y |, x , y ∈ H.

(iii) σ belongs to L(Ξ, H) such that e tAσ ∈ L2(Ξ, H) for every t > 0, and

|etAσ|L2(Ξ,H) ≤ Lt−γeat ,

for some constants L > 0 and γ ∈ [0,1/2).

(iv) b(·) ∈ G 1(H, H).

(v) Operators A+ bx(x) are dissipative: 〈Ay, y〉+ 〈bx(x)y, y〉 ≤ 0 for all x ∈ H and y ∈ D(A).

Remark 4.1. This kind of requests is usual if we wish to study the problem of the regular dependence
on the data in a forward-backward system in the degenerate case on infinite horizon (compare with
[17]).

We note that the assumptions (i)-(iii) are the classical assumptions to prove existence and unique-
ness of the solution of equation (18) (see [9], Theorem 5.3.1, for the theory and §11.2, or [13],[14]
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for some typical examples). In general the coefficient σ depends on the process X . We need that σ
is constant and moreover we have to assume assumption (v) to obtain the following estimate

P-a.s. |∇x X x
t h| ≤ K |h|, ∀t > 0.

We stress that the previous inequality is crucial in order to show the regular dependence with respect
to x of the process Y in the forward-backward system (Theorem 4.6 below). Assumption (iv) is
clearly natural to have differentiable dependence on x .

We start by recalling a well known result on solvability of equation (18) on a bounded interval, see
e.g. [13].

Proposition 4.2. Under the assumption A2, for every p ∈ [2,∞) and T > 0 there exists a unique

process X x ∈ Lp(Ω; C(0, T ; H)) solution of (18). Moreover, for all fixed T > 0, the map x → X x is

continuous from H to Lp(Ω; C(0, T ; H)) and

E

�
sup

r∈[0,T]
|X x

r |
p

�
≤ C(1+ |x |)p,

for some constant C depending only on p,γ, T, L, a and m.

We need to state a regularity result on the process X . The proof of the following lemma can be
found in [17]. In the sequel X x denotes the unique mild solution to (18) starting from X0 = x .

Lemma 4.3. Under the assumption A2, the map x → X x is Gâteaux differentiable and belongs to

G (H, Lp(Ω, C(0, T ; H)). Moreover denoting by ∇x X x the partial Gâteaux derivative, then for every

direction h ∈ H, the directional derivative process ∇x X xh, t ∈ R, solves, P− a.s., the equation

∇x X x
t h= etAh+

∫ t

0

esA∇x b(X x
s )∇x X x

s h ds, t ∈ R+.

Finally, P-a.s., |∇x X x
t h| ≤ K |h|, for all t > 0.

The associated BSDE is:

Y x
t = Y x

T +

∫ T

t

F(X x
s , Y x

s , Z x
s )ds−

∫ T

t

Z x
s dWs, 0≤ t ≤ T <∞. (19)

Here Y is real valued and Z takes values in Ξ∗, F : H ×R×Ξ∗→ R is a given measurable function.
The notation Y x and Z x stress the dependence of the processes Y and Z solution to the backward
equation by the starting point x in the forward equation.

We assume the following on F :

Assumption A3. There exist C ≥ 0 and α ∈ (0,1) such that

1. |F(x , y, z)| ≤ C
�

1+ |y |+ |z|2
�

;

2. F(·, ·, ·) is G 1,1,1(H ×R×Ξ∗;R) ;
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3.
¯̄
∇x F(x , y, z)

¯̄
≤ C;

4.
¯̄
∇z F(x , y, z)

¯̄
≤ C (1+ |z|);

5.
¯̄
∇y F(x , y, z)

¯̄
≤ C (1+ |z|)2α;

6. F is monotone in y with constant of monotonicity λ > 0 in the following sense:

∀x ∈ H, y, y ′ ∈ R, z ∈ Ξ∗, (y − y ′)(F(x , y, z)− F(x , y ′, z))≤−λ|y − y ′|2.

Remark 4.4. In comparison with the assumptions of the previous section, we add mainly the dif-
ferentiability of F A3.2. We use again an approximation procedure in order to prove the regular
dependence on the parameter x of the solution to the BSDE (19). Hence to use known results on
differentiability for BSDEs with quadratic generator on finite time interval (see [2]) we need A3.5.
Finally we use A3.3 to obtain a uniform estimate on ∇x Y x

0 (see Theorem 4.6 below).

Applying Theorem 3.3, we obtain:

Proposition 4.5. Let us suppose that Assumptions A2 and A3 hold. Then we have:

(i) For any x ∈ H, there exists a solution (Y x , Z x) to the BSDE (19) such that Y x is a continuous

process bounded by C/λ, and Z ∈M2,ǫ (Ξ∗) for each ǫ > 0. The solution is unique in the class of

processes (Y, Z) such that Y is continuous and bounded, and Z belongs to L2
loc (Ξ

∗).

(ii) For all T > 0 and p ≥ 1, the map x → (Y x
¯̄
[0,T], Z x

¯̄
[0,T]) is continuous from H to the space

Lp(Ω; C(0, T ;R))× Lp(Ω; L2(0, T ;Ξ∗)).

Proof. Statement (i) is an immediate consequences of Theorem 3.3. Let us prove (ii). Denoting by
(Y n,x , Zn,x) the unique solution of the following BSDE (with finite horizon):

Y
n,x
t =

∫ n

t

F(X x
s , Y n,x

s , Zn,x
s )ds−

∫ n

t

Zn,x
s dWs, (20)

then, from Theorem 3.3 again, |Y n,x
t | ≤

C

λ
and the following convergence rate holds:

|Y n,x
t − Y x

t | ≤
C

λ
exp{−λ(n− t)}.

Now, if x ′i → x as i→ +∞ then

|Y
x ′

i

T − Y x
T | ≤ |Y

x ′
i

T − Y
n,x ′

i

T |+ |Y
n,x
T − Y x

T |+ |Y
n,x ′

i

T − Y
n,x
T |

≤ 2
C

λ
exp{−λ(n− T )}+ |Y

n,x ′
i

T − Y
n,x
T |.

Moreover for fixed n, as i →∞, Y
n,x ′

i

T → Y
n,x
T in Lp(Ω,FT ,P;R) for all p > 1, by Proposition 4.2 in

[2] Thus Y
x ′

i

T → Y x
T in Lp(Ω,FT ,P;R).

Now we can notice that (Y x
¯̄
[0,T], Z x

¯̄
[0,T]) is the unique solution of the following BSDE (with finite

horizon):

Y x
t = Y x

T +

∫ T

t

F(X x
s , Y x

s , Z x
s )ds−

∫ T

t

Z x
s dWs,
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and the same holds for (Y x ′
i

¯̄
[0,T], Z x ′

i

¯̄
[0,T]). By similar argument as in [2] we have

E

�
sup

t∈[0,T]
|Y x

t − Y
x ′

i

t |
p

�1∧1/p

+E



 ∫ T

0

|Z x
s − Z

x ′
i

s |ds

!p/2



1∧1/p

≤ CE

�¯̄
¯Y x

T − Y
x ′

i

T

¯̄
¯
p+1
� 1

p+1

+E



 ∫ T

0

¯̄
¯F(s, X x

s , Y x
s , Z x

s )− F(s, X
x ′

i
s , Y

x ′
i

s , Z
x ′

i
s )

¯̄
¯ ds

!p+1



1
p+1

and we can conclude that (Y x ′
i

¯̄
[0,T], Z x ′

i

¯̄
[0,T]) −→ (Y x

¯̄
[0,T], Z x

¯̄
[0,T]) in Lp(Ω; C(0, T ;R)) ×

Lp(Ω; L2(0, T ;Ξ∗)).

We need to study the regularity of Y x . More precisely, we would like to show that Y x
0 belongs to

G 1(H,R).

We are now in position to prove the main result of this section.

Theorem 4.6. Let A2 and A3 hold. The map x → Y x
0 belongs to G 1(H,R). Moreover |Y x

0 |+ |∇x Y x
0 | ≤

c, for a suitable constant c.

Proof. Fix n ≥ 1, let us consider the solution (Y n,x , Zn,x) of (20). Then, see [2], Proposi-
tion 4.2, the map x → (Y n,x(·), Zn,x(·)) is Gâteaux differentiable from H to Lp(Ω, C(0, T ;R)) ×
Lp(Ω; L2(0, T ;Ξ∗)), ∀p ∈ (1,∞). Denoting by (∇x Y n,xh,∇x Zn,xh) the partial Gâteaux derivatives
with respect to x in the direction h ∈ H, the processes {∇x Y

n,x
t h,∇x Z

n,x
t h, t ∈ [0, n]} solves the

equation, P− a.s.,

∇x Y
n,x
t h =

∫ n

t

∇x F(X x
s , Y n,x

s , Zn,x
s )∇x X n,x

s h ds

+

∫ n

t

∇y F(X x
s , Y n,x

s , Zn,x
s )∇x Y n,x

s h ds (21)

+

∫ n

t

∇z F(X x
s , Y n,x

s , Zn,x
s )∇x Zn,x

s h ds−

∫ n

t

∇x Zn,x
s h dWs.

We note that we can write the generator of the previous equation as

φn
s (u, v) =ψn

s + an
s u+ < bn

s , v >

where ψ and a are real processes defined respectively by

ψn
s =∇x F(X x

s , Y n,x
s , Zn,x

s )∇x X n,x
s h, an

s =∇y F(X x
s , Y n,x

s , Zn,x
s )

and bn is given by
bn

s =∇z F(X x
s , Y n,x

s , Zn,x
s ).
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bn belongs to the space L(Ξ∗,R) and by Riesz isometry can be identified with an element of Ξ∗. By
Assumption A3 and Lemma 4.3, we have that for all x ,h ∈ H the following holds P-a.s. for all n ∈ N
and all s ∈ [0, n]:

|ψn
s |=

¯̄
¯∇x F(X x

s , Y n,x
s , Zn,x

s )∇x X x
s h

¯̄
¯≤ C |h|,

an
s =∇y F(X x

s , Y n,x
s , Zn,x

s )≤−λ≤ 0, |bn
s |=

¯̄
¯∇z F(X x

s , Y n,x
s , Zn,x

s )

¯̄
¯≤ C(1+ |Zn,x

s |).

As mentionned before,
∫ ·

0
Zn,x

s dWs is a BMO–martingale. Hence,

Et = exp

�∫ t

0

bsdWs −
1

2

∫ t

0

|bs|
2ds

�
, 0≤ t ≤ n,

∫ ·
0

bn
s dWs is also a is a uniformly integrable martingale. By Remark 3.5, we obtain

sup
t∈[0,n]

|∇x Y
n,x
t | ≤ C |h|, P− a.s.

We recall that (see (14))

sup
n≥1
E(

∫ ∞

0

e−εs|Zn,x
s |

2ds)<∞. (22)

Hence, applying Itô’s formula to e−2λt |∇x Y
n,x
t h|2 and arguing as in the proof of Theorem 3.3, thanks

to the (22), we get:

E

∫ ∞

0

e−2λt(|∇x Y
n,x
t h|2+ |∇x Z

n,x
t h|2)d t ≤ C1|h|

2.

Fix x ,h ∈ H, there exists a subsequence of {(∇x Y n,xh,∇x Zn,xh,∇x Y
n,x

0 h) : n ∈ N} which we still
denote by itself, such that (∇x Y n,xh,∇x Zn,xh) converges weakly to (U1(x ,h), V 1(x ,h)) in M2,λ(Ξ∗)

and ∇x Y
n,x

0 h converges to ξ(x ,h) ∈ R.

Now we write the equation (21) as follows: t ∈ [0, n]

∇x Y
n,x
t h = ∇x Y

n,x
0 h−

∫ t

0

∇x F(X x
s , Y n,x

s , Zn,x
s )∇x X x

s hds

−

∫ t

0

∇y F(X x
s , Y n,x

s , Zn,x
s )∇x Y n,x

s hds (23)

−

∫ t

0

∇z F(X x
s , Y n,x

s , Zn,x
s )∇x Zn,x

s hds+

∫ t

0

∇x Zn,x
s hdWs

and we define an other process U2
t (x ,h) by

U2
t (x ,h) = ξ(x ,h)−

∫ t

0

∇x F(X x
s , Y x

s , Z x
s )∇x X x

s hds

−

∫ t

0

∇y F(X x
s , Y x

s , Z x
s )U

1
s (x ,h)ds (24)

−

∫ t

0

∇z F(X x
s , Y x

s , Z x
s )V

1
s (x ,h)ds+

∫ t

0

V 1
s (x ,h)dWs,
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where (Y x , Z x) is the unique bounded solution to the backward equation (19), see Proposition 4.5.
Passing to the limit in the equation (23) it is easy to show that∇x Y

n,x
t h converges to U2

t (x ,h)weakly
in L1(Ω) for all t > 0.

Thus U2
t (x ,h) = U1

t (x ,h), P-a.s. for a.e. t ∈ R+ and |U2
t (x ,h)| ≤ C |h|.

Now consider the following equation on infinite horizon

Ut(x ,h) = U0(x ,h)−

∫ t

0

∇x F(X x
s , Y x

s , Z x
s )∇x X x

s hds

−

∫ t

0

∇y F(X x
s , Y x

s , Z x
s )Us(x ,h)ds (25)

−

∫ t

0

∇z F(X x
s , Y x

s , Z x
s )Vs(x ,h)ds+

∫ t

0

Vs(x ,h)dWs.

We claim that this equation has a solution.

For each n ∈ N consider the finite horizon BSDE (with final condition equal to zero):

Un
t (x ,h) =

∫ n

t

∇x F(X x
s , Y x

s , Z x
s )∇x X x

s hds

+

∫ n

t

∇y F(X x
s , Y x

s , Z x
s )U

n
s (x ,h)ds

+

∫ n

t

∇z F(X x
s , Y x

s , Z x
s )V

n
s (x ,h)ds−

∫ n

t

V n
s (x ,h)dWs,

By the result in [2] we know that this equation has a unique solution (Un(·, x ,h), Vn(·, x ,h)) ∈
Lp(Ω; C(0, n;R))× Lp(Ω; L2(0, n;Ξ∗)). The generator of this equation can be rewritten as

φt(u, v) =ψt + atu+ bt v

where ψt = ∇x F(X x
t , Y x

t , Z x
t )∇x X x

t and |ψt | ≤ C |h|, at = ∇y F(X s, Y s, Z s) ≤ −λ, bt =

∇z F(X s, Y s, Z s) and |bt | ≤ C(1 + |Z x
t |). On the interval [0, n] the process

∫ ·
0

Z x
s dWs is a BMO-

martingale. Hence, from Remark 3.5 it follows that P-a.s. ∀n ∈ N, ∀t ∈ [0, n] |Un
t | ≤

C

λ
|h| and as in

the proof of existence in the Theorem 3.3, we can conclude that

1. for each t ≥ 0 Un
t (x ,h) is a Cauchy sequence in L∞(Ω) which converges to a process U and

P-a.s., ∀t ∈ [0, n]

|Un
t (x ,h)− Ut(x ,h)| ≤

C

λ
|h|e−λ(n−t); (26)

2. V n
· (x ,h) is a Cauchy sequence in L2

loc (Ξ
∗);

3. The limit processes (U·(x ,h), V·(x ,h) satisfy the BSDE (25).

Moreover still from Remark 3.5 we get that the solution is unique.

Coming back to equation (24), we have that (U2(x ,h), V 1(x ,h)) is solution in R+ of the equation
(25).
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In particular we notice that U0(x ,h) = ξ(x ,h) is the limit of ∇x Y
n,x

0 h (along the chosen subse-
quence). The uniqueness of the solution to (25) implies that in reality U0(x ,h) = limn→∞∇x Y

n,x
0 h

along the original sequence.

Now let x i → x .

|U0(x ,h)− U0(x i ,h)| ≤ |U0(x ,h)− Un
0 (x ,h)|+ |Un

0 (x ,h)− Un
0 (x i ,h)|+ (27)

+|Un
0 (x i ,h)− U0(x i ,h)| ≤

2C

λ
e−λn|h|+ |Un

0 (x ,h)− Un
0 (x i ,h)|,

where we have used the inequality (26). We now notice that ∇x F , ∇y F , ∇z F are, by assumptions,
continuous and |∇x F | ≤ C , |∇y F | ≤ C(1 + |Z |)2α, |∇z F | ≤ C(1 + |Z |) . Moreover the following
statements on continuous dependence on x hold:

maps x → X x , x →∇x X xh are continuous from H → L
p

P (Ω; C(0, T ; H)) (see [13] Proposition 3.3);

the map x → Y x
¯̄
[0,T] is continuous from H to L

p

P (Ω; C(0, T ;R)) (see Proposition 4.5 here);

the map x → Z x
¯̄
[0,T] is continuous from H to L

p

P (Ω; L2(0, T ;Ξ)) (see Proposition 4.5 here ).

We can therefore apply to (26) the continuity result of [13] Proposition 4.3 to obtain in particular
that Un

0 (x i ,h)→ Un
0 (x ,h) for all fixed n as i →∞. And by (27) we can conclude that U0(x i,h)→

U0(x ,h) as i→∞.

Summarizing U0(x ,h) = limn→∞∇x Y
n,x

0 h exists, moreover it is clearly linear in h and verifies
|U0(x ,h)| ≤ C |h|, finally it is continuous in x for every h fixed.

Finally, for t > 0,

lim
tց0

1

t
[Y x+th

0 − Y x
0 ] = lim

tց0

1

t
lim

n→+∞
[Y

n,x+th
0 − Y

n,x
0 ] = lim

tց0
lim

n→+∞

∫ 1

0

∇x Y
n,x+θ th

0 hdθ

= lim
tց0

∫ 1

0

U0(x + θ th,h)dθ = U0(x ,h)

and the claim is proved.

5 Mild Solution of the elliptic PDE

Now we can proceed as in [14]. Let us consider the forward equation

X x
s = esAx +

∫ s

0

e(s−r)Ab(X x
r )dr +

∫ s

0

e(s−r)AσdWr , s ≥ 0. (28)

Assuming that Assumption A2 holds, we define in the usual way the transition semigroup (Pt)t≥0,
associated to the process X :

Pt[φ](x) = E φ(X
x
t ), x ∈ H,

for every bounded measurable function φ : H → R. Formally, the generatorL of (Pt) is the operator

Lφ(x) =
1

2
Trace

�
σσ∗∇2φ(x)

�
+ 〈Ax + b(x),∇φ(x)〉.
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In this section we address solvability of the non linear stationary Kolmogorov equation:

L v(x) + F(x , v(x),∇v(x)σ) = 0, x ∈ H, (29)

when the coefficient F verifies Assumption A3. Note that, for x ∈ H, ∇v(x) belongs to H∗, so that
∇v(x)σ is in Ξ∗.

Definition 5.1. We say that a function v : H → R is a mild solution of the non linear stationary
Kolmogorov equation (29) if the following conditions hold:

(i) v ∈ G 1(H,R) and ∃C > 0 such that |v(x)| ≤ C , |∇x v(x)h| ≤ C |h|, for all x ,h ∈ H;

(ii) the following equality holds, for every x ∈ H and T ≥ 0:

v(x) = e−λT PT [v](x) +

∫ T

0

e−λt Pt

h
F
�
·, v(·),∇v(·)σ

�
+λv(·)

i
(x) d t. (30)

where λ is the monotonicity constant in Assumption A3.

Together with equation (28) we also consider the backward equation

Y x
t = Y x

T +

∫ T

t

F(X x
s , Y x

s , Z x
s )ds−

∫ T

t

Z x
s dWs, 0≤ t ≤ T <∞, (31)

where F : H ×R×Ξ∗ → R is the same occurring in the nonlinear stationary Kolmogorov equation.
Under the Assumptions A2, A3, Propositions 4.2-4.5 give a unique solution {X x

t , Y x
t , Z x

t }, for t ≥ 0,
of the forward-backward system (28)-(31). We can now state the following

Theorem 5.2. Let Assumption A2 and hold.

Then equation (29) has a unique mild solution given by the formula

v(x) = Y x
0 .

where {X x
t , Y x

t , Z x
t , t ≥ 0} is the solution of the forward-backward system (28)-(31). Moreover the

following holds:

Y x
t = v(X x

t ), Z x
t =∇v(X x

t )σ.

Proof. Let us recall that for s ≥ 0, Y x
s is measurable with respect to F[0,s] and Fs; it follows that Y x

0
is deterministic (see also [8]). Moreover, as a byproduct of Proposition 4.6, the function v defined
by the formula v(x) = Y x

0 has the regularity properties stated in Definition 5.1. The proof of the
equality (30) and of the uniqueness of the solution is identical to the proof of Theorem 6.1 in [14].

6 Application to optimal control

We wish to apply the above results to perform the synthesis of the optimal control for a general
nonlinear control system on an infinite time horizon. To be able to use non-smooth feedbacks we
settle the problem in the framework of weak control problems. Again we follow [14] with slight
modifications. We report the argument for reader’s convenience.

As above by H, Ξ we denote separable real Hilbert spaces and by U we denote a Banach space.

For fixed x0 ∈ H an admissible control system (a.c.s) is given by (Ω,F , (Ft)t≥0,P, {Wt , t ≥ 0},u)
where
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• (Ω,F ,P) is a complete probability space and (Ft)t≥0 is a filtration on it satisfying the usual
conditions.

• {Wt : t ≥ 0} is a Ξ-valued cylindrical Wiener process relatively to the filtration (Ft)t≥0 and
the probability P.

• u : Ω× [0,∞[→ U is a predictable process (relatively to (Ft)t≥0) that satisfies the constraint:
ut ∈ U , P-a.s. for a.e. t ≥ 0, where U is a fixed closed subset of U .

To each a.c.s. we associate the mild solution X ∈ L
p

P (Ω; C(0, T ; H)) (for arbitrary T > 0 and
arbitrary p ≥ 1) of the state equation:

¨
dX x

s =
�

AX x
s + b(X x

s ) +σr(X x
s ,us)

�
ds+σ dWs, s ≥ 0,

X0 = x ∈ H,
(32)

and the cost:

J(x ,u) = E

∫ +∞

0

e−λt g(X x
t ,ut) d t, (33)

where g : H × U → R. Our purpose is to minimize the functional J over all a.c.s. Notice the
occurrence of the operator σ in the control term: this special structure of the state equation is
imposed by our techniques.

We work under the following assumptions.

Assumption A4. 1. The process W is a Wiener process in Ξ, defined on a complete probability
space (Ω,F ,P) with respect to a filtration (Ft) satisfying the usual conditions.

2. A, b and σ verify Assumption A2.

3. The set U is a nonempty closed subset of U .

4. The functions r : H × U → Ξ, g : H × U → R are Borel measurable and for all x ∈ H, r(x , ·)
and g(x , ·) are continuous functions from U to Ξ and from U to R, respectively.

5. There exists a constant C ≥ 0 such that for every x , x ′ ∈ H , u ∈ K it holds that

|r(x ,u)− r(x ′,u)| ≤ C(1+ |u|)|x − x ′|,

|r(x ,u)| ≤ C(1+ |u|), (34)

0≤ g(x ,u)≤ C(1+ |u|2), (35)

6. There exist R> 0 and c > 0 such that for every x ∈ H u ∈ U satisfying |u| ≥ R,

g(x ,u)≥ c|u|2. (36)

We will say that an (Ft)-adapted stochastic process {ut , t ≥ 0} with values in U is an admissible
control if it satisfies

E

∫ ∞

0

e−λt |ut |
2d t <∞. (37)

This square summability requirement is justified by (36): a control process which is not square
summable would have infinite cost. Moreover it follows by (35) that the cost functional is well
defined and J(x ,u)<∞ for all x ∈ H and all a.c.s.
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Remark 6.1. We set the optimal control problem for a general nonlinear control system on an infinite
time horizon in such way to use the previous results on forward-backward system and elliptic partial
differential equations. In particular the assumptions A4.4 and A4.5 are needed to have the Hamilto-
nian corresponding to the control problem with quadratic growth in the gradient and consequently
the associated BSDEs with quadratic growth in the z variable.

Now we state that for every admissible control the solution to (32) exists.

Proposition 6.2. Let u be an admissible control. Then there exists a unique, continuous, (Ft)-adapted

process X satisfying E supt∈[0,T] |X t |
2 <∞, and P-a.s., t ∈ [0, T]

X x
t = etAx +

∫ t

0

e(t−s)Ab(X x
s )ds+

∫ t

0

e(t−s)AσdWs +

∫ t

0

e(t−s)Aσr(X x
s ,us)ds.

Proof. The proof is an immediate extension to the infinite dimensional case of the Proposition 2.3
in [12].

By the previous Proposition and the arbitrariness of T in its statement, the solution is defined for
every t ≥ 0. We define in a classical way the Hamiltonian function relative to the above problem:
for all x ∈ H, y ∈ R, z ∈ Ξ∗,

F(x , y, z) = inf{g(x ,u) + zr(x ,u) : u ∈ U }−λy (38)

Γ(x , y, z) = {u ∈ U : g(x ,u) + zr(x ,u)−λy = F(x , y, z)}. (39)

Γ(x , y, z) is the set of minimizers in (38).

The proof of the following Lemma can be found in [12] Lemma 3.1.

Lemma 6.3. The map F is a Borel measurable function from H × Ξ∗ to R. There exists a constant

C > 0 such that

− C(1+ |z|2)−λy ≤ F(x , y, z) ≤ g(x ,u) + C |z|(1+ |u|)−λy ∀u ∈ U . (40)

We require moreover that

Assumption A5. F satisfies assumption A3 2-3-4.

Example 6.4. Let consider the following situation: H = Ξ = U = U = L2(0,1), and r(x ,u) = u,
g(x ,u) = q(x) + |u|2/2, where q : H → R such that 0 ≤ q(x) ≤ C , q ∈ G 1(H,R) with |∇xq(x)h| ≤
C |h|. Then we have

F(x , y, z) = q(x)−
|z|2

2
−λy.

We note that F is Fréchet differentiable with respect to z and Γ(x , y, z) = −z turns out to be a
continuous function of z only.

By Theorem 5.2, the stationary Hamilton-Jacobi-Bellman equation relative to the above stated prob-
lem, namely:

L v(x) + F(x , v(x),∇v(x)σ) = 0, x ∈ H, (41)

admits a unique mild solution, in the sense of Definition 5.1.
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The fundamental relation

Proposition 6.5. Let v be the solution of (41). For every admissible control u and for the corresponding

trajectory X starting at x we have

J(x ,u) = v(x)+

E

∫ ∞

0

e−λt

�
− F(X x

t ,∇v(X x
t )σ)−λv(X x

t ) +∇x v(X x
t )σr(X x

t ,ut) + g(X x
t ,ut)

�
d t.

Proof. We introduce the sequence of stopping times

τn = inf{t ∈ [0, T] :

∫ t

0

|us|
2ds ≥ n},

with the convention that τn = T if the indicated set is empty. By (37), for P-almost every ω ∈ Ω,
there exists an integer N(ω) depending on ω such that

n≥ N(ω) =⇒ τn(ω) = T. (42)

Let us fix u0 ∈ K , and for every n, let us define

un
t = ut1t≤τn

+ u01t>τn

and consider the equation
¨

dX
n,x
t = b(X

n,x
t )d t +σ[dWt + r(X

n,x
t ,un

t )d t], 0≤ t ≤ T

X
n,x
0 = x .

(43)

Let us define

W n
t =Wt +

∫ t

0

r(X n,x
s ,un

s )ds, 0≤ t ≤ T.

From the definition of τn and from (34), it follows that

∫ T

0

|r(X n,x
s ,un

s )|
2ds ≤ C

∫ T

0

(1+ |un
s |)

2ds ≤ C

∫ τn

0

(1+ |us|)
2ds+ C ≤ C + Cn. (44)

Therefore defining

ρn = exp

 ∫ T

0

−r(X n,x
s ,un

s )dWs −
1

2

∫ T

0

|r(X n,x
s ,un

s )|
2ds

!

the Novikov condition implies that Eρn = 1. Setting dPn
T = ρndP|FT

, by the Girsanov theorem W n

is a Wiener process under Pn
T . Relatively to W n the equation (43) can be written:

¨
dX

n,x
t = b(X

n,x
t )d t +σdW n

t , 0≤ t ≤ T

X
n,x
0 = x .

(45)
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Consider now the following finite horizon Markovian forward-backward system (with respect to
probability Pn

T and to the filtration generated by {W n
r : r ∈ [0, T]}):





X n,x
r = erAx +

∫ r

0

e(r−s)Ab(X n,x
s ) ds+

∫ r

0

e(r−s)Aσ dW n
s , r ≥ 0,

Y n,x
r − v(X

n,x
T ) +

∫ T

r

Zn,x
s dW n

s =

∫ T

r

F(X n,x
s , Y n,x

s , Zn,x
s )ds, 0≤ r ≤ T,

(46)

and let (X n,x , Y n,x , Zn,x) be its unique solution. (X n,x , Y n,x , Zn,x) is predictable with respect to the
filtration generated by {W n

r : r ∈ [0, T]}, X n,x is continuous and En
T supt∈[0,T] |X

n,x
t |

2 < +∞, Y n,x

is bounded and continuous, and En
T

∫ T

0
|Zn,x

t |
2d t < +∞. Moreover, Theorem 5.2 and uniqueness of

the solution of system (46), yields that

Y
n,x
t = v(X

n,x
t ), Z

n,x
t =∇v(X

n,x
t )σ. (47)

Applying the Itô formula to the process e−λt Y
n,x
t , and restoring the original noise W we get

e−λτn Y n,x
τn
= Y

n,x
0 +

∫ τn

0

−e−λt F(X
n,x
t , Y

n,x
t , Z

n,x
t )d t+

+

∫ τn

0

−λe−λt Y
n,x
t d t +

∫ τn

0

e−λt Z
n,x
t dWt +

∫ τn

0

e−λt Z
n,x
t r(X

n,x
t ,un

t )d t. (48)

We note that for every p ∈ [1,∞) we have

ρ−p
n = exp

 
p

∫ T

0

r(X n,x
s ,un

s )dW n
s −

p2

2

∫ T

0

|r(X n,x
s ,un

s )|
2ds

!

· exp

 
p2− p

2

∫ T

0

|r(X n,x
s ,un

s )|
2ds

!
. (49)

By (44) the second exponential is bounded by a constant depending on n and p, while the first one
has Pn-expectation, equal to 1. So we conclude that Enρ

−p
n <∞. It follows that

E

 ∫ T

0

e−2λt |Zn,x
t )|

2d t

!1/2

≤ En

 ∫ T

0

ρ−2
n |Z

n,x
t |

2d t

!1/2

≤

≤ (Enρ−2
n )

1/2En

 ∫ T

0

|Zn,x
t |

2d t

!1/2

<∞,

and the stochastic integral in (48) has zero expectation. By identification in (47) we have Y n
0 = v(x)

and, for t ≤ τn, we also have un
t = ut , X

n,x
t = X x

t , Y
n,x
t = v(X

n,x
t ) = v(X x

t ) and Z
n,x
t = ∇x v(X x

t ).
Thus, taking the expectation in (48), we obtain

E[e−λτn Y n,x
τn
] = v(x)+

+E

∫ τn

0

e−λt

�
− F(X x

t , v(X x
t ),∇x v(X x

t )σ)−λv(X x
t ) +∇x v(X x

t )σr(X x
t ,ut)

�
d t (50)
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and, adding to the both sides E
∫ τn

0
e−λt g(X x

t ,ut)d t,

E

∫ τn

0

e−λt g(X x
t ,ut)d t +E[e−λτn Y n,x

τn
] = v(x)+

+E

∫ τn

0

e−λt

�
− F(X x

t , v(X x
t ),∇x v(X x

t )σ)−λv(X x
t ) +∇x v(X x

t )σr(X x
t ,ut) + g(X x

t ,ut)

�
d t. (51)

Now we let n→∞. For n ≥ N(ω) we have τn(ω) = T and e−λτn Y n,x
τn
= e−λT Y

n,x
T = e−λT v(X

n,x
T ) =

e−λT v(X x
T ). Since Y n,x is bounded, by the dominated convergence theorem it follows that

lim
n→∞
Ee−λτn Y n,x

τn
= e−λTEv(X x

T ). (52)

Moreover, by definition of F , −F(x , y, z) − λy + zr(x ,u) + g(x ,u) ≥ 0 and by (35) g(x ,u) ≥ 0.
Hence, thanks to (52) and the monotone convergence theorem, we obtain for n→∞,

E

∫ T

0

e−λt g(X x
t ,ut)d t + e−λTEv(X x

T ) = v(x)+

+E

∫ T

0

e−λt

�
− F(X x

t ,∇x v(X x
t )σ)−λv(X x

t ) +∇x v(X x
t )σr(X x

t ,ut) + g(X x
t ,ut)

�
d t. (53)

Recalling that v is bounded, letting T → ∞, we have that e−λTEv(X x
T ) → 0 and thanks to the

monotone convergence theorem we conclude that

J(x ,u) = v(x)+

E

∫ ∞

0

e−λt
�
−F(X x

t , v(X x
t ),∇v(X x

t )σ)−λv(X x
t ) +∇x v(X x

t )σr(X x
t ,ut) + g(X x

t ,ut)
�

d t.

The above equality is known as the fundamental relation and immediately implies the following

Corollary 6.6. For every admissible control u and any initial datum x, we have J(x ,u) ≥ v(x) and

that the equality holds if and only if the following feedback law holds P-a.s. for almost every t ≥ 0:

F(X x
t , v(X x

t ),∇x v(X x
t )σ) =∇x v(X x

t )σ+ g(X x
t ,ut)−λv(X x

t )

where X is the trajectory starting at x and corresponding to control u.

Existence of optimal controls: the closed loop equation.

Next we address the problem of finding a weak solution to the so-called closed loop equation (see
equation (59) below). We recall the definitions of the Hamiltonian function and of the set Γ: for all
x ∈ H, y ∈ R, z ∈ Ξ∗

F(x , y, z) = inf{g(x ,u) + zr(x ,u) : u ∈ U }−λy, (54)

Γ(x , y, z) = {u ∈ U : g(x ,u) + zr(x ,u)−λy = F(x , y, z)}. (55)

We have to require the following

1554



Assumption A6. Γ(x , y, z) is non empty for all x ∈ H and z ∈ Ξ∗.

By simple calculation (see [12] Lemma 3.1), we can prove that, if Assumption A6 holds, then

F(x , y, z) = min
u∈U ,|u|≤C(1+|z|)

[g(x ,u) + zr(x ,u)]−λy, x ∈ H, y ∈ R, z ∈ Ξ∗,

that is the infimum in (54) is attained in a ball of radius C(1+ |z|), and

F(x , y, z) < g(x ,u) + zr(x ,u)−λy if |u|> C(1+ |z|). (56)

Moreover, by the Filippov Theorem (see, e.g., [1, Thm. 8.2.10, p. 316]) there exists a measurable
selection of Γ, a Borel measurable function γ : H ×Ξ∗→U such that

F(x , y, z) = g(x ,γ(x , z)) + zr(x ,γ(x , z))−λy, x ∈ H, y ∈ R, z ∈ Ξ∗. (57)

By (56), we have
|γ(x , z)| ≤ C(1+ |z|). (58)

The closed loop equation is
¨

dX x
t = AX x

t d t + b(X x
t )d t +σ[r(X x

t ,u(X x
t ))d t + dWt] t ≥ 0

X0 = x
(59)

where u is defined by
u(x) = γ(x ,∇x v(X x

t )σ) P-a.s. for a.e t ≥ 0.

By a weak solution we mean a complete probability space (Ω,F ,P) with a filtration (Ft) satisfying
the usual conditions, a Wiener process W in Ξ with respect to P and (Ft), and a continuous (Ft)-
adapted process X with values in H satisfying, P-a.s.,

E

∫ ∞

0

e−λt |u(X x
t )|

2d t <∞

and such that (59) holds. In other word we mean an admissible control system for which the
closed-loop equation has solution.

Proposition 6.7. Assume that b,σ, g satisfy Assumption A4, F verifies Assumption A5 and Assumption

A6 holds. Then there exists a weak solution of the closed loop equation, satisfying in addition

E

∫ ∞

0

e−λt |u(X x
t )|

2d t <∞. (60)

Proof. We start by constructing a canonical version of a cylindrical Wiener process in Ξ. An explicit
construction is needed to clarify the application of an infinite-dimensional version of the Girsanov
theorem that we use below. We choose a larger Hilbert space Ξ

′
⊃ Ξ in such a way that Ξ is

continuously and densely embedded in Ξ
′

with Hilbert-Schmidt inclusion operator J . By Ω we
denote the space C([0,∞[,Ξ

′
) of continuous functions ω : [0,∞[→ Ξ

′
endowed with the usual

locally convex topology that makes Ω a Polish space, and by B its Borel σ-field. Since JJ ∗ has
finite trace on Ξ

′
, it is well known that there exists a probability P◦ on B such that the canon-

ical processes W
′

t (ω) := ω(t), t ≥ 0, is a Wiener process with continuous paths in Ξ
′

satisfying

1555



E[〈W
′

t ,ξ
′
〉
Ξ
′ 〈W

′

s ,η
′
〉
Ξ
′ ] = 〈J J ∗ξ

′
,η
′
〉
Ξ
′ (t ∧ s) for all ξ

′
,η
′
∈ Ξ

′
, t, s ≥ 0. This is called a JJ ∗-

Wiener processes in Ξ
′

in [10], to which we refer the reader for preliminary material on Wiener
processes on Hilbert spaces. Let us denote by G ◦ the P◦-completion of B and by N the family of
sets A∈ G ◦ with P◦(A) = 0. LetBt = σ{W

′

s : s ∈ [0, t]} and F ◦t = σ(Bt ,N ), t ≥ 0, where as usual
σ(·) denotes the σ-algebra in Ω generated by the indicated collection of sets or random variables.
Thus (F ◦t )t≥0 is the Brownian filtration of W

′
.

The Ξ-valued cylindrical Wiener process {Wξ
t : t ≥ 0,ξ ∈ Ξ} can now be defined as follows. For

ξ in the image of J ∗J we take η such that ξ = J ∗J η and define Wξ
s = 〈W

′

s ,J η〉
Ξ
′ . Then

we notice that E|Wξ
t |

2 = t|J η|2
Ξ
′ = t|ξ|2Ξ, which shows that the mapping ξ → Wξ

s , defined for

ξ ∈ J ∗J (Ξ) ⊂ Ξ with values in L2(Ω,F ,P◦), is an isometry for the norms of Ξ and L2(Ω,F ,P◦).
Consequently, noting that J ∗J (Ξ) is dense in Ξ, it extends to an isometry ξ→ L2(ω,F ,P◦), still
denoted ξ→Wξ

s . An appropriate modification of {Wξ
t : t ≥ 0,ξ ∈ Ξ} gives the required cylindrical

Wiener process, which we denote by W ◦. We note that the Brownian filtration of W ◦ coincides with
(F ◦t )t≥0.

Now let X ∈ L
p

loc(Ω, C(0,+∞; H)) be the mild solution of

¨
dX x

s = AX x
s dτ+ b(X x

s ) ds+σ dW ◦s s ≥ 0
X0 = x

(61)

If together with the previous forward equation we consider the backward equation

Y x
t − Y x

T +

∫ T

t

Z x
s dW ◦s =

∫ T

t

F(X x
s , Y x

s , Z x
s )ds, 0≤ t ≤ T <∞, (62)

we know that there exists a unique solution {X x
t , Y x

t , Z x
t , t ≥ 0} to the forward-backward system

(61)-(62) and by Proposition 5.2, the function

v(x) = Y x
0 .

is the solution to the nonlinear Kolmogorov equation:

L v(x) + F(x , v(x),∇v(x)σ) = 0, x ∈ H. (63)

Moreover the following holds:

Y x
t = v(X x

t ), Z x
t =∇v(X x

t )σ. (64)

We have

E◦

∫ ∞

0

e−(λ+ε)t |Z x
t |

2d t <∞. (65)

and hence, for each T > 0,

E◦

∫ T

0

|Z x
t |

2d t <∞. (66)

By (34) we have
|r(X x

t ,u(X x
t ))| ≤ C(1+ |u(X x

t )|), (67)
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and by (58),
|u(X x

t )|= |γ(X
x
t ,∇v(X x

t )σ)| ≤ C(1+ |∇v(X x
t )σ|) = C(1+ |Z x

t |). (68)

Let us define, for each T > 0,

MT = exp

 ∫ T

0

〈r(X x
s ,u(X x

s )), dW ◦s 〉Ξ −
1

2

∫ T

0

|r(X x
s ,u(X x

s )|
2
Ξ ds

!
. (69)

Now, arguing exactly as in the proof of Proposition 5.2 in [12], we can prove that E◦MT = 1, and
M is a P◦-martingale. Hence there exists a probability PT on F ◦T admitting MT as a density with
respect to P◦, and by the Girsanov Theorem we can conclude that the process {Wt , t ∈ [0, T]} given

by Wt =W ◦t −
∫ t

0
r(X x

s ,u(X x
s ))ds is a Wiener process with respect to PT and (F ◦t )t≥0. Since Ξ

′
is a

Polish space and PT+h coincide with PT on BT , T,h ≥ 0, by known results (see [24], Chapter VIII,
§1, Proposition (1.13)) there exists a probability P onB such that the restrictions onBT of PT and
that of P coincide, T ≥ 0. Let G be the P-completion of B and FT be the P-completion of BT .
Moreover, since for all T > 0, {Wt : t ∈ [0, T]} is a Ξ-valued cylindrical Wiener process under PT

and the restriction of PT and of P coincide on BT modifying {Wt : t ≥ 0} in a suitable way on a P-
null probability set we can conclude that (Ω,G , {Ft : t ≥ 0},P, {Wt : t ≥ 0},γ(X x ,∇v(X x)σ)) is an
admissible control system. The above construction immediately ensures that, if we choose such an
admissible control system, then (59) is satisfied. Indeed if we rewrite (61) in terms of {Wt : t ≥ 0}
we get ¨

dX x
s = AX x

s + b(X x
s ) dτ+σ [r(X x

s ,u(X x
s ))dτ+ dWs]

X0 = x .

It remains to prove (60). Let us introduce, for each integer n, the following stopping time

σn = inf

½
t ≥ 0 :

∫ t

0

e−2λs|Z x
s |

2ds ≥ n

¾
,

with the convention that σn = ∞ if the indicated set is empty. Of course σn ≤ σn+1 and by (65),
supn≥1σn = ∞ P

◦–a.s. Let us prove that supn≥1σn = +∞ P–a.s. For each T > 0, since MT is
P◦–integrable, the bounded dominated convergence theorem gives

P
�

supn≥1σn ≤ T
�
= lim

n→∞
P(σn ≤ T ) = lim

n→+∞
E◦
�

1σn≤T MT

�
= 0.

Hence, supn≥1σn =∞ P–a.s.

Let us fix T > 0 and n≥ 1 ; we set τ= σn ∧ T . Applying Itô’s formula to e−λt Y x
t , we get

Y x
0 = e−λτY x

τ +

∫ τ

0

e−λs
�

F(X x
s , Y x

s , Z x
s ) +λY x

s

�
ds−

∫ τ

0

e−λs Z x
s dW ◦s ,

and coming back to the definition of W ,

Y x
0 = e−λτY x

τ +

∫ τ

0

e−λs
�

F(X x
s , Y x

s , Z x
s ) +λY x

s − Zsr
�

X x
s ,u(X x

s )
��

ds−

∫ τ

0

e−λs Z x
s dWs.

By definition of u, we have

F(X x
s , Y x

s , Z x
s ) +λY x

s − Zsr
�

X x
s ,u(X x

s )
�
= g

�
X x

s ,u(X x
s )
�

,
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and hence

Y x
0 = e−λτY x

τ +

∫ τ

0

e−λs g
�

X x
s ,u(X x

s )
�
−

∫ τ

0

e−λs Z x
s dWs.

Taking the expectation with respect to P (actually with respect to PT ), we get, since Y x is a bounded
process,

E

�∫ τ

0

e−λs g
�

X x
s ,u(X x

s )
��
= Y x

0 −E
�

e−λτY x
τ

�
≤ C ,

where C is independent of n and T . Taking into account (36), we finally prove (60) by sending n

and then T to infinity.

Corollary 6.8. By Corollary 6.6 it immediately follows that if X is the solution to (59) and we set

eus = u(X x
s ), then J(x ,eu) = v(x), and consequently X x is an optimal state, eus is an optimal control,

and u is an optimal feedback.

Example 6.9. Finally we briefly show that our results can be applied to perform the synthesis of
optimal controls for infinite horizon costs when the state equation is a general semilinear heat
equation with additive noise. Namely, for t ≥ 0, ξ ∈ [0,1]





∂

∂ t
X (t,ξ) = ∂ 2

∂ ξ2 X (t,ξ) +eb(ξ, X (t,ξ)) + eσ(ξ)er(X (t,ξ),u(t,ξ)) + eσ(ξ) ∂
∂ t
W (t,ξ)

X (t, 0) = X (t, 1) = 0,
X (0,ξ) = x0(ξ)

(70)

where W is a space-time white-noise on R+ × [0,1]. Moreover we introduce the cost functional:

J(x0,u) = E

∫ ∞

0

∫ 1

0

e−λt[l(ξ, X (t,ξ)) + u2(t,ξ)] dξ d t,

that we minimize over all adapted controls u such that E
∫∞

0

∫ 1

0
e−λt |u(t,ξ)|2dξ d t <∞. To fit the

assumptions of our abstract results we will suppose that the functions eb, eσ and er are all measurable
and real-valued and moreover:

• eb is defined on [0,1]×R and

|eb(ξ,η1)−eb(ξ,η1)| ≤ L|η1−η2|,

∫ 1

0

|eb(ξ, 0)|2dξ <∞

for a suitable constant L, almost all ξ ∈ [0,1], and all η1,η2 ∈ R. Moreover for a.a. ξ ∈ [0,1],
eb(ξ, ·) ∈ C1(R) with ∇ηeb(ξ,η)≤ 0 for a.a. ξ ∈ [0,1] and all η ∈ R.

• eσ is defined on [0,1] and there exists a constant K such that |eσ(ξ)| ≤ K for a.a. ξ ∈ [0,1].

• er is defined on R×R and

|er(θ ,η)| ≤ C(1+ |η|) |er(θ1,η)− er(θ2,η)| ≤ C(1+ |η|)|θ1− θ2|,

for a suitable constant C , for all θ ,θ1,θ2 ∈ R and for all η ∈ R.
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• l is defined on [0,1] × R and 0 ≤ l(ξ,η) ≤ c1(ξ) for a.a. ξ ∈ [0,1] and all η ∈ R with
c1 ∈ L1(0,1). Moreover for a.a. ξ ∈ [0,1] the map l(ξ, ·) ∈ C1(R,R) and

¯̄
¯̄ ∂
∂ η

l(ξ,η)

¯̄
¯̄≤ c2(ξ)

wit c2 ∈ L2(0,1).

Finally we assume hat x0 ∈ L2(0,1).

To rewrite the above problem in abstract way we set H = Ξ = U = L2[0,1]. By {Wt : t ≥ 0} we
denote a cylindrical Wiener process in L2[0,1]. Moreover we define the operator A with domain
D(A) by

D(A) = H2[0,1]∩ H1
0[0,1], (Ay)(ξ) =

∂ 2

∂ ξ2 y(ξ), ∀y ∈ D(A)

where H2[0,1] and H1
0[0,1] are the usual Sobolev spaces, and we set

b(x)(ξ) = eb(ξ, x(ξ)), (σz)(ξ) = eσ(ξ)z(ξ), r(x ,u) = er(x(ξ),u(ξ))

g(x ,u) = |u|2U + q(x) =

∫ 1

0

[|u(ξ)|2+ l(ξ, x(ξ))]dξ

for all x , z,u ∈ L2[0,1] and a.a. ξ ∈ [0,1]. Under previous assumptions we know, (see [10],
§11.2.1) that A, b,σ verify Assumptions A2. Moreover noticing that

∇xq(x)h=

∫ 1

0

∂

∂ η
l(ξ, x(ξ))h(ξ)dξ

and recalling the result in Example 6.4 it can be easily verified that Assumptions A4, A5 and A6 are
satisfied.
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