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1 Introduction

The SPDEs driven by Lévy noises were intensively studied in the past several decades ([24],
[3],[25], [28], [7], [5], [22], [21], · · · ). The noises can be Wiener([11],[12]) Poisson ([5]),
α-stable types ([27],[33]) and so on. To our knowledge, many of these results in these articles are
in the frame of Hilbert space, and thus one usually needs to assume that the Lévy noises are square
integrable. This assumption rules out a family of important Lévy noises – α-stable noises. On the
other hand, the ergodicity of SPDEs has also been intensively studied recently ([12],[18], [30],
[33], [15]), most of these known results are about the SPDEs driven by Wiener type noises. There
exist few results on the ergodicity of the SPDEs driven by the jump noises ([33], [24]).

In this paper, we shall study an interacting spin system driven by white symmetric α-stable noises
(1< α≤ 2). More precisely, our system is described by the following infinite dimensional SDEs: for
each i ∈ Zd ,

(

dX i(t) = [Ji(X i(t)) + Ii(X (t))]d t + dZi(t)
X i(0) = x i

(1.1)

where X i , x i ∈ R, {Zi; i ∈ Zd} are a sequence of i.i.d. symmetric α-stable processes with 1 < α ≤ 2,
and the assumptions for the I and J are specified in Assumption 2.2. Equation (1.1) can be
considered as a SPDEs in some Banach space, we shall study the existence of the dynamics, Markov
property and the exponential mixing property. When Z(t) is Wiener noise, the equation (1.1) has
been intensively studied in modeling quantum spin systems in the 90s of last century (see e.g. [1],
[2], [12], · · · ). Besides this, we have the other two motivations to study (1.1) as follows.

The first motivation is to extend the known existence and ergodic results about the interacting
system in Chapter 17 of [24]. In that book, some interacting systems similar to (1.1) were studied
under the framework of SPDEs ([11], [12]). In order to prove the existence and ergodicity, one
needs to assume that the noises are square integrable and that the interactions are linear and
finite range. Comparing with the systems in [24], the white α-stable noises in (1.1) are not square
integrable, the interactions Ii are not linear but Lipschitz and have infinite range. Moreover, we
shall not work on Hilbert space but on some considerably large subspace B of RZ

d
, which seems

more natural (see Remark 2.1). The advantage of using this subspace is that we can split it into
compact balls (under product topology) and control some important quantities in these balls (see
Proposition 3.1 for instance). Besides the techniques in SPDEs, we shall also use those in interacting
particle systems such as finite speed of propagation of information property.

The second motivation is from the work by [35] on interacting unbounded spin systems driven by
Wiener noise. The system studied there is also similar to (1.1), but has two essential differences.
[35] studied a gradient system perturbed by Wiener noises, it is not hard to show the stochastic
systems is reversible and admits a unique invariant measure µ. Under the framework of L2(µ),
the generator of the system is self-adjoint and thus we can construct dynamics by the spectral
decomposition technique. However, the deterministic part in (1.1) is not necessarily a gradient type
and the noises are more general. This means that our system is possibly not reversible, so we have
to construct the dynamics by some other method. More precisely, we shall prove the existence of
the dynamics by studying some Galerkin approximation, and passing to its limit by the finite speed
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of propagation and some uniform bounds of the approximate dynamics. On the other hand, [35]
proved the following pointwise ergodicity |Pt f (x)−µ( f )| ≤ C( f , x)e−mt , where Pt is the semigroup
generated by a reversible generator. The main tool for proving this ergodicity is by a logarithmic
Sobolev inequality (LSI). Unfortunately, the LSI is not available in our setting, however, we can use
the spirit of Bakry-Emery criterion in LSI to obtain a gradient bounds, from which we show the same
ergodicity result as in [35]. We remark that although such strategy could be in principle applied
to models considered in [35], unlike the method based on LSI (where only asymptotic mixing is
relevant), in the present level of technology it can only cover the weak interaction regime far from
the ‘critical point’.

Let us give two concrete examples for our system (1.1). The first one is by setting Ii(x) =
∑

j∈Zd ai j x j

and Ji(x i) = −(1+ ε)x i − cx2n+1
i with any ε > 0, c ≥ 0 and n ∈ N for all i ∈ Zd , where (ai j) is

a transition probability of random walk on Zd . If we take c = 0 and Zi(t) = Bi(t) in (1.1) with
(Bi(t))i∈Zd i.i.d. standard Brownian motions, then this example is similar to the neutral stepping
stone model (see [13], or see a more simple introduction in [32]) and the interacting diffusions
([16], [19]) in stochastic population dynamics. We should point out that there are some essential
differences between these models and this example, but it is interesting to try our method to prove
the results in [19].

The organization of the paper is as follows. Section 2 introduces some notations and assumptions
which will be used throughout the paper, and gives two key estimates. In third and fourth sections,
we shall prove the main theorems – Theorem 2.3 and Theorem 2.4 respectively.

2 Notations, assumptions, main results and two key estimates

2.1 Notations, assumptions and main results

We shall first introduce the definition of symmetric α-stable processes (0 < α ≤ 2), and then give
more detailed description for the system (1.1).

Let Z(t) be one dimensional α-stable process (0 < α ≤ 2), as 0 < α < 2, it has infinitesimal
generator ∂ αx ([4]) defined by

∂ αx f (x) =
1

Cα

∫

R\{0}

f (y + x)− f (x)
|y|α+1 d y (2.1)

with Cα = −
∫

R\{0}(cos y − 1) d y
|y|1+α . As α = 2, its generator is 1

2
∆. One can also define Z(t) by

Poisson point processes or by Fourier transform ([8]). The α-stable property means

Z(t)
d
= t1/αZ(1). (2.2)

Note that we have use the symmetric property of ∂ αx in the easy identity [∂ αx ,∂x] = 0 where [·, ·] is
the Lie bracket. The white symmetric α-stable processes are defined by

{Zi(t)}i∈Zd
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where {Zi(t)}i∈Zd are a sequence of i.i.d. symmetric α-stable process defined as the above.

We shall study the system (1.1) on B⊂ RZ
d

defined by

B=
⋃

R>0,ρ>0

BR,ρ

where for any R,ρ > 0

BR,ρ = {x = (x i)i∈Zd ; |x i| ≤ R(|i|+ 1)ρ} with |i|=
d
∑

k=1

|ik|.

Remark 2.1. The above B is a considerably large subspace of RZ
d
. Define the subspace l−ρ := {x ∈

RZ
d
;
∑

k∈Zd |k|−ρ|xk|<∞}, it is easy to see that l−ρ ⊂ B for all ρ > 0. Moreover, one can also check
that the distributions of the white α-stable processes (Zi(t))i∈Zd at any fixed time t are supported
on B. From the form of the equation (1.1), one can expect that the distributions of the system at
any fixed time t is similar to those of white α-stable processes but with some (complicated) shifts.
Hence, it is natural to study (1.1) on B.

Assumption 2.2 (Assumptions for I and J). The I and J in (1.1) satisfies the following conditions:

1. For all i ∈ Zd , Ii : B−→ R is a continuous function under the product topology on B such that

|Ii(x)− Ii(y)| ≤
∑

j∈Zd

a ji|x j − y j|

where ai j ≥ 0 satisfies the conditions: ∃ some constants K > 0 and γ > 0 such that

ai j ≤ Ke−|i− j|γ .

2. For all i ∈ Zd , Ji : R−→ R is a differentiable function such that

d

d x
Ji(x)≤ 0 ∀ x ∈ R;

and for some κ,κ
′
> 0

|Ji(x)| ≤ κ
′
(|x |κ+ 1) ∀ x ∈ R.

3. η :=
�

sup j∈Zd

∑

i∈Zd ai j

�

∨
�

supi∈Zd

∑

j∈Zd ai j

�

<∞, c := inf
i∈Zd ,y∈R

�

− d
d y

Ji(y)
�

.

Without loss of generality, we assume that Ii(0) = 0 for all i ∈ Zd and that K
′
= 0, K = 1 and γ = 1

in Assumption 2.2 from now on, i.e.

ai j ≤ e−|i− j| ∀ i, j ∈ Zd . (2.3)

Without loss of generality, we also assume from now on

Ji(0) = 0 ∀ i ∈ Zd . (2.4)
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Let us now list some notations to be frequently used in the paper, and then give the main results,
i.e. Theorems 2.3 and 2.4.

• Define |i − j| =
∑

1≤k≤d |ik − jk| for any i, j ∈ Zd , define |Λ| the cardinality of any given finite
set Λ⊂ Zd .

• For the national simplicity, we shall write ∂i := ∂x i
, ∂i j := ∂ 2

x i x j
and ∂ αi := ∂ αx i

. It is easy to see

that [∂ αi ,∂ j] = 0 for all i, j ∈ Zd .

• For any finite sublattice Λ ⊂⊂ Zd , let Cb(RΛ,R) be the bounded continuous function space
from RΛ to R, denote D =

⋃

Λ⊂⊂Zd Cb(RΛ,R) and

Dk = { f ∈ D; f has bounded 0, · · · , kth order derivatives}.

• For any f ∈ D, denote Λ( f ) the localization set of f , i.e. Λ( f ) is the smallest set Λ⊂ Zd such
that f ∈ Cb(RΛ,R).

• For any f ∈ Cb(B,R), define || f || = supx∈B | f (x)|. For any f ∈ D1, define |∇ f (x)|2 =
∑

i∈Zd |∂i f (x)|2 and

||| f |||=
∑

i∈Zd

||∂i f ||.

Theorem 2.3. There exists a Markov semigroup Pt on the space Bb(B,R) generated by the system
(1.1).

Theorem 2.4. If c ≥ η+δ with any δ > 0 and c,η defined in (3) of Assumption 2.2, then there exists
some probability measure µ supported on B such that for all x ∈ B,

lim
t→∞

P∗t δx = µ weakly.

Moreover, for any x ∈ B and f ∈ D2, there exists some C = C(Λ( f ),η, c, x)> 0 such that we have
�

�

�

�

�

∫

B
f (y)dP∗t δx −µ( f )

�

�

�

�

�

≤ Ce−
1
8
∧ δ

2
t ||| f |||. (2.5)

2.2 Two key estimates

In this subsection, we shall give an estimate for the operator a and a + δ, where a is defined
in Assumption 2.2 and δ is the Krockner’s function, and also an estimate for a generalized 1
dimensional Ornstein-Uhlenbeck α-stable process governed by (2.8).
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2.2.1 Estimates for a and a+ cδ

The lemma below will play an important role in several places such as proving (3.18). If (ai j)i, j∈Zd

is the transition probability of a random walk on Zd , then (2.6) with c = 0 gives an estimate for the
transition probability of the n steps walk.

Lemma 2.5. Let ai j be as in Assumption 2.2 and satisfy (2.3). Define

[(cδ+ a)n]i j :=
∑

i1,···in−1∈Zd

(cδ+ a)ii1 · · · (cδ+ a)in−1 j

where c ≥ 0 is some constant and δ is some Krockner’s function, we have

[(cδ+ a)n]i j ≤ (c+η)n
∑

k≥| j−i|

(2k)nd e−k (2.6)

Remark 2.6. Without the additional assumption (2.3), one can also have the similar estimates as
above, for instance, (an)i j ≤ ηn

∑

k≥| j−i|(Ck)nd exp{−kγ/2}. The C > 0 is some constant depending

on K , K
′

and γ, and will not play any essential roles in the later arguments.

Proof. Denote the collection of the (n+1)-vortices paths connecting i and j by γn
i∼ j , i.e.

γn
i∼ j = {(γ(i))

n+1
i=1 : γ(1) = i,γ(2) ∈ Zd , · · · ,γ(n) ∈ Zd ,γ(n+ 1) = j},

for any γ ∈ γn
i∼ j , define its length by

|γ|=
n
∑

k=1

|γ(k+ 1)− γ(k)|.

We have

[(a+ cδ)n]i j =
∑

γ∈γn
i∼ j

(a+δ)γ(1),γ(2) · · · (a+ cδ)γ(n),γ(n+1)

≤
∞
∑

|γ|=|i− j|

(2|γ|)dn(c+η)ne−|γ|
(2.7)

where the inequality is obtained by the following observations:

• minγ∈γn
i∼ j
|γ| ≥ |i− j|.

• the number of the pathes in γn
i∼ j with length |γ| is bounded by [(2|γ|)d]n

• (a + cδ)γ(1),γ(2) · · · (a + cδ)γ(n),γ(n+1) =
∏

{k;γ(k+1)=γ(k)}
(a + cδ)γ(k),γ(k+1)×

∏

{k;γ(k+1)6=γ(k)}
aγ(k),γ(k+1) ≤ (c+η)ne−|γ|.

1999



2.2.2 1d generalized Ornstein-Uhlenbeck α-stable processes

Our generalized α-stable processes satisfies the following SDE
(

dX (t) = J(X (t))d t + dZ(t)
X (0) = x

(2.8)

where X (t), x ∈ R, J : R → R is differentiable function with polynomial growth, J(0) = 0 and
d

d x
J(x) ≤ 0, and Z(t) is a one dimensional symmetric α-stable process with 1 < α ≤ 2. One can

write J(x) = J(x)
x

x , clearly J(x)
x
≤ 0 with the above assumptions (it is natural to define J(0)

0
= J

′
(0)).

J(x) = −cx (c > 0) is a special case of the above J , this is the motivation to call (2.8) the
generalized Ornstein-Uhlenbeck α-stable processes. The following uniform bound is important for
proving (2) of Proposition 3.1.

Proposition 2.7. Let X (t) be the dynamics governed by (2.8) and denote E (s, t) = exp{
∫ t

s
J(X (r))

X (r) dr}.

If sup
x∈R

J(x)
x
≤−ε with any ε > 0, then

Ex

�

�

�

�

�

∫ t

0

E (s, t)dZs

�

�

�

�

�

< C(α,ε) (2.9)

where C(α,ε)> 0 only depends on α,ε.

Proof. From (1) of Proposition 3.1, we have

X (t) = E (0, t)x +

∫ t

0

E (s, t)dZ(s). (2.10)

By integration by parts formula ([9]),

E

�

�

�

�

�

∫ t

0

E (s, t)dZ(s)

�

�

�

�

�

= E

�

�

�

�

�

Z(t)−
∫ t

0

Z(s)dE (s, t)

�

�

�

�

�

≤ E |Z(t)E (0, t)|+E

�

�

�

�

�

∫ t

0

(Z(t)− Z(s)) dE (s, t)

�

�

�

�

�

.

By (2.2), the first term on the r.h.s. of the last line is bounded by

E |Z(t)E (0, t)| ≤ e−εtE|Z(t)| ≤ Ce−εt t1/α→ 0 (t →∞).

As for the second term, one has

E

�

�

�

�

�

∫ t

0

(Z(t)− Z(s))

(t − s)1/γ ∨ 1

�

(t − s)1/γ ∨ 1
�

dE (s, t)

�

�

�

�

�

≤ E

 

sup
0≤s≤t

�

�

�

�

(Z(t)− Z(s))

(t − s)1/γ ∨ 1

�

�

�

�

�

�

�

�

�

∫ t

0

�

(t − s)1/γ ∨ 1
�

dE (s, t)

�

�

�

�

�

!
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where 1 < γ < α. It is easy to see that dE (s,t)
1−E (0,t) is a probability measure on [0, t], by Jessen’s

inequality, we have
�
∫ t

0

(t − s)1/γ ∨ 1dE (s, t)

�

=

�
∫ t

0

(t − s)∨ 1
dE (s, t)

1−E (0, t)

�1/γ

(1−E (0, t))

≤
�
∫ t

0

(t − s)∨ 1dE (s, t)

�1/γ

≤
�
∫ t

0

E (s, t)ds

�1/γ

+ tE (0, t)≤ C(ε,γ).

On the other hand, by Doob’s martingale inequality and α-stable property (2.2), for all N ∈ N, we
have

E sup
1≤t≤2N

�

�

�

�

Z(t)

t1/γ

�

�

�

�

≤ E
N
∑

i=1

sup
2i−1≤t≤2i

�

�

�

�

Z(t)

t1/γ

�

�

�

�

≤
N
∑

i=1

E sup2i−1≤t≤2i |Z(t)|
2(i−1)/γ

≤ C
N
∑

i=1

2i/α

2(i−1)/γ
≤ C(α,γ).

From the above three inequalities, we immediately have

E

�

�

�

�

�

∫ t

0

(Z(t)− Z(s)) dE (s, t)

�

�

�

�

�

≤ C(α,γ,ε).

Collecting all the above estimates, we conclude the proof of (2.9).

3 Existence of Infinite Dimensional Interacting α-stable Systems

In order to prove the existence theorem of the equation (1.1), we shall first study its Galerkin
approximation, and uniformly bound some approximate quantities. To pass to the Galerkin approx-
imation limit, we need to apply a well known estimate in interacting particle systems – finite speed
of propagation of information property.

3.1 Galerkin Approximation

Denote ΓN := [−N , N]d , which is a cube in Zd centered at origin. We approximate the infinite
dimensional system by

(

dX N
i (t) = [Ji(X N

i (t)) + IN
i (X

N (t))]d t + dZi(t),
X N

i (0) = x i ,
(3.1)

for all i ∈ ΓN , where xN = (x i)i∈ΓN
and IN

i (x
N ) = Ii(xN , 0). It is easy to see that (3.1) can be written

in the following vector form
(

dX N (t) = [JN (X N (t)) + IN (X N (t))]d t + dZN (t),
X N (0) = xN (3.2)
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The infinitesimal generator of (3.2) ([4], [33]) is

LN =
∑

i∈ΓN

∂ αi +
∑

i∈ΓN

�

Ji(x
N
i ) + IN

i (x
N )
�

∂i ,

it is easy to see that
[∂k,LN] =

�

∂kJk(x
N
k )
�

∂k +
∑

i∈ΓN

�

∂k IN
i (x

N )
�

∂i . (3.3)

We shall study the mild solution of Eq. (3.2) in the sense that for each i ∈ ΓN ,

X i(t) = Ei(0, t)x i +

∫ t

0

Ei(s, t)IN
i (X

N (s))ds+

∫ t

0

Ei(s, t)dZi(s), (3.4)

where Ei(s, t) = exp{
∫ t

s
Ji(X N

i (r))
X N

i (r)
dr} with Ji(0)

0
:= J

′

i (0).

The following proposition is important for proving the main theorems. (3) is the key estimates for
obtaining the limiting semigroup of (1.1), while (2) plays the crucial role in proving the ergodicity.

Proposition 3.1. Let Ii , Ji satisfy Assumption 2.2, together with (2.3) and (2.4), then

1. Eq. (3.2) has a unique mild solution X N (t) in the sense of (3.4).

2. For all x ∈ BR,ρ, if c > η with c,η defined in (3) of Assumption 2.2, we have

Ex[|X N
i (t)|]≤ C(ρ, R, d,η, c)(1+ |i|ρ).

3. For all x ∈ BR,ρ, we have

Ex[|X N
i (t)|]≤ C(ρ, R, d)(1+ |i|ρ)(1+ t)e(1+η)t .

4. For any f ∈ C2
b (R

ΓN ,R), define PN
t f (x) = Ex[ f (X N (t))], we have PN

t f (x) ∈ C2
b (R

ΓN ,R).

Proof. To show (1), we first formally write down the mild solution as in (1), then apply the classical
Picard iteration ([9], Section 5.3). We can also prove (1) by some other method as in the appendix
of [34].

For the notational simplicity, we shall drop the index N of the quantities if no confusions arise. By
(1), we have

X i(t) = Ei(0, t)x i +

∫ t

0

Ei(s, t)Ii(X
N (s))ds+

∫ t

0

Ei(s, t)dZi(s). (3.5)

By (1) of Assumption 2.2 (w.l.o.g. we assume Ii(0) = 0 for all i),

|X i(t)| ≤
∑

j∈ΓN

δ ji

 

|x j|+

�

�

�

�

�

∫ t

0

E j(s, t)dZ j(s)

�

�

�

�

�

!

+

∫ t

0

e−c(t−s)
∑

j∈ΓN

a ji|X j(s)|ds.

(3.6)
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We shall iterate the the above inequality in two ways, i.e. the following Way 1 and Way 2, which
are the methods to show (2) and (3) respectively. The first way is under the condition c > η, which
is crucial for obtaining a upper bound of E|X i(t)| uniformly for t ∈ [0,∞), while the second one is
without any restriction, i.e. c ≥ 0, but one has to pay a price of an exponential growth in t.

Way 1: The case of c > η. By the definition of c,η in (3) of Assumption 2.2, (3.6) and Proposition
2.7,

E|X i(t)| ≤
∑

j∈Zd

δ ji(|x j|+ C(c)) +

∫ t

0

e−c(t−s)
∑

j∈Zd

a jiE|X j(s)|ds. (3.7)

Iterating (3.7) once, one has

E|X i(t)| ≤
∑

j∈Zd

δ ji(|x j|+ C(c)) +
∑

j∈Zd

a ji

c
(|x j|+ C(c))

+

∫ t

0

e−c(t−s)

∫ s

0

e−c(s−r)
∑

j∈Zd

(a2) jiE|X j(r)|drds,
(3.8)

where C(c) > 0 is some constant only depending on c and α (but we omit α since it does not play
any crucial role here). Iterating (3.7) infinitely many times, we have

E|X i(t)| ≤
M
∑

n=0

1

cn

∑

j∈Zd

(an) ji(|x j|+ C(c)) + RM

≤
∞
∑

n=0

1

cn

∑

j∈Zd

(an) ji|x j|+
C(c)

1−η/c

(3.9)

where RM is an M -tuple integral (see the double integral in (3.8)) and limM→∞ RM = 0. To estimate
the double summation in the last line, we split the sum ’

∑

j∈Zd · · · ’ into two pieces, and control

them by (2.6) and 1
cn respectively. More precisely, let Λ(i, n) ⊂ Zd be a cube centered at i such that

dist(i,Λc(i, n)) = n2 (up to some O(1) correction), one has

∞
∑

n=1

1

cn

∑

j∈Zd

(an) ji|x j|=
∞
∑

n=1

1

cn







∑

j∈Λ(i,n)

+
∑

j∈Λc(i,n)






(an) ji|x j|. (3.10)
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Since x ∈ BR,ρ, we have by (2.6) with c = 0 therein

∞
∑

n=0

1

cn

∑

j∈Λc(i,n)

(an) ji|x j|

≤ R
∞
∑

n=0

1

cn

∑

j∈Λc(i,n)

(an) ji(| j|ρ + 1)

≤ C(R,ρ)
∞
∑

n=0

1

cn

∑

j∈Λc(i,n)

(an) ji(| j− i|ρ + |i|ρ + 1)

≤ C(R,ρ)
∞
∑

n=0

ηn

cn

∑

j∈Λc(i,n)

∑

k≥| j−i|

(2k)nd e−
1
2

ke−
1
2

k �| j− i|ρ + |i|ρ + 1
�

≤ C(R,ρ)
∞
∑

n=1

ηn

cn

∑

k≥n2

(2k)nd e−
1
2

k
∑

j∈Λc(i,n)

e−
1
2
| j−i| �| j− i|ρ + |i|ρ + 1

�

≤ C(ρ, R, d)(1+ |i|ρ)

(3.11)

where the last inequality is by the fact
∑

k≥n2(2k)nd e−
1
2

k ≤
∑

k≥1 e−
1
2

k+nd log(2k) < ∞ and the fact
∑

j∈Λc(i,n) e
− 1

2
| j−i|| j− i|ρ ≤

∑

j∈Zd e−
1
2
| j−i|| j− i|ρ <∞. For the other piece, one has

∞
∑

n=0

1

cn

∑

j∈Λ(i,n)

(an) ji|x j|

≤ C(R,ρ)
∞
∑

n=0

1

cn

∑

j∈Λ(i,n)

(an) ji
�

| j− i|ρ + |i|ρ + 1
�

≤ C(R,ρ)
∞
∑

n=0

ηn

cn |Λ(i, n)|
�

n2ρ + |i|ρ + 1
�

≤ C(ρ, R)
∞
∑

n=0

ηn

cn n2d
�

n2ρ + |i|ρ + 1
�

≤ C(R,ρ,η, c)(1+ |i|ρ).

(3.12)

Collecting (3.9), (3.11) and (3.12), we immediately obtain (2).

Way 2: The general case of c ≥ 0. By the integration by parts, Doob’s martingale inequality and the
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easy relation dE j(s, t) = E j(s, t)[−L j(X (s))]ds where L j(x) =
J j(x)

x
, we have

E

�

�

�

�

�

∫ t

0

E j(s, t)dZ j(s)

�

�

�

�

�

≤ E|Z j(t)|+E

�

�

�

�

�

∫ t

0

E j(s, t)L j(X (s))Z j(s)ds

�

�

�

�

�

≤ C t1/α+E



 sup
0≤s≤t

|Z j(s)|

�

�

�

�

�

∫ t

0

E j(s, t)(−L j(X (s)))ds

�

�

�

�

�





≤ C t1/α+E sup
0≤s≤t

|Z j(s)|

≤ C t1/α.

(3.13)

By (3.6) and (3.13), one has

E|X i(t)| ≤
∑

j∈Zd

δ ji(|x j|+ C t
1
α ) +

∫ t

0

∑

j∈Zd

(δ+ a) jiE|X j(s)|ds (3.14)

Iterating the above inequality infinitely many times,

E|X i(t)| ≤
∞
∑

n=0

tn

n!

∑

j∈Zd

[(δ+ a)n] ji|x j|+ Ce(1+η)t t
1
α , (3.15)

By estimating the double summation in the last line by the same method as in Way 1, we finally
obtain (3).

(4) immediately follows from Proposition 5.6.10 and Corollary 5.6.11 in [9].

3.2 Finite speed of propagation of information property

The following relation (3.18) is usually called finite speed of propagation of information property
([17]), which roughly means that the effects of the initial condition (i.e. f in our case) need a long
time to be propagated (by interactions) far away. The main reason for this phenomenon is that the
interactions are finite range or sufficiently weak at long range.

From the view point of PDEs, (3.18) implies equicontinuity of PN
t f (x) under product topology

on any Bρ,R, combining this with the fact that PN
t f (x) are uniformly bounded, we can find some

subsequence PNk
t f (x) uniformly converge to a limit Pt f (x) on Bρ,R by Ascoli-Arzela Theorem (notice

that Bρ,R is compact under product topology). This is also another motivation of establishing the
estimates (3.18).

Lemma 3.2.
1. For any f ∈ D2, we have

∑

k∈Zd

||∂kPN
t f ||2 ≤ e2ηt ||| f |||2. (3.16)
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and
|||PN

t f ||| ≤ C(I , t)||| f |||. (3.17)

where C(I , t)> 0, depending on the interaction I and t, is an increasing function of t.
2. (Finite speed of propagation of information property) Given any f ∈ D2 and k /∈ Λ( f ), for any
0< A≤ 1/4, there exists some B ≥ 8 such that when nk > Bt, we have

||∂kPN
t f ||2 ≤ 2e−At−Ank ||| f |||2 (3.18)

where nk = [
p

dist(k,Λ( f ))].

Proof. For the notational simplicity, we shall drop the parameter N of PN
t in the proof. By the fact

limt→0+
Pt F2−F2

t
≥ limt→0+

(Pt F)2−F2

t
, one has LN F2 − 2FLN F ≥ 0. Hence, for any f ∈ D2, by (3.3)

and the fact ∂kJk ≤ 0, we have the following calculation

d

ds
Pt−s(∂kPs f )2 =−Pt−s

�

LN (∂kPs f )2− 2(∂kPs f )∂k(LN Ps f )
�

=−Pt−s

�

LN (∂kPs f )2− 2(∂kPs f )LN (∂kPs f )
�

+ 2Pt−s
�

(∂kPs f )[∂k,LN]Ps f
�

≤ 2Pt−s
�

(∂kPs f )[∂k,LN]Ps f
�

= 2Pt−s






(∂kPs f )

∑

i∈ΓN

(∂k Ii)∂i Ps f







+ 2Pt−s
�

(∂kPs f )(∂kJk)∂kPs f
�

≤ 2Pt−s






(∂kPs f )

∑

i∈ΓN

(∂k Ii)∂i Ps f






.

(3.19)

Moreover, by the above inequality, Assumption 2.2, and the inequality of arithmetic and geometric
means in order,

|∂kPt f |2 ≤ ||∂k f ||2+ 2

∫ t

0

Pt−s






|∂kPs f |

∑

i∈ΓN

|∂k Ii||∂i Ps f |






ds

≤ ||∂k f ||2+η
∫ t

0

Pt−s(|∂kPs f |2)ds+

∫ t

0

Pt−s







∑

i∈ΓN

aki|∂i Ps f |2






ds

≤ ||∂k f ||2+
∫ t

0

Pt−s





∑

i∈Zd

(aki +ηδki)|∂i Ps f |2


 ds.
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where η is defined in (3) of Assumption 2.2. Iterating the above inequality, we have

|∂kPt f |2 ≤ ||∂k f ||2+ t
∑

i∈Zd

(aki +ηδki)||∂i f ||2

+

∫ t

0

Pt−s1

∫ s1

0

Ps1−s2

∑

i∈Zd

[(a+ηδ)2]ki|∂i Ps2
f |2ds2ds1

≤ · · · · · · ≤
N
∑

n=0

tn

n!

∑

i∈Zd

[(a+ηδ)n]ki||∂i f ||2+ Re(N)

where Re(N)→ 0 as N →∞. Hence,

||∂kPt f ||2 ≤
∞
∑

n=0

tn

n!

∑

i∈Zd

[(a+ηδ)n]ki||∂i f ||2. (3.20)

Summing k over Zd in the above inequality, one has

∑

k∈Zd

||∂kPt f ||2 ≤
∑

k∈Zd

∞
∑

n=0

tn

n!

∑

i∈Zd

[(a+ηδ)n]ki||∂i f ||2

≤
∞
∑

n=0

tn

n!
sup

i

∑

k∈Zd

[(a+ηδ)n]ki

∑

i∈Zd

||∂i f ||2

≤ e2ηt
∑

i∈Zd

||∂i f ||2 ≤ e2ηt ||| f |||2

As for (3.17), one can also easily obtain from (3.20) that
∑

k∈Zd ||∂kPN
t f || ≤

C(I , t)
p
∑

i∈Zd ||∂k f ||2 ≤ C(I , t)||| f ||| and that C(I , t) > 0 is an increasing function related
to t.

In order to prove 2, one needs to estimate the double sum of (3.20) in a more delicate way. We shall
split the sum ’

∑∞
n=0’ into two pieces ’

∑nk
n=0’ and ’

∑∞
n=nk

’ with nk = [
p

dist(k,Λ( f ))], and control

them by (2.6) and some basic calculation respectively. More precisely, for the piece ’
∑nk

n=0’, by (2.6)

and the definition of nk = [
p

dist(k,Λ( f ))], we have

nk
∑

n=0

tn

n!

∑

i∈Zd

[(a+ηδ)n]ki||∂i f ||2

≤
nk
∑

n=0

tn

n!

∑

i∈Λ( f )

∑

j≥|k−i|

(2η)n2nd( j+Λ( f ))dne− j||∂i f ||2

≤ et
∑

i∈Λ( f )

∑

j≥|k−i|

exp
�

dnk log[2(2η)1/d( j+Λ( f ))]−
1

4
n2

k −
j

4

�

e−
j
2 ||∂i f ||2

≤ C(d,Λ( f ),η)et
∑

i∈Λ( f )

∑

j≥n2
k

e−
j
2 ||∂i f ||2

≤ C(d,Λ( f ),η)et e−
1
2

n2
k ||| f |||2.
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For the other piece, it is easy to see

∑

n≥nk

tn

n!

∑

i∈Zd

[(a+ηδ)n]ki||∂i f ||2

=
∑

n≥nk

tn

n!

∑

i∈Λ( f )

[(a+ηδ)n]ki||∂i f ||2 ≤
tnk

nk!
e2ηt ||| f |||2.

Combining (3.20) and the above two estimates, we immediately have

||∂kPt f ||2 ≤ {Cet e−
1
2

n2
k +

tnk

nk!
e2ηt}||| f |||2.

For any A> 0, choosing B ≥ 1 such that

2− log B+ log(2η) +
2η

B
≤−2A,

as n> Bt, one has

tn(2η)n

n!
e2ηt ≤ exp{n log

2η

B
+ 2n+ (2η)

n

B
}

≤ exp{−2An} ≤ exp{−An− At}.

Now take 0< A≤ 1/4, B ≥ 8 and n as the above, we can easily check that

et e−
1
2

n2
≤ e−

1
4

n2
e−

1
4

nBt+t ≤ e−An−At .

Replacing n by nk, we conclude the proof of (3.18).

3.3 Proof of Theorem 2.3

As mentioned in the previous subsection, by (3.18) and the fact that PN
t f (x) are uniformly bounded,

we can find some subsequence PNk
t f (x) uniformly converges to a limit Pt f (x) on Bρ,R by Ascoli-

Arzela Theorem. However, this method cannot give more detailed description of Pt such as Markov
property. Hence, we need to analyze PN

t f in a more delicate way.

Proof of Theorem 2.3. We shall prove the theorem by the following two steps:

1. Pt f (x) := lim
N→∞

PN
t f (x) exists pointwisely on x ∈ B for any f ∈ D2 and t > 0.

2. Extending the domain of Pt toBb(B) and proving that Pt is Markov onBb(B).

Step 1: To prove (1), it suffices to show that {PN
t f (x)}N is a cauchy sequence for x ∈ BR,ρ with any

fixed R and ρ.
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Given any M > N such that ΓM ⊃ ΓN ⊃ Λ( f ), we have by a similar calculus as in (3.19)

d

ds
PM

t−s

�

PM
s f − PN

s f
�2

=−PM
t−s

h

LM

�

PM
s f − PN

s f
�2
− 2
�

PM
s f − PN

s f
�

LM

�

PM
s f − PN

s f
�

i

+ 2PM
t−s

��

PM
s f − PN

s f
�

(LM −LN )P
N
s f
�

≤ 2PM
t−s

��

PM
s f − PN

s f
�

(LM −LN )P
N
s f
�

,

moreover, by the facts Λ(PN
s f ) = ΓN , ΓM ⊃ ΓN and Λ(Jk) = k,

(LM −LN )P
N
s f =

∑

i∈ΓN

�

I M
i (x

M )− IN
i (x

N )
�

∂i P
N
s f .

Therefore, by Markov property of PM
t , the following easy fact (by fundamental theorem of calculus,

definition of I M , and (1) of Assumption 2.2)

|I M (x M )− IN (xN )| ≤
∑

j∈ΓM\ΓN

a ji|x j|,

the assumption (2.3) (i.e. ai j ≤ e−|i− j|), and (3) of Proposition 3.1 in order, we have for any
x ∈ BR,ρ,

�

PM
t f (x)− PN

t f (x)
�2

≤ 2|| f ||∞

∫ t

0

PM
t−s







∑

i∈ΓN

∑

j∈ΓM\ΓN

a ji|x j|||∂i P
N
s f ||






(x)ds

≤ 2|| f ||∞
∑

i∈ΓN

∑

j∈ΓM\ΓN

e−|i− j|
∫ t

0

Ex[|X M
j (t − s)|]||∂i P

N
s f ||ds

≤ C(t,ρ, R, d)|| f ||∞
∑

i∈ΓN

∑

j∈ΓM\ΓN

e−|i− j|(| j|ρ + 1)

∫ t

0

||∂i P
N
s f ||ds.

(3.21)

Now let us estimate the double sum in the last line of (3.21), the idea is to split the first sum
’
∑

i∈ΓN
’ into two pieces ’

∑

i∈Λ’ and ’
∑

ΓN\Λ
’, and control them by e−|i− j| and (3.18) respectively.

More precisely, take a cube Λ⊃ Λ( f ) (to be determined later) inside ΓN , we have by (3.17)

∑

i∈Λ

∑

j∈ΓM\ΓN

e−|i− j|(| j|ρ + 1)

∫ t

0

||∂i P
N
s f ||ds

≤ 2ρ
∑

i∈Λ

∑

j∈ΓM\ΓN

e−|i− j|(| j− i|ρ + |i|ρ + 1)

∫ t

0

||∂i P
N
s f ||ds

≤ 2ρ
∫ t

0

∑

i∈Λ
||∂i P

N
s f ||ds

∑

k≥dist(Λ,ΓM\ΓN )

∑

j:| j−i|=k

e−k(kρ + |Λ|ρ + 1)

≤ 2ρ tC(I , t)
∑

i∈Zd

||∂i f ||
∑

k≥dist(Λ,ΓM\ΓN )

(|Λ|+ k)d e−k(kρ + |Λ|ρ + 1)

≤ ε
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for arbitrary ε > 0 as long as ΓN ,ΓM (which depend on Λ, the interaction I , t) are both sufficiently
large.

For the piece ’
∑

ΓN\Λ
’, one has by (3.18)

∑

i∈ΓN\Λ

∑

j∈ΓM\ΓN

e−|i− j|(| j|ρ + 1)

∫ t

0

et−s||∂i P
N
s f ||ds

≤ 2ρet
∑

i∈ΓN\Λ

∑

j∈ΓM\ΓN

e−|i− j|(| j− i|ρ + |i|ρ + 1)

∫ t

0

e−As−Ani ds

≤ C(t,ρ, A)
∑

i∈ΓN\Λ

(1+ |i|ρ)e−A[dist(i,Λ( f ))]1/2

≤ ε

as we choose Λ big enough so that dist(ΓN \Λ,Λ( f )) is sufficiently large. Combing all the above,
we immediately conclude step 1. We denote

Pt f (x) = lim
N→∞

PN
t f (x).

Step 2: Proving that Pt is a Markov semigroup on Bb(B). We first extend Pt to be an operator on
Bb(B), then prove this new Pt satisfies semigroup and Markov property.

It is easy to see from step 1, for any fixed x ∈ B, Pt is a linear functional on D2. Since B is locally
compact (under product topology), by Riesz representation theorem for linear functional ([14], pp
223), we have a Radon measure on B, denoted by P∗t δx , so that

Pt f (x) = P∗t δx( f ). (3.22)

By (3) of Proposition 3.1, take any x ∈ B, it is clear that the approximate process X N (t, xN ) ∈ B a.s.
for all t > 0. Hence, for all N > 0, we have

PN
t (1B)(x) = E[1B(X

N (t, xN ))] = 1 ∀ x ∈ B.

Let N →∞, by step 1 (noticing 1B ∈ D2), we have for all x ∈ B

Pt1B(x) = 1,

which immediately implies that P∗t δx is a probability measure supported on B. With the measure
P∗t δx , one can easily extend the operator Pt from D2 to Bb(B) by bounded convergence theorem
since D2 is dense inBb(B) under product topology.

Now we prove the semigroup property of Pt , by bounded convergence theorem and the dense prop-
erty of D2 in Bb(B), it suffices to prove this property on D2. More precisely, for any f ∈ D2, we
shall prove that for all x ∈ B

Pt2+t1
f (x) = Pt2

Pt1
f (x). (3.23)
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To this end, it suffices to show (3.23) for all x ∈ BR,ρ.

On the one hand, from the first step, one has

lim
N→∞

PN
t2+t1

f (x) = Pt2+t1
f (x) ∀ x ∈ BR,ρ. (3.24)

On the other hand, we have

|Pt2
Pt1

f (x)− PN
t2

PN
t1

f (x)| ≤ |Pt2
Pt1

f (x)− Pt2
PN

t1
f (x)|

+ |PM
t2

PN
t1

f (x)− Pt2
PN

t1
f (x)|+ |PM

t2
PN

t1
f (x)− PN

t2
PN

t1
f (x)|,

(3.25)

with M > N to be determined later according to N . It is easy to have by step 1 and bounded
convergence theorem

|Pt2
Pt1

f (x)− Pt2
PN

t1
f (x)|= |P∗t2

δx(Pt1
f − PN

t1
f )| → 0 (3.26)

as N →∞. Moreover, by the first step, one has

|PM
t2

PN
t1

f (x)− Pt2
PN

t1
f (x)|< ε (3.27)

for arbitrary ε > 0 as long as M ∈ N (depending on ΛN ) is sufficiently large. As for the last term
on the r.h.s. of (3.25), by the same arguments as in (3.21) and those immediately after (3.21), we
have

�

PM
t2

PN
t1

f (x)− PN
t2

PN
t1

f (x)
�2

≤ C(t1, t2,ρ, R, d)|| f ||∞
∑

i∈ΓN

∑

j∈ΓM\ΓN

e−|i− j|(| j|ρ + 1)

∫ t2

0

||∂i P
N
t1+s f ||ds

< ε

(3.28)

for arbitrary ε > 0 if ΓM and ΓN are both sufficiently large.

Collecting (3.25)-(3.28), we have

lim
N→∞

PN
t2

PN
t1

f (x) = Pt2
Pt1

f (x),

which, with (3.24) and the fact PN
t2+t1

= PN
t2

PN
t1

, implies (3.23) for x ∈ BR,ρ.

Since Pt(1) = 1 and Pt( f )≥ 0 for any f ≥ 0, Pt is a Markov semigroup ([17]).

4 Proof of Ergodicity Result

The main ingredient of the proof follows the spirit of Bakry-Emery criterion for logarithmic Sobolev
inequality ([6], [17]). In [6], the authors first studied the logarithmic Sobolev inequalities of some
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diffusion generator by differentiating its first order square field Γ1(·) (see the definition of Γ1 and
Γ2 in chapter 4 of [17]) and obtained the following relations

d

d t
Pt−sΓ1(Ps f )≤−cPt−sΓ2(Ps f ) (4.1)

where Pt is the semigroup generated by the diffusion generator, and Γ2(·) is the second order
square field. If Γ2(·) ≥ CΓ1(·), then one can obtain logarithmic Sobolev inequality. The relation
Γ2(·)≥ CΓ1(·) is called Bakry-Emery criterion.

In our case, one can also compute Γ1(·),Γ2(·) of PN
t , which have the similar relation as (4.1). It

is interesting to apply this relation to prove some regularity of the semigroup PN
t , but seems hard

to obtain the gradient bounds by it. Alternatively, we replace Γ1( f ) by |∇ f |2, which is actually
not the first order square field of our case but the one of the diffusion generators, and differentiate
Pt−s|∇Ps f |2. We shall see that the following relation (4.4) plays the same role as the Bakry-Emery
criterion.

Lemma 4.1. If c ≥ η+δ with any δ > 0 and c,η defined in (3) of Assumption 2.2, we have

|∇PN
t f |2 ≤ e−2δt PN

t |∇ f |2 ∀ f ∈ D2 (4.2)

Proof. For the notational simplicity, we drop the index N of the quantities. By a similar calculus as
in (3.19), we have

d

ds
Pt−s|∇Ps f |2 =−Pt−s

�

LN |∇Ps f |2− 2∇Ps f · LN∇Ps f
�

+ 2Pt−s
�

∇Ps f · [∇,LN]Ps f
�

≤ 2Pt−s
�

∇Ps f · [∇,LN]Ps f
�

= 2Pt−s







∑

i, j∈ΓN

∂ j Ii(x)∂i Ps f ∂ j Ps f







+ 2Pt−s







∑

i∈ΓN

∂iJi(x i)(∂i Ps f )2






,

(4.3)

where ’·’ is the inner product of vectors in RΓN . Denote the quadratic form by

Q(ξ,ξ) =
∑

i, j∈ΓN

�

∂iJi(x i)δi j + ∂ j Ii(x)
�

ξiξ j ∀ ξ ∈ RΓN ,

it is easy to see by the assumption that

−Q(ξ,ξ)≥ δ|ξ|2. (4.4)

This, combining with (4.3), immediately implies

d

ds
Pt−s|∇Ps f |2 ≤−2δPt−s

�

|∇Ps f |2
�

, (4.5)

from which we conclude the proof.
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Let us now combining Lemma 4.1 and the finite speed of propagation of information property (3.18)
to prove the ergodic result.

Proof of Theorem 2.4. We split the proof into the following three steps:

Step 1: For all f ∈ D2, lim
t→∞

Pt f (0) = `( f ) where `( f ) is some constant depending on f .

For any ∀t2 > t1 > 0, we have by triangle inequality

|Pt2
f (0)− Pt1

f (0)| ≤ |Pt2
f (0)− PN

t2
f (0)|+ |PN

t2
f (0)− PN

t1
f (0)|

+ |Pt1
f (0)− PN

t1
f (0)|.

By Theorem 2.3, there exists some N(t1, t2) ∈ N such that as N > N(t1, t2)

|Pt2
f (0)− PN

t2
f (0)|+ |Pt1

f (0)− PN
t1

f (0)|< e−
δ∧A

2
t1 ||| f |||. (4.6)

Next, we show that for all N ∈ N,

|PN
t2

f (0)− PN
t1

f (0)| ≤ C(A,δ,Λ( f ))e−
δ∧A

2
t1 ||| f |||. (4.7)

By the semigroup property of PN
t and fundamental theorem of calculus, one has

|PN
t2

f (0)− PN
t1

f (0)|=
�

�

�E0

h

PN
t1

f (X N (t2− t1))− PN
t1

f (0)
i
�

�

�

=

�

�

�

�

�

∫ 1

0

E0

�

d

dλ
PN

t1
f (λX N (t2− t1))

�

dλ

�

�

�

�

�

≤
∫ 1

0

∑

i∈ΓN

E0

h

|∂i P
N
t1

f (λX N (t2− t1))||X N
i (t2− t1)|

i

dλ.

(4.8)

To estimate the sum ’
∑

i∈ΓN
’ in the last line, we split it into two pieces ’

∑

i∈Λ’ and ’
∑

i∈ΓN\Λ
’, and

control them by Lemma 4.1 and the finite speed of propagation of information property in Lemma
3.2. Let us show the more details as follows.

Take 0 < A≤ 1/4, and let B = B(A,η) ≥ 8 be chosen as in Lemma 3.2. We choose a cube Λ ⊃ Λ( f )
inside ΓN so that dist(Λc ,Λ( f )) = B2 t2

1 (up to some order O(1) correction). On the one hand, by
(4.2), we clearly have ||∂i Pt f || ≤ e−δt ||| f ||| for all i ∈ ΓN . Therefore, by (2) of Proposition 3.1,

∑

i∈Λ
E0

h

|∂i P
N
t1

f (λX N (t2− t1))||X N
i (t2− t1)|

i

≤
∑

i∈Λ
||∂i P

N
t1

f ||E0

�

|X N
i (t2− t1)|

�

≤ C
∑

i∈Λ
e−δt1 ||| f |||(1+ |i|ρ)

(4.9)
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As for the piece ’
∑

i∈ΓN\Λ
’, it is clear to see ni =

p

dist(i,Λ( f )) ≥ Bt1 for i ∈ ΓN \Λ, by Lemma 3.2
and (2) of Proposition 3.1, one has

∑

i∈ΓN\Λ

E0

h

|∂i P
N
t1

f (λX N (t2− t1))||X N
i (t2− t1)|

i

≤
∑

i∈ΓN\Λ

||∂i P
N
t1

f ||E0

�

|X N
i (t2− t1)|

�

≤ C
∑

i∈ΓN\Λ

e−Ani−At1(1+ |i|ρ)||| f |||

(4.10)

Since 0 ∈ BR,ρ with any R,ρ > 0, we take ρ = 1 and R = 1 in the previous inequalities. Combining
(4.8), (4.9) and (4.10), we immediately have

|PN
t2

f (0)− PN
t1

f (0)|

≤ C







∑

i∈ΓN\Λ

e−Ani−
A
2

t1(1+ |i|) + (B2 t2
1 + 1+Λ( f ))1+d e−

δ
2

t1






e−

A∧δ
2

t1 ||| f |||.
(4.11)

and
∑

i∈ΓN\Λ
e−Ani (1+ |i|) ≤

∑

i∈Zd\Λ e−Ani (1+ |i|) < ∞, whence (4.7) follows. Combining (4.11)
and (4.6), one has

|Pt2
f (0)− Pt1

f (0)| ≤ C(A,δ,Λ( f ))e−
δ∧A

2
t1 ||| f |||. (4.12)

Step 2: Proving that limt→∞ Pt f (x) = `( f ) for all x ∈ B.

It suffices to prove that the above limit is true for every x in one ball BR,ρ. By triangle inequality,
one has

|Pt f (x)− `( f )| ≤ |Pt f (x)− PN
t f (x)|+ |PN

t f (x)− PN
t f (0)|

+ |PN
t f (0)− Pt f (0)|+ |Pt f (0)− `( f )|

(4.13)

By (4.12),

|Pt f (0)− `( f )|< Ce−
A∧δ

2
t ||| f |||, (4.14)

where C = C(A,δ,Λ( f ))> 0. By Theorem 2.3, ∀ t > 0, ∃ N(t, R,ρ) ∈ N such that as N > N(t, R,ρ)

|Pt f (x)− PN
t f (x)|< e−

A∧δ
2

t ||| f |||,

|PN
t f (0)− Pt f (0)|< e−

A∧δ
2

t ||| f |||.
(4.15)
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By an argument similar as in (4.8)-(4.10), we have

|PN
t f (x)− PN

t f (0)| ≤
∑

i∈Zd

||∂i P
N
t f |||x i|

≤ C






(B2 t2

1 + 1+Λ( f ))ρ+d e−δt +
∑

i∈ΓN\Λ

e−Ani−At(1+ |i|ρ)






||| f |||

≤ C






(B2 t2+ 1+Λ( f ))ρ+d e−

δ
2

t +
∑

i∈ΓN\Λ

e−Ani−
A
2

t(1+ |i|ρ)






e−

A∧δ
2

t ||| f |||.

(4.16)

Collecting (4.13)-(4.16), we immediately conclude Step 2.

Step 3: Proof of the existence of ergodic measure µ and (2.5).

From step 2, for each f ∈ D2, there exists a constant `( f ) such that

lim
t→∞

Pt f (x) = `( f )

for all x ∈ B. It is easy to see that ` is a linear functional on D2, since B is locally compact (under
the product topology), there exists some unsigned Radon measure µ supported on B such that
µ( f ) = `( f ) for all f ∈ D2. By the fact that Pt1(x) = 1 for all x ∈ B and t > 0, µ is a probability
measure.

On the other hand, since Pt f (x) = P∗t δx( f ) and limt→∞ Pt f = µ( f ), we have P∗t δx → µ weakly and
µ is strongly mixing. Moreover, by (4.13)-(4.16), we immediately have

|Pt f (x)−µ( f )| ≤ C(A,δ, x ,Λ( f ))e−
A∧δ

2
t ||| f |||,

recall that 0< A≤ 1/4 in 2 of Lemma 3.2 and take A= 1/4 in the above inequality, we immediately
conclude the proof of (2.5).

References

[1] S. Albeverio, Yu. G. Kondratiev, and M. Röckner, Uniqueness of the stochastic dynamics for
continuous spin systems on a lattice, J. Funct. Anal. 133 (1995), no. 1, 10–20. MR1351639

[2] S. Albeverio, Yu. G. Kondratiev, and T. V. Tsikalenko, Stochastic dynamics for quantum lattice
systems and stochastic quantization. I. Ergodicity, Random Oper. Stochastic Equations 2 (1994),
no. 2, 103–139, Translated by the authors. MR1293068

[3] S. Albeverio, V. Mandrekar, and B. Rüdiger, Existence of mild solutions for stochastic differential
equations and semilinear equations with non-Gaussian Lévy noise, Stochastic Process. Appl. 119
(2009), no. 3, 835–863. MR2499860

2015

http://www.ams.org/mathscinet-getitem?mr=1351639
http://www.ams.org/mathscinet-getitem?mr=1293068
http://www.ams.org/mathscinet-getitem?mr=2499860


[4] Sergio Albeverio, Barbara Rüdiger, and Jiang-Lun Wu, Invariant measures and symmetry prop-
erty of Lévy type operators, Potential Anal. 13 (2000), no. 2, 147–168. MR1782254

[5] Sergio Albeverio, Jiang-Lun Wu, and Tu-Sheng Zhang, Parabolic SPDEs driven by Poisson white
noise, Stochastic Process. Appl. 74 (1998), no. 1, 21–36. MR1624076

[6] Dominique Bakry and Michel Émery, Inégalités de Sobolev pour un semi-groupe symétrique, C.
R. Acad. Sci. Paris Sér. I Math. 301 (1985), no. 8, 411–413. MR808640

[7] Richard F. Bass and Zhen-Qing Chen, Systems of equations driven by stable processes, Probab.
Theory Related Fields 134 (2006), no. 2, 175–214. MR2222382

[8] Jean Bertoin, Lévy processes, Cambridge Tracts in Mathematics, vol. 121, Cambridge University
Press, Cambridge, 1996. MR1406564

[9] Klaus Bichteler, Stochastic integration with jumps, Encyclopedia of Mathematics and its Appli-
cations, vol. 89, Cambridge University Press, Cambridge, 2002. MR1906715

[10] Anton Bovier, An introduciton to aging: http://www-wt.iam.uni-bonn.de/~bovier/

files/bonn.pdf, 2007, preprint.

[11] Giuseppe Da Prato and Jerzy Zabczyk, Stochastic equations in infinite dimensions, Encyclopedia
of Mathematics and its Applications, vol. 44, Cambridge University Press, Cambridge, 1992.

[12] Giuseppe Da Prato and Jerzy Zabczyk, Ergodicity for infinite-dimensional systems, London
Mathematical Society Lecture Note Series, vol. 229, Cambridge University Press, Cambridge,
1996.

[13] Don Dawson, Stochastic population dynamics, (2009), http://www.math.ubc.ca/~db5d/

SummerSchool09/lectures-dd/lecture14.pdf.

[14] Gerald B. Folland, Real analysis, second ed., Pure and Applied Mathematics (New York), John
Wiley & Sons Inc., New York, 1999, Modern techniques and their applications, A Wiley-
Interscience Publication. MR1681462

[15] Tadahisa Funaki and Bin Xie, A stochastic heat equation with the distributions of Lévy processes
as its invariant measures, Stochastic Process. Appl. 119 (2009), no. 2, 307–326. MR2493992

[16] A. Greven and F. den Hollander, Phase transitions for the long-time behavior of interacting diffu-
sions, Ann. Probab. 35 (2007), no. 4, 1250–1306. MR2330971

[17] A. Guionnet and B. Zegarlinski, Lectures on logarithmic Sobolev inequalities, Séminaire de
Probabilités, XXXVI, Lecture Notes in Math., vol. 1801, Springer, Berlin, 2003, pp. 1–134.
MR1971582

[18] Martin Hairer and Jonathan C. Mattingly, Ergodicity of the 2D Navier-Stokes equations with
degenerate stochastic forcing, Ann. of Math. (2) 164 (2006), no. 3, 993–1032. MR2259251

[19] M. Hutzenthaler and A. Wakolbinger, Ergodic behavior of locally regulated branching popula-
tions, Ann. Appl. Probab. 17 (2007), no. 2, 474–501. MR2308333

2016

http://www.ams.org/mathscinet-getitem?mr=1782254
http://www.ams.org/mathscinet-getitem?mr=1624076
http://www.ams.org/mathscinet-getitem?mr=808640
http://www.ams.org/mathscinet-getitem?mr=2222382
http://www.ams.org/mathscinet-getitem?mr=1406564
http://www.ams.org/mathscinet-getitem?mr=1906715
http://www-wt.iam.uni-bonn.de/~bovier/files/bonn.pdf
http://www-wt.iam.uni-bonn.de/~bovier/files/bonn.pdf
http://www.math.ubc.ca/~db5d/SummerSchool09/lectures-dd/lecture14.pdf
http://www.math.ubc.ca/~db5d/SummerSchool09/lectures-dd/lecture14.pdf
http://www.ams.org/mathscinet-getitem?mr=1681462
http://www.ams.org/mathscinet-getitem?mr=2493992
http://www.ams.org/mathscinet-getitem?mr=2330971
http://www.ams.org/mathscinet-getitem?mr=1971582
http://www.ams.org/mathscinet-getitem?mr=2259251
http://www.ams.org/mathscinet-getitem?mr=2308333


[20] Nobuyuki Ikeda and Shinzo Watanabe, Stochastic differential equations and diffusion pro-
cesses, North-Holland Mathematical Library, vol. 24, North-Holland Publishing Co., Amster-
dam, 1981. MR637061

[21] Carlo Marinelli and Michael Röckner, Well-posedness and asymptotic behavior for stochastic
reaction-diffusion equations with multiplicative poisson noise, arXiv:0903.3299v2.

[22] Bernt Øksendal, Stochastic partial differential equations driven by multi-parameter white noise
of Lévy processes, Quart. Appl. Math. 66 (2008), no. 3, 521–537. MR2445527

[23] Robert Olkiewicz, Lihu Xu, and Bogusław Zegarliński, Nonlinear problems in infinite interacting
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[33] Lihu Xu and Bogusław Zegarliński, Ergodicity of the finite and infinite dimensional α-stable
systems, Stoch. Anal. Appl. 27 (2009), no. 4, 797–824. MR2541378

2017

http://www.ams.org/mathscinet-getitem?mr=637061
http://www.ams.org/mathscinet-getitem?mr=2445527
http://www.ams.org/mathscinet-getitem?mr=2426714
http://www.ams.org/mathscinet-getitem?mr=2356959
http://www.ams.org/mathscinet-getitem?mr=2227232
http://www.ams.org/mathscinet-getitem?mr=2409012
http://www.ams.org/mathscinet-getitem?mr=2481987
http://www.ams.org/mathscinet-getitem?mr=1796539
http://www.ams.org/mathscinet-getitem?mr=0356248
http://www.ams.org/mathscinet-getitem?mr=2541378


[34] Lihu Xu and Boguslaw Zegarlinski, Existence and ergodicity of infinite white α-stable systems
with unbounded interactions, arXiv:0911.2866, 2009.

[35] Boguslaw Zegarlinski, The strong decay to equilibrium for the stochastic dynamics of unbounded
spin systems on a lattice, Comm. Math. Phys. 175 (1996), no. 2, 401–432. MR1370101

2018

http://www.ams.org/mathscinet-getitem?mr=1370101

	1 Introduction
	2 Notations, assumptions, main results and two key estimates
	2.1 Notations, assumptions and main results
	2.2 Two key estimates
	2.2.1 Estimates for a and a+c
	2.2.2 1d generalized Ornstein-Uhlenbeck -stable processes


	3 Existence of Infinite Dimensional Interacting -stable Systems
	3.1 Galerkin Approximation
	3.2 Finite speed of propagation of information property
	3.3 Proof of Theorem 2.3

	4 Proof of Ergodicity Result
	References

