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Abstract.

This paper has four interrelated themes: (1) express Laplace and Mellin transforms of sums of pos-
itive random variables in terms of the Mellin transform of the summands; (2) show the equivalence
of the two Barnes’ lemmas with known properties of gamma distributions; (3) establish properties
of the sum of two reciprocal gamma variables, and related results; (4) study the G distributions
(whose Mellin transforms are ratios of products of gamma functions).
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1 Introduction

Sections 2 to 5 derive and then apply formulas for Laplace and Mellin transforms of probability
distributions on R+. The specific applications given relate to properties of the beta and gamma
distributions, the so-called “beta-gamma algebra”. The best-known of those properties are probably

G
(a)
1 +G

(b)
2

d
= G

(a+b)
3 , B(a,b)G

(a+b)
4

d
= G

(a)
5 . (1.1)

(Here and in the sequel, “
d
=” means “has the same distribution as”, the symbol “G

(α)
j ” denotes a

Gamma(α, 1) distributed variable, while B(α,β) denotes a variable with a Beta(α, β) distribution;
the variables on the left-hand sides of the identities in (1.1) are independent.) Other properties
of beta and gamma distributions are recalled or obtained in Sections 4 and 5 of this paper. It
will be shown that Barnes’ first lemma (Barnes, 1908) and second lemma (Barnes, 1910) are each
equivalent to a property of beta and gamma variables. This connects the properties of beta and
gamma distributions with classical analysis.

Section 2 gives formulas expressing the Laplace transform of a probability distribution in terms of
its Mellin transform. Section 3 gives formulas for the Mellin transform of a sum of positive variables
in terms of the joint Mellin transform of the variables. These formulas have obvious counterparts
for Mellin transforms of ordinary functions. For instance, Theorem 3.1 may be rephrased as follows
for K = 2. Let f1, f2 be functions on R+, with Mellin transforms

Mfj(s) =

∫ ∞

0

dxxs−1fj(x), j = 1, 2. (1.2)

Let g = f1 ∗ f2 be the additive convolution

g(x) =

∫ x

0

dy f1(y)f2(x− y).

Theorem 3.1 says that if ℜ(p) > c > 0 and

∫ ∞

0

dxx−c|f1(x)| < ∞,

∫ ∞

0

dxxc−ℜ(p)|f2(x)| < ∞,

then

Mg(1− p) =
1

2πi

∫ c+i∞

c−i∞
dz (Mf1)(1− z)(Mf2)(1 + z − p)

Γ(z)Γ(p− z)

Γ(p)
.

This author has not found the last formula in the literature, though it is not far from formula
(2.4.7), p.88, in Andrews et al. (2000), and is also close to the formula in Exercise 36 on page 121
of the same book. Whether or not it is already in the literature, Theorem 3.1 does not appear to
have been used in probability theory before. For instance, Chamayou & Letac (1999, p.1053) are
precisely asking for the Mellin transform of the additive convolution of two probability densities, as
we briefly explain. Denote G(a1, . . . , aK ; b1, . . . , bN ) the probability distribution, if it exists, that
has Mellin transform

∫ ∞

0

xpG(a1, . . . , aK ; b1, . . . , bN ; dx) =
Γ(a1 + p) · · ·Γ(aK + p)

Γ(a1) · · ·Γ(aK)

Γ(b1) · · ·Γ(bN )

Γ(b1 + p) · · ·Γ(bN + p)
. (1.3)
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In their Proposition 7, Chamayou and Letac let X ∼ G(a1, . . . , aK+1; b1, . . . , bK) and Y ∼
Gamma(c, 1) be independent, and then give an expression for E(X + Y )n, n = 1, 2, . . ., in terms
of hypergeometric functions. They then comment (p.1053): “There is a little challenge behind
the previous proposition. Can we extend the result to the computation of the Mellin transform
E(X + Y )s?” Theorem 3.1 gives an answer to that question: for 0 < c0 < min(a1, . . . , aK+1),
c0 < ℜ(p) < c0 + c,

E(X + Y )−p =
Γ(b1) · · ·Γ(bK)

Γ(a1) · · ·Γ(aK+1)

× 1

2πi

∫ c0+i∞

c0−i∞
dz

Γ(a1 − z) · · ·Γ(aK+1 − z)Γ(c+ z − p)

Γ(b1 − z) · · ·Γ(bK − z)

Γ(z)Γ(p− z)

Γ(p)
.

Integrals of ratios of products of gamma functions, such as the one above, are called “Barnes in-
tegrals” (or “Mellin-Barnes integrals”). Barnes (1908, 1910) found simplified expressions for two
such integrals, and those identities have come to be known as Barnes’ first and second lemmas.
Section 4 shows that some special cases (involving beta and gamma distributions) where the ex-
plicit distribution of X + Y is known are in fact equivalent to Barnes’ first and second lemmas.
Barnes’ lemmas thus have probabilistic interpretations, or, taking the opposite point of view, those
lemmas are given probabilistic proofs, in terms of relatively simple properties of beta and gamma
distributions. Theorem 3.2 is an extension of the binomial formula for E(X + Y )r, for r /∈ N.

A probabilistic interpretation of (1.3) is that if X has the Mellin transform on the right for positive
(ak, bn), then, introducing independent gamma variables, X satisfies the identity

G
(a1)
1 · · ·G(aK)

K
d
= XG

(b1)
1 · · ·G(bN )

N .

This is an extension of the second identity in (1.1).

The Mellin transform of X + Y has relevance in solving the stochastic equation

X
d
= A(X + Y ),

and this is noted in Section 5; solving these equations is directly related to finding the distribution
of

∑

A1 · · ·AkYk,

a topic that has been studied for several decades; Vervaat (1979) is a classical reference, another one
is Dufresne (1998). In the same section, formulas for the distribution of the sum of two independent
reciprocal gamma variables are given, as well as other related results; these are consequences of
Barnes’ first lemma. One problem is to find versions of the identities in (1.1) with the gamma
variables replaced by their reciprocals; specifically: (1) what can be said about the distribution of
1/G(a) + 1/G(b)?; (2) is it possible to find the distribution for a random variable A, independent
of the others, with the property that

1

G(a)

d
= A

(

1

G
(a)
1

+
1

G
(b)
2

)

?

A related identity (from Chaumont & Yor, 2003) is briefly studied. Connections with the Bessel
functions Kν(z) (called Macdonald’s functions) are also noted.
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The beta product distribution was defined in a recent paper (Dufresne, 2010) and also occurs in
Section 5. It is a G distribution of type (1.3) with K = N = 2, and has support (0,1). In Section
6, the beta product distribution is extended to include cases where the support is (0,1] (there is
a point mass at u = 1). This naturally leads to a more general study of the G distributions “of
order (N,N)”, that is, of those that satisfy (1.3) with K = N . It is shown that if (1.3) holds
for all p ≥ 0, then the distribution’s support is necessarily a subset of (0,1], with a point mass

at u = 1 if
∑K
k=1 ak =

∑N
n=1 bn. The G distributions of order (N,N) strictly include all product

convolutions of ordinary beta distributions, and it is then interesting to ask whether they have the
same infinite divisibility property, as it is known that logB(a,b) is infinitely divisible. (A reference
on infinite divisibility is Bondesson (1992).) It is shown in Section 6 that for G distributions of
order (N,N) the log transformed law is always infinitely divisible if N = 1 or 2, but that it may or
may not be if N ≥ 3; examples of both possibilities are given. It is also shown that this family of
log transformed G distributions includes all rational distributions on R+ (Cox, 1955), and that for
a subclass there is an explicit decomposition in terms of rational distributions. A corollary is that
the law of log( 1

G(a) + 1
G(b) ) is infinitely divisible. The distributions G(K,N) with K > N are also

considered. In particular, it is shown that the law of the product G(a1) · · ·G(aK) of K ≥ 3 gamma
variables makes sense when some of the parameters a1, . . . , aK are complex.

Note that, contrary to Chamayou, Letac and possibly all previous authors, we allow the parameters
ak, bn of G distributions to be complex numbers.

Here is some of the notation used. A random variable with a Gamma(α, 1) distribution is denoted
G(α); similarly, B(α,β) has a Beta(α, β) distribution. Subscripts are added when required. We
define (a)q = Γ(a + q)/Γ(a) for any a, q ∈ C,−a − q /∈ N (this is called the “shifted factorial”
or “Pochhammer symbol” when n ∈ N). The duplication and reflection formulas for the gamma
function are used:

Γ(2z)Γ( 12 ) = 22z−1Γ(z)Γ(z + 1
2 ); Γ(z)Γ(1− z) =

π

sinπz
.

It is often more convenient to use the following equivalent form of the duplication formula:

(2z)2p = 4p(z)p(z +
1
2 )p.

(Just let z = 1
2 to obtain the usual form of the duplication formula.) The Appendix shows that the

duplication formula can be obtained from properties of beta and gamma distributions, to which it is
in fact equivalent. The same line of attack gives a partial justification for the Gauss multiplication
formula.

The Mellin transform of a probability distribution µ on R+ (or of a random variable X with that
distribution) will be defined as the mapping

p 7→
∫

R+

xp dµ(x) = EXp,

as in (1.3). This is different from the definition used in analysis (see the exponent “s−1” in (1.2)).
A convenient summary of results on Mellin transforms is found in Appendix 2 of Patterson (1995).

2 Laplace transform of sums of positive variables

The identity

e−x =
1

2πi

∫

ℓc

dz x−zΓ(z) (2.1)
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is valid for ℜ(x) > 0, c > 0, if the path of integration is:

ℓc = {c+ iw | −∞ < w <∞}.

Formula (2.1) may be obtained by summing residues, or it can be seen as an inverse Mellin transform
(a proof is given in Andrews et al., 2000, p.85).

Theorem 2.1. Suppose cj > 0,ℜ(sj) > 0, Xj > 0 for j = 1, . . . ,K, and
E(X−c1

1 · · ·X−cK
j ) <∞. Then

E exp

(

−
K
∑

j=1

sjXj

)

=
1

(2πi)K

∫

ℓc1

dz1 · · ·
∫

ℓcK

dzK s
−z1
1 · · · s−zKK E(X−z1

1 · · ·X−zK
K )Γ(z1) · · ·Γ(zK).

Proof. We will use the following result (for a proof, see Andrews et al. (2000), p.21).

Lemma 2.2. If z = v + iw, a1 ≤ v ≤ a2, v, w ∈ R and |w| → ∞, then

|Γ(v + iw)| =
√
2π|w|v− 1

2 e−π|w|/2[1 +O(1/|w|)],

where the constant implied by “O” depends only on a1 and a2.

Insert x = sjXj in (2.1) for j = 1, . . . ,K, and multiply the resulting identities together. Take
expectations on both sides; the multiple integral so obtained will be shown to converge absolutely.
First, |E(X−z1

1 · · ·X−zK
j )| is uniformly bounded by E(X−c1

1 · · ·X−cK
j ) on ℓc1 × · · · × ℓcK . Second, if

zj = cj + iwj , arg sj = θj , −π
2 < θj <

π
2 ,

|s−zjj Γ(zj)| =
√
2π|sj |−cj |w|cj−

1
2 eθjwj−π|wj |/2[1 +O(1/|wj |)].

The function s−z11 · · · s−zKK E(X−z1
1 · · ·X−zK

j )Γ(z1) · · ·Γ(zK) is then absolutely integrable over ℓc1 ×
· · · × ℓcK .

A simple application of Theorem 2.1 is the case where X ∼ Gamma(a, 1), which reads

(1 + s)−a =
1

2πi

∫

ℓc

dz s−z
Γ(a− z)Γ(z)

Γ(a)
, 0 < c < a, ℜ(s) > 0.

This is also an inverse Mellin transform, or else it can be seen as a particular case of Theorem 3.1
below.

Several questions are raised by Theorem 2.1: (1) What if P(Xj = 0) > 0? (2) Can the constraint

ℜ(sj) > 0 be weakened? (3) What if EX
−cj
j = ∞ for all cj > 0? (4) Can the path of integration

ℓcj be moved to the left of the origin? The rest of this section answers these questions in turn. For
ease of presentation, we study these questions in the case of one variable only.

Regarding the first question, all formulas may be adapted to the case X ≥ 0 by writing

E e−sX = P(X = 0) + P(X > 0)E e−sY ,

where Y has the conditional distribution of X, given X > 0. As to the second question, in many
cases the Laplace transform has an analytic continuation beyond the region where it exists, so not
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surprisingly the formula in Theorem 2.1 holds, under some conditions, for the analytic continuation
of the Laplace transform. To fix ideas, the Laplace transform of the Gamma(a, 1) distribution is
(1+ s)−a for ℜ(s) > −1, but the function (1+ s)−a has an analytic continuation in C− (−∞,−1].
In order to distinguish between the two functions in the corollary below we write LX(s) for the
transform together with its analytic continuation.

The next result answers the third question.

Corollary 2.3. Suppose X > 0, c > 0, EX−c <∞, −π < θ < π, and that

∫ ∞

0

dwwc−
1
2 |EX−c−iw|ew(|θ|−π

2 ) < ∞.

Then, for any s = reiθ, r > 0,

LX(s) =
1

2πi

∫

ℓc

dz s−zEX−zΓ(z).

Proof. The right-hand side of the last equation is analytic for s in an open set as soon as the
integral converges absolutely on the closure of that set. If we write z = c+ iw, then (Lemma 2.2):

|s−zEX−zΓ(z)| = |s|−ceθw|EX−c−iw|
√
2πwc−

1
2 e−|w|π/2[1 +O(1/|w|)].

Corollary 2.4. Suppose X > 0, s > 0. (a) Then

E e−sX =
1

2
+

1

2π
lim
ǫ↓0

∫ ∞

ǫ

dw
[

s−iwEX−iwΓ(iw) + siwEXiwΓ(−iw)
]

.

(b) If E| logX| <∞, then the integral above converges absolutely (so the limit may be removed).

Proof. Recall formula (2.1) with c,ℜ(x) > 0 and let 0 < ǫ < R <∞. Let z = v + iw and consider
the contour consisting of the segments

S1,ǫ,R = {v = 0, ǫ < w < R}, S2,R = {w = R, 0 ≤ v ≤ c}, S3,R = {v = c, −R < w < R}
S4,R = {w = −R, 0 ≤ v ≤ c}, S5,ǫ,R = {v = 0, −R < w < −ǫ},

and the semi-circle Cǫ = {z = ǫeiθ,−π
2 ≤ θ ≤ π

2 }. The function x−zΓ(z) is analytic inside the
contour, and extends continuously to the contour; thus its integral over the contour is zero. The
integral over S2,R and S4,R tends to zero as R tends to infinity, from Lemma 2.2. Hence,

e−x =
1

2πi

∫

S1,ǫ,∞∪S5,ǫ,∞∪Cǫ

dz x−zΓ(z).

The integral over Cǫ equals

1

2π

∫ π
2

−π
2

dφx−ǫe
iφ

Γ(1 + ǫeiφ) → 1

2
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as ǫ tends to 0. Thus,

e−x =
1

2
+

1

2π

∫ ∞

0

dw
[

x−iwΓ(iw) + xiwΓ(−iw)
]

.

Next, replace x with sX, with ℜ(s) > 0. Then

E e−sX =
1

2
+

1

2π
(E I1 + E I2),

where

I1 =

∫ ∞

1

dw
[

(sX)−iwΓ(iw) + (sX)iwΓ(−iw)
]

,

I2 =

∫ 1

0

dw
[

(sX)−iwΓ(iw) + (sX)iwΓ(−iw)
]

.

In the case of E I1, the order of integration and expectation may be reversed by dominated con-
vergence. As to I2, write

(sX)−iwΓ(iw) + (sX)iwΓ(−iw) =
1

iw
[(sX)−iwΓ(1 + iw)− (sX)iwΓ(1− iw)]

=
2

w

∫ ∞

0

dt e−t sin

(

w log
t

sX

)

and then

I2 = 2

∫ 1

0

dw

w

∫ ∞

0

dt e−t sin

(

w log
t

sX

)

.

Since | sin(x)/x| is uniformly bounded for real x, the above double integral converges absolutely
for any fixed X > 0, and the order of integration may be reversed. Thus,

E I2 = 2E

∫ 1

0

dw
sin(wY )

w
= 2E

∫ Y

0

dv
sin v

v
,

where Y = log[G(1)/(sX)], G(1) independent of X. This expectation is finite, since
|
∫ y

0
dv sin v/v| is uniformly bounded for y ∈ R. For the same reason,

E I2 = 2 lim
ǫ↓0

E

∫ 1

ǫ

dw
sin(wY )

w
,

which is in turn equal to

2 lim
ǫ↓0

∫ 1

ǫ

dw

w
E sin(wY )

by dominated convergence. This yields part (a). For part (b), if E| logX| <∞, then E|Y | <∞ and

∣

∣

∣

∣

E
sin(wY )

w

∣

∣

∣

∣

≤ E|Y |, w ∈ R,

which implies that
∫ 1

0
dw
w E sin(wY ) converges absolutely.
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Observe that the condition that E| logX| be finite is not necessary for absolute convergence of the
integral in Corollary 2.4. For instance, if logX has a symmetric stable distribution with character-
istic function exp(−a|w|α), 0 < α < 1, then E| logX| is infinite, but

EXiw ∼ 1 +O(|w|α), w → 0,

and thus E sin(wY )/w = O(|w|α−1) is integrable over (0, 1).

The fourth question was about moving the path of integration to the left in Theorem 2.1.

Corollary 2.5. If X > 0, EXq <∞ for some q > 0, q /∈ N, then for ℜ(s) > 0:

E e−sX =

[q]
∑

k=0

(−s)kEXk

k!
+

1

2πi

∫

ℓ−q

dz s−zEX−zΓ(z).

Proof. The result follows from a modification of (2.1):

e−x =
n
∑

j=0

(−x)j
j!

+
1

2πi

∫

ℓ−q

dz x−zΓ(z), (2.2)

where ℜ(x) > 0 and n < q < n+ 1. That formula may be proved by summing residues, or else by
deforming the path of integration while forming a circle around each singularity z = 0,−1, . . ..

Note that Eq.(2.2) gives an alternative expression for the remainder term of the Taylor expansion
for e−x: for n = 0, 1, . . . and 0 < ǫ < 1,

(−1)n+1

n!

∫ x

0

dy (x− y)ne−y =
1

2πi

∫

ℓ−n−ǫ

dz x−zΓ(z).

3 Mellin transforms of sums of positive variables

Theorem 3.1. Suppose cj > 0, j = 1, . . . ,K − 1, Xj > 0, j = 1, . . . ,K, ℜ(p) > c1 + . . . + cK−1

and E(X−c1
1 · · ·X−cK−1

K−1 X
c1+···+cK−1−ℜ(p)
K ) <∞. Then

E(X1 + · · ·+XK)−p =
1

(2πi)K−1

∫

ℓc1

dz1 · · ·
∫

ℓcK−1

dzK−1

E(X−z1
1 · · ·X−zK−1

K−1 X
z1+···+zK−1−p
K )B(z1, . . . , zK−1, p− z1 − . . .− zK−1)

(which is finite), where

B(a1, . . . , aK) =
Γ(a1) · · ·Γ(aK)

Γ(a1 + . . .+ aK)
, ℜ(aj) > 0, j = 1, . . . ,K,

is the Dirichlet function.
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Proof. The finiteness of the expectation is proved as follows: if q = ℜ(p), then

(X1 + · · ·+XK)−q ≤
X−c1

1 · · ·X−cK−1

K−1

(X1 + · · ·+XK)q−c1−···−cK−1
.

From Theorem 2.1, if ℜ(xj) > 0, j = 1, . . . ,K − 1, s > 0, then

exp

(

− s
K−1
∑

j=1

xj

)

=
1

(2πi)K−1

∫

ℓc1

dz1 · · ·
∫

ℓcK−1

dzK−1 s
−z1−···−zK−1x−z11 · · ·x−zK−1

K−1 Γ(z1) · · ·Γ(zK−1).

Suppose ℜ(xK) > 0, ℜ(p) > c1 + . . .+ cK−1, multiply both sides by sp−1e−sxK/Γ(p) and integrate
with respect to s ∈ (0,∞). By Fubini’s theorem, the order of integration on the right-hand side
may be changed at will, and

(x1 + · · ·+ xK)−p =
1

(2πi)K−1

∫

ℓc1

dz1 · · ·
∫

ℓcK−1

dzK−1 x
−z1
1 · · ·x−zK−1

K−1 x
z1+···+zK−1−p
K

×B(z1, . . . , zK−1, p− z1 − · · · − zK−1).

Replace xj with Xj , j = 1, . . . ,K, and then take expectations on both sides. Expectation and
integration commute by Lemma 2.2 and Fubini’s theorem.

This theorem has immediate applications to gamma distributions, see Sections 4 and 5.

Theorem 3.2. Suppose X,Y > 0, q > 0, q /∈ N, ℜ(p) > −q and

EY −ℜ(p) <∞, E(XqY −q−ℜ(p)) <∞.

Then

E(X + Y )−p =

[q]
∑

j=0

(−1)j(p)jE(X
jY −p−j)

j!
+

1

2πi

∫

ℓ−q

dz E(X−zY z−p)B(z, p− z).

Proof. From (2.2), for s, x > 0,

e−sx =

[q]
∑

j=0

(−sx)j
j!

+
1

2πi

∫

ℓ−q

dz (sx)−zΓ(z).

Multiply by sζ−1e−sy/Γ(ζ) for ℜ(ζ), y > 0, and integrate with respect to s ∈ (0,∞) to get:

(x+ y)−ζ =

[q]
∑

j=0

(−1)j(ζ)j x
jy−ζ−j

j!
+

1

2πi

∫

ℓ−q

dz x−zyz−ζB(z, ζ − z). (3.1)
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Both sides of this equation are seen to be analytic for ℜ(ζ) > −q, and the identity then holds in
that larger region. Replace ζ, x, y with p,X, Y , and then take expectations to finish the proof. This
is possible because, under the stated assumptions,

EXrY −ℜ(p)−r = EY −ℜ(p)

(

X

Y

)r

≤ EY −ℜ(p)

[

1 +

(

X

Y

)q]

< ∞, 0 ≤ r ≤ q.

Moreover, by Lemma 2.2 and dominated convergence, the integral in the formula converges abso-
lutely. Finally,

E(X + Y )−ℜ(p) ≤ Cp(EX
−ℜ(p) + EY −ℜ(p)) < ∞,

where Cp = 2−ℜ(p) if −q < ℜ(p) ≤ 0, Cp =
1
2 if ℜ(p) > 0.

When −p = n ∈ N, the formula in Theorem 3.2 boils down to the familiar binomial sum. Formula
(3.1) is a rewriting of the Taylor expansion of (x+ y)−p about x = 0. Turning the formula around
and setting x = y = 1 yields

1

2πi

∫

ℓ−q

dz B(z, p− z) = 2−p −
[q]
∑

j=0

(−1)j(p)j
j!

.

4 Barnes’ lemmas and the beta-gamma algebra

The two Barnes’ lemmas will be shown to be consequences of part (a) of Theorem 4.2, which is
itself equivalent to the well-known property (4.1) below (more on this equivalence at the end of this
section). We first state the two Barnes’ lemmas. The original references are given, but see Andrews
et al. (2000, pp. 89-91) for more details; here A,B,C,D are any complex constants such that the
path of integration described can be drawn.

(1) (Barnes, 1908) For a suitably curved line of integration, so that the decreasing sequences of
poles lie to the left and the increasing sequences lie to the right of the contour,

1

2πi

∫ i∞

−i∞
dz Γ(A+ z)Γ(B + z)Γ(C − z)Γ(D − z) =

Γ(A+ C)Γ(A+D)Γ(B + C)Γ(B +D)

Γ(A+B + C +D)
.

(2) (Barnes, 1910) For a suitably curved line of integration, so that the decreasing sequences of poles
lie to the left and the increasing sequences lie to the right of the contour, if E = A+B + C +D,

1

2πi

∫ i∞

−i∞
dz

Γ(A+ z)Γ(B + z)Γ(C + z)Γ(D − z)Γ(−z)
Γ(E + z)

=
Γ(A)Γ(B)Γ(C)Γ(A+D)Γ(B +D)Γ(C +D)

Γ(E −A)Γ(E −B)Γ(E − C)
.

Theorem 4.1. Barnes’ first lemma is equivalent to the additivity property of gamma distributions:

if a, b > 0 and G
(a)
1 , G

(b)
2 are independent, then G

(a)
1 +G

(b)
2

d
= G

(a+b)
3 .
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Proof. From Theorem 3.1, the additivity property of gamma variables may be written as:

E(G
(a)
1 +G

(b)
2 )−p =

1

2πi

∫

ℓc

dz E[(G
(a)
1 )−z(G(b)

2 )z−p]B(z, p− z),

that is, for a, b > 0, 0 < c < a, c < ℜ(p) < b+ c,

Γ(a+ b− p)

Γ(a+ b)
=

1

2πi

∫

ℓc

dz
Γ(a− z)Γ(b+ z − p)Γ(z)Γ(p− z)

Γ(a)Γ(b)Γ(p)

=
1

2πi

∫

ℓ0

dζ
Γ(a− c− ζ)Γ(b+ c+ ζ − p)Γ(c+ ζ)Γ(p− c− ζ)

Γ(a)Γ(b)Γ(p)
.

Let A = b+ c− p, B = c, C = a− c, D = p− c. Then the above identity reads

Γ(A+ C)

Γ(A+B + C +D)
=

1

2πi

∫

ℓ0

dζ
Γ(A+ ζ)Γ(B + ζ)Γ(C − ζ)Γ(D − ζ)

Γ(B + C)Γ(A+D)Γ(B +D)
.

This is the formula that has to be proved, except that here there are restrictions:
ℜ(A,D) > 0, B, C > 0. The poles of Γ(A + ζ) and Γ(B + ζ) are to the left of ℓ0, and the poles
of Γ(C − ζ) and Γ(D − ζ) are to the right of ℓ0. All that is needed to get Barnes’ first lemma is
to extend the result to any A,B,C,D ∈ C such that the contour can be drawn, by curving the
path of integration if necessary. This is obvious, by Cauchy’s theorem and analytic continuation.
This proves that the additivity property of gamma distributions implies Barnes’ first lemma; the
converse is obvious.

Remark. A colleague (Felisa Vázquez-Abad) observed that, at first glance, the three original
parameters a, b, p appear to generate the four new parameters A,B,C,D. This is not actually the
case, because c may also be varied. The transformation (a, b, c, p) 7→ (A,B,C,D) is non-singular.

We now recall other properties of gamma variables, derived in Dufresne (1998). Proofs are sum-
marized.

Proposition 4.2. Let G
(α)
j ∼ Gamma(α, 1), B

(α,β)
k ∼ Beta(α, β), and suppose that all variables

on the same side of an identity are independent.

(a) For any variable U and any a, b > 0,

UG
(a)
1 +G

(b)
2

d
= G

(a+b)
3 [1 + (U − 1)B

(a,b)
1 ].

(b) For any a, b, c, d > 0,

B
(a,b)
1 G

(c)
1 +G

(d)
2

d
= G

(c+d)
3 (1−B

(b,a)
2 B

(c,d)
3 ).

(c) For any a, b, c > 0,

B
(a,b+c)
1 G

(b)
1 +G

(c)
2

d
= G

(b+c)
3 B

(a+c,b)
2

d
= B

(b+c,a)
3 G

(a+c)
4 .

(d) For any a, b, c, d > 0,

G
(a)
1

B
(c,d)
1

+G
(b)
2

d
= G

(a+b)
3

(

B
(a,b)
2

B
(c,d)
3

+ 1−B
(a,b)
2

)

d
= G

(a+b)
3

(

1 +B
(a,b)
2

G
(d)
4

G
(c)
5

)

.
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(e) For any a, b, c > 0,

G
(a)
1

B
(b,a+c)
1

+G
(c)
2

d
=

G
(a+c)
3

B
(b,a)
2

.

Proof. Recall the following property of gamma distributions: if G
(a)
1 and G

(b)
2 are independent,

then
G

(a)
1

G
(a)
1 +G

(b)
2

is independent of G
(a)
1 +G

(b)
2 . (4.1)

To prove (a), use (4.1) and G
(a+b)
3

d
= G

(a)
2 +G

(b)
1 :

G
(a+b)
3 [1 + (U − 1)B

(a,b)
1 ]

d
= G

(a+b)
3

(

G
(b)
2

G
(a)
1 +G

(b)
2

+
UG

(a)
1

G
(a)
1 +G

(b)
2

)

d
= G

(b)
2 + UG

(a)
1 .

Part (b) results from (a), after noting that 1−B(a,b) d
=B(b,a). To obtain (c), let c = b′, d = c′, b =

b′ + c′ in (b). Then, using (4.1) (or Mellin transforms),

B
(b,a)
2 B

(c,d)
3 = B

(b′+c′,a)
2 B

(b′,c′)
3

d
= B

(b′,a+c′)
4 ,

which yields the first identity in (c). The second one is proved using Mellin transforms. Parts (d)
and (e) are proved similarly.

Theorem 4.3. Barnes’ second lemma is equivalent to either property (c) or property (e) of Propo-
sition 4.2.

Proof. Write identity (c) using Theorem 3.1: if a, b, c > 0, 0 < c0 < a ∧ b, c0 < ℜ(p) < c+ c0,

1

2πi

∫

ℓc0

dz
Γ(a− z)Γ(b− z)Γ(p− z)Γ(c− p+ z)Γ(z)

Γ(a+ b+ c− z)

=
Γ(a)Γ(b)Γ(c)Γ(p)

Γ(a+ b+ c)
· Γ(b+ c− p)Γ(a+ c− p)Γ(a+ b+ c)

Γ(b+ c)Γ(a+ c)Γ(a+ b+ c− p)
.

The left-hand side is

1

2πi

∫

ℓ0

dζ
Γ(a− c0 + ζ)Γ(b− c0 + ζ)Γ(p− c0 + ζ)Γ(c− p+ c0 − ζ)Γ(c0 − ζ)

Γ(a+ b+ c− c0 + ζ)
.

The poles are to the right or left of the path of integration as required for Barnes’ second lemma.
It is possible to let c0 ↓ 0, if at the same time the path of integration is moved to the left of
the origin (which is a pole of Γ(−ζ)). Letting A = a,B = b, C = p,D = c − p yields Barnes’
second lemma with the stated restrictions on a, b, c and p. The general formula is obtained by
analytic continuation, which is possible if the path of integration is moved so as to keep the poles
of Γ(A+ ζ),Γ(B + ζ),Γ(C + ζ) to the left of the path, and those of Γ(D − ζ),Γ(−ζ) to the right
of the path. This proves the equivalence of Barnes’ second lemma and Theorem 4.2 (c).

Similarly, property (e) says that, for a > c0 > 0, b, c > 0, c0 < ℜ(p) < c+ c0,

1

2πi

∫

ℓ0

dζ
Γ(a− c0 − ζ)Γ(b+ c0 + ζ)Γ(c− p+ c0 + ζ)Γ(p− c0 − ζ)Γ(c0 + ζ)

Γ(a+ b+ c+ c0 + ζ)

=
Γ(a)Γ(c)Γ(p)Γ(a+ c− p)Γ(b+ p)Γ(a+ b)

Γ(a+ b+ c)Γ(a+ c)Γ(a+ b+ p)
.
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It is possible to let c0 → p in the integral, while suitably curving the path of integration. Relabelling
the parameters (A = b + p,B = p, C = c,D = a − p) yields Barnes’ second lemma, by analytic
continuation.

Parts (b) and (d) of Proposition 4.2 may also be rewritten in terms of Barnes integrals. In the
first case, raise both sides to power −p and take expectations; then Theorem 3.1 and an obvious
expansion on the right yield:

1

2πi

∫

ℓc0

dz
Γ(a− z)Γ(c− z)Γ(d− p+ z)Γ(z)Γ(p− z)

Γ(a+ b− z)

=
Γ(a)Γ(c)Γ(d)Γ(p)Γ(c+ d− p)

Γ(a+ b)Γ(c+ d)
3F2(b, c, p; a+ b, c+ d; 1).

A similar formula appears in the proof of Barnes’ second lemma in Andrews et al. (2000, p.91).
Part (d) of Proposition 4.2 becomes an identity between integrals:

∫

ℓc0

dz
Γ(a− z)Γ(c+ z)Γ(b− p+ z)Γ(z)Γ(p− z)

Γ(c+ d+ z)

=
Γ(b)Γ(a+ b− p)

Γ(c+ d)Γ(d)

∫

ℓc0

ds
Γ(a− s)Γ(d− s)Γ(c+ s)Γ(s)Γ(p− s)

Γ(a+ b− s)
.

Both formulas above extend to complex a, b, c by analytic continuation.

At the beginning of this section it is claimed that property (a) in Proposition 4.2 is equivalent
to (4.1). How (4.1) may be obtained from Proposion 4.2 (a) will now be shown. It is sufficient to
prove that

E

(

G
(a)
1

G
(a)
1 +G

(b)
2

)s

(G
(a)
1 +G

(b)
2 )t = E

(

G
(a)
1

G
(a)
1 +G

(b)
2

)s

E(G
(a)
1 +G

(b)
2 )t (4.2)

for all s, t ∈ N. Raise the identity in Proposition 4.2 (a) to power t, take expectations on both sides,
differentiate s times with respect to U , and finally let U = 1. The result is t(t − 1) · · · (t − s + 1)
times

E(G
(a)
1 )s(G

(a)
1 +G

(b)
2 )t−s = E(G

(a+b)
3 )t(B

(a,b)
1 )s,

which is (4.2), since B
(a,b)
1 and G

(a)
3 are independent in the proposition.

5 Properties of reciprocal gamma variables

We begin by looking at the distribution of

H(a,b) =

(

1

G
(a)
1

+
1

G
(b)
2

)−1

=
G

(a)
1 G

(b)
2

G
(a)
1 +G

(b)
2

,

where a, b > 0 and the the two gamma variables are independent. Next, we turn to an identity for
reciprocal gamma variables in Chaumont & Yor (2003) and its consequences.
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The distribution of H(a,b) will turn out to be related to the beta product distribution, defined
in Dufresne (2010); that paper contains the proof of the following result (Theorems 2.1 and 2.2
therein). Recall that (α)s = Γ(α+ s)/Γ(α).

Proposition 5.1. The Mellin transform

p 7→ (a)p(c)p
(a+ b)p(c+ d)p

(in simplified form) corresponds to a probability distribution on (0, 1) if, and only if, the parameters
satisfy: a, c, b+ d,ℜ(a+ b),ℜ(c+ d) > 0, and either

(i) (real case) b, d are real and min(a, c) < min(a+ b, c+ d), or

(ii) (complex case) Im(b) = −Im(d) 6= 0 and a+ b = c+ d.

This distribution will be denoted BetaProduct(a, b, c, d), and “B(a,b,c,d)” will represent a variable
with that distribution.

It can be shown (Dufresne, 2010) that the density of B(a,b,c,d) is

Γ(a+ b)Γ(c+ d)

Γ(a)Γ(c)Γ(b+ d)
ua−1(1− u)b+d−1

2F1(a+ b− c, d; b+ d; 1− u)1{0<u<1}. (5.1)

From the Mellin transform it is obvious that when a, b, c, d > 0 the BetaProduct(a, b, c, d) is the

distribution of the product of two independent variables B
(a,b)
1 and B

(c,d)
2 . (N.B. The beta product

distribution is studied further in Section 6.)

Theorem 5.2. (a) If ℜ(p) > −min(a, b), then

E (H(a,b))p =
(a)p(b)p(a+ b)p

(a+ b)2p
.

(b) For any 0 < a, b <∞,

H(a,b) d
= 1

4B
(a, b−a

2 ,b, a−b+1
2 )G(a+b),

where the variables on the right are independent. The density of B(a, b−a
2 ,b, a−b+1

2 ) is:

2−a−b
Γ(a+ b)

Γ(a)Γ(b)
ua−1(1− u)−

1
2 [(1 +

√
1− u)b−a + (1−

√
1− u)b−a]1(0,1)(u).

If 0 < a ≤ b ≤ a+1, then the “B” above has the same distribution as the product of two independent
ordinary beta variables:

B(a, b−a
2 ,b, a−b+1

2 ) d
= B

(a, b−a
2 )

1 B
(b, a−b+1

2 )
2 .

(Here B(α,0) = 1 for α > 0.) In particular, if a > 0 then

H(a,a) d
= 1

4B
(a, 12 )G(2a), H(a,a+1) d

= 1
4B

(a, 12 )G(2a+1).

(c) For a, b > 0 and ℜ(s) > −4, Ee−sH
(a,b)

= 3F2(a, b, a+ b; a+b2 , a+b+1
2 ;− s

4 ).
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(d) For any a, b > 0, (G(a+b))2H(a,b) d
= G

(a)
1 G

(b)
2 G

(a+b)
3 , where the variables on either side are

independent.

Proof. (a) Apply Theorem 3.1 and Barnes’ first lemma: for ℜ(p) > c > 0,

E

(

1

G
(a)
1

+
1

G
(b)
2

)−p
=

1

2πi

∫

ℓc

dz
Γ(a+ z)Γ(b+ p− z)

Γ(a)Γ(b)

Γ(z)Γ(p− z)

Γ(p)

=
Γ(a+ p)Γ(b+ p)Γ(a+ b+ p)

Γ(a)Γ(b)Γ(a+ b+ 2p)
.

For part (b), note that by the duplication formula for the gamma function,

E (H(a,b))p =
(a)p(b)p(a+ b)p

4p(a+b2 )p(
a+b+1

2 )p
.

The result follows from the Mellin transform of the variable 1
4B

(a, b−a
2 ,b, a−b+1

2 )G(a+b). It can be

checked that the parameters A = a,B = b−a
2 , C = b,D = a−b+1

2 yield a valid BetaProduct

(A,B,C,D) distribution:

A,C,A+B,C +D,B +D > 0, min(A,C) = min(a, b) < a+b
2 = min(A+B,C +D)

(when a is equal to either b − 1, b or b + 1 the beta product reduces to an ordinary beta). The
density of the beta product variable is, from (5.1):

Γ(a+b2 )Γ(a+b+1
2 )

Γ(a)Γ(b)Γ( 12 )
ua−1(1− u)−

1
2 2F1(

a−b
2 , a−b+1

2 ; 1
2 ; 1− u)1{0<u<1}.

The duplication formula expresses the leading constant as 21−a−bΓ(a+ b)/Γ(a)Γ(b). The hyperge-
ometric function is of the form 2F1(α, α+ 1

2 ;
1
2 ; z), which is simplified as follows. First, use formula

(9.5.10), p.250, in Lebedev (1972) to get

2F1(α, α+ 1
2 ;

1
2 ; z) = z−α

Γ( 12 )Γ(−2α)

Γ( 12 − α)Γ(−α) 2F1(α, α+ 1
2 ; 2α+ 1; 1− 1

z )

+ zα−
1
2 (1− z)−2α Γ( 12 )Γ(2α)

Γ(α)Γ(α+ 1
2 )

2F1(
1
2 − α, 1− α; 1− 2α; 1− 1

z ).

Next, using the duplication formula and identities (9.8.3), p.259 in Lebedev (1972), this is equal to

2−2α−1z−α
(

1 +
√

1/z

2

)−2α

+ 22α−1zα−
1
2 (1− z)−2α

√
z

(

1 +
√

1/z

2

)2α

=
1

2
(1 +

√
z)−2α +

1

2
(1−

√
z)−2α,

and thus the density of B(a, b−a
2 ,b, a−b+1

2 ) is

2−a−b
Γ(a+ b)

Γ(a)Γ(b)
ua−1(1− u)−

1
2 [(1 +

√
1− u)b−a + (1−

√
1− u)b−a].
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Now turn to part (c). For |s| < 4 we have the convergent series

Ee−sH
(a,b)

=
∞
∑

n=0

(a)n(b)n(a+ b)n

(a+b2 )n(
a+b+1

2 )n

(−s)n
4nn!

= 3F2(a, b, a+ b; a+b2 , a+b+1
2 ;− s

4 ).

The formula is also true for s ≥ 4 by analytic continuation; another way to see this is to note that

Ee−sH
(a,b)

=

∫ 1

0

du fB(u)(1 +
su
4 )−a−b,

where fB(·) is the density of B(a, b−a
2 ,b, a−b+1

2 ). Part (d) is obvious using Mellin transforms.

Parts of Theorem 5.2 are extended in Theorem 6.6.

Corollary 5.3. (a) The identity in law

1

G
(a)
1

d
= A

(

1

G
(a)
2

+
1

G
(b)
3

)

, (5.2)

with independent variables on the right, has a solution A if, and only if, one of the three cases
below occurs:

(i) 0 < a < b <∞, b > 1
2 . Then

A
d
=

1

4B( a+b
2 , b−a

2 , a+b+1
2 , a+b−1

2 )
.

When a+ 1 ≤ b,

B( a+b
2 , b−a

2 , a+b+1
2 , a+b−1

2 ) d
= B

( a+b
2 , a+b

2 )
1 B

( a+b+1
2 , b−a−1

2 )
2 ;

when a+ b ≥ 1,

B( a+b
2 , b−a

2 , a+b+1
2 , a+b−1

2 ) d
= B

( a+b
2 , b−a

2 )
1 B

( a+b+1
2 , a+b−1

2 )
2 .

In both cases B1 and B2 are independent.

(ii) a = b > 1
2 . Then

A
d
=

1

4B(a+ 1
2 ,a− 1

2 )
.

(iii) a = b = 1
2 . Then A = 1

4 and

4

G
( 1
2 )

1

d
=

1

G
( 1
2 )

2

+
1

G
( 1
2 )

3

.

(b) In any one of the three cases above, let G
(b)
k , An = (4B

( a+b
2 , b−a

2 , a+b+1
2 , a+b−1

2 )
n )−1, k, n = 1, 2, . . .,

be independent. Then
∞
∑

n=1

A1 · · ·An
1

G
(b)
n

d
=

1

G
(a)
0

.
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Proof. (a) If (5.2) holds, then necessarily A > 0 and

EA−p =
E(G(a))p

E(H(a,b))p
=

4p(a+b2 )p(
a+b+1

2 )p

(b)p(a+ b)p
.

If a < b and b > 1
2 , then this is 4p times the Mellin transform of B(A,B,C,D), with

A =
a+ b

2
, B =

b− a

2
, C =

a+ b+ 1

2
, D =

a+ b− 1

2
.

These are valid parameters for a beta product distribution:

A,C,A+B,C +D > 0, B +D = b− 1
2 > 0

A = min(A,C) < min(A+B,C +D) = A+B.

This gives case (i). If a = b ≥ 1
2 , then EA−p reduces to 4p times

(a+ 1
2 )p

(2a)p
, (5.3)

which corresponds to a beta distribution (case (ii)) or to the constant 1 (case (iii)).

The assumption a > b > 0 implies that a+b
2 > b, and this leads to EA−b = 0, which is impossible.

If it is supposed that a < b < 1
2 , then the Mellin transform of U = 1/4A is

(A)p(C)p
(A+B)p(C +D)p

, (5.4)

with A,C,A+B,C +D > 0 but B +D < 0. The asymptotic formula

Γ(α+ z)

Γ(β + z)
∼ zα−β

(

1 +
(α− β)(α+ β − 1)

2z
+O(|z|−2)

)

as z → ∞, | arg z| ≤ π − δ, (5.5)

(Lebedev, 1972, p.15) implies that
EUp ∼ Kp−B−D

as p→ ∞, K a constant. Then (5.4) tends to infinity, and so the law of U cannot be restricted to
[0, 1]. Moreover, applying Markov’s inequality with u0 > 1 gives

P(U ≥ u0) = P(Up ≥ up0) ≤ 2Ku−p0 p−B−D

for p large enough. This tends to 0 as p increases, and is therefore a contradiction. It is thus not
possible that A satisfies (5.2) and that a < b < 1

2 . The case a = b < 1
2 leads to (5.3) as in cases

(ii) and (iii) above, but this time E(1/4A)p equals 0 at p = −2a, which is not possible.

Part (b) follows from well-known results (e.g. Vervaat, 1979) once it is checked that
E log+(1/G(b)) < ∞ (which is obvious) and that E logA < 0. The latter follows from (5.2), since

that identity is of the form X
d
=A(X + Y ) with all variables positive,

E logA = E logX − E log(X + Y ) = E[logX − log(X + Y )].
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The variable in square brackets is negative, and its expectation is finite.

Another property of reciprocal gamma distributions

We prove identities (5.6) and (5.7), which are from Chaumont & Yor (2003, p.96), and also give
a consequence for infinite sums of products. In the following, all variables on the same side of an
equation are independent.

The independence of

G
(α)
1

G
(α)
1 +G

(β)
2

and G
(α)
1 +G

(β)
2

implies the two-dimensional identity in law

(G
(α+β)
1 B(α,β), G

(α+β)
1 (1−B(α,β)))

d
= (G

(α)
2 , G

(β)
3 ).

This identity in turn implies another (α = a+ b, β = b):

(

1

G
(a+2b)
1

+
1

G
(a+2b)
1

G
(b)
2

G
(a+b)
3

,
G

(b)
2

G
(a+b)
3

)

d
=

(

1

G
(a+b)
4

,
G

(b)
5

G
(a+b)
4

)

,

whence, for any X independent of the other variables,

1

G
(a+2b)
1

+

(

X +
1

G
(a+2b)
1

)

G
(b)
2

G
(a+b)
3

d
=

1

G
(a+b)
4

(

1 +XG
(b)
5

)

. (5.6)

When X
d
= 1/G(a), (5.6) becomes

1

G
(a+2b)
1

+

(

1

G
(a)
4

+
1

G
(a+2b)
1

)

G
(b)
2

G
(a+b)
3

d
=

1

G
(a)
5

, (5.7)

which is then also
1

G
(a+2b)
1

+
1

G
(a+2b)
1

G
(b)
2

G
(a+b)
3

+
G

(b)
2

G
(a+b)
3

X
d
= X,

or AX + C
d
= X, where X is independent of (A,C) and

(A,C)
d
=

(

G
(b)
2

G
(a+b)
3

,
1

G
(a+2b)
1

(

1 +
G

(b)
2

G
(a+b)
3

))

d
=

(

G
(b)
2

G
(a+b)
3

,
1

G
(a+b)
3

)

, (5.8)

since G
(b)
2 /G

(a+b)
3 is independent of G

(b)
2 +G

(a+b)
3 . We then have the identity

X
d
=

G
(b)
2

G
(a+b)
3

X +
1

G
(a+b)
3

, X
d
=

1

G(a)
.

The last identity yields the following result.
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Theorem 5.4. Let a, b > 0 and suppose (An, Cn), n = 1, 2, . . . , are i.i.d. with distribution (5.8).
Then

C1 +
∞
∑

n=0

A1 · · ·AnCn+1
d
=

1

G(a)
.

Two formulas for modified Bessel functions K

The modified Bessel function of the third kind Kν(·) (or Macdonald’s function, see Lebedev, 1972,
pp.108-119) is defined as:

Kν(z) =
π

2

I−ν(z)− Iν(z)

sin νπ
, | arg z| < π, ν 6= 0,±1,±2, . . .

Kn(z) = lim
ν→n

Kν(z), n = 0,±1,±2, . . . ,
(5.9)

where Iν(·) is the modified Bessel function of the first kind. Commonly used formulas are K−ν(z) =
Kν(z) and

Kν(z) =
1

2

(z

2

)−ν ∫ ∞

0

dt tν−1e−t−
z2

4t , ℜ(z2) > 0.

A first formula is obtained by applying Theorem 2.1: if ℜ(w2) > 0,

Ee−w
2/(4G(a)) =

1

Γ(a)

∫ ∞

0

dxxa−1e−x−
w2

4x =
2

Γ(a)

(w

2

)a

Ka(w)

=
1

Γ(a)

1

2πi

∫

ℓc

dz

(

w2

4

)−z
Γ(a+ z)Γ(z).

This was found for a > c > 0, but analytic continuation gives:

Proposition 5.5. If ℜ(w2) > 0 and ν ∈ C, then

Kν(w) =
1

2

(w

2

)−ν 1

2πi

∫ i∞

−i∞
dz

(

w2

4

)−z
Γ(z + ν)Γ(z), (5.10)

where the path of integration lies to the right of the poles of Γ(ν + z)Γ(z).

This Barnes integral for the function Kν(w) may also be seen as the inverse of the Mellin transform
(Erdélyi et al., 1953, p.51)

∫ ∞

0

dtKν(t)t
z−1 = 2z−2Γ( z2 + ν

2 )Γ(
z
2 − ν

2 ), ℜ(z ± ν) > 0.

It can be checked directly that the right hand side of (5.10) is unchanged if ν is replaced with −ν.
Moreover, the integral representation (5.10) may be reconciled with the definition of Macdonald’s
function (5.9) by summing the residues. Form a closed semi-circle to the left to the origin, together
with a vertical segment to the right of the origin. As the semi-circle gets larger, the integral over
the circular part tends to 0 (use Corollary 1.4.3 and the same ideas as in the proof of Theorem
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2.4.1 in Askey et al. (2000, p.21)). If ν /∈ N, then the residue theorem says that the right hand side
of the formula in Theorem 5.3 equals Σ1 +Σ2, with:

Σ1 =
1

2

(w

2

)−ν ∞
∑

n=0

(

w2

4

)n
(−1)nΓ(ν − n)

n!

=
π

2 sinπν

(w

2

)−ν ∞
∑

n=0

(

w2

4

)n
1

n!Γ(1− ν + n)
=

π

2 sinπν
I−ν(w)

Σ2 =
1

2

(w

2

)−ν ∞
∑

n=0

(

w2

4

)n+ν
(−1)nΓ(−ν − n)

n!

= − π

2 sinπν

(w

2

)ν ∞
∑

n=0

(

w2

4

)n
1

n!Γ(1 + ν + n)
=

π

2 sinπν
Iν(w).

Here the reflection formula for the gamma function was used. We have thus reobtained the usual
definition (5.9). The case ν ∈ N is handled in the same way, except that the integrand has double
poles at −ν − k, k = 0, 1, . . .

Another formula may be found from Theorem 5.2, part (b): for any 0 < a, b <∞,

1

G
(a)
1

+
1

G
(b)
2

d
=

4

B(a, b−a
2 ,b, a−b+1

2 )G
(a+b)
3

,

where the variables on either sides are independent. Taking Laplace transforms on both sides yields:

E exp

[

− w2

4

(

1

G
(a)
1

+
1

G
(b)
2

)]

=

∫ 1

0

du fB(u)E exp

(

− w2

u

1

G
(a+b)
3

)

.

Here ℜ(w2) > 0 and fB(·) is the density of B. The left hand side is:

4

Γ(a)Γ(b)

(w

2

)a+b

Ka(w)Kb(w)

while the right hand side is:

2wa+b

Γ(a+ b)

∫ 1

0

du fB(u)u
− a+b

2 Ka+b

(

2w√
u

)

.

We then have the identity (ℜ(w2) > 0)

2Ka(w)Kb(w) =

∫ 1

0

duu
a−b
2 −1(1− u)−

1
2 [(1 +

√
1− u)b−a + (1−

√
1− u)b−a]Ka+b

(

2w√
u

)

.

This extends to a, b ∈ C by analytic continuation (use the asymptotic formula in Lebedev, 1972,
p.123). This formula is the same as (Lebedev, 1972, p.140):

Kµ(w)Kν(w) = 2

∫ ∞

0

dtKµ+ν(2w cosh t) cosh((µ− ν)t).

The equivalence of the two identities is checked by letting cosh t = 1/
√
u in the last integral.
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6 Properties of G distributions

A class of probability distributions consists of those distributions on R+ that have a Mellin trans-
form equal to

Γ(a1 + p) · · ·Γ(aN1
+ p)

Γ(a1) · · ·Γ(aN1
)

× Γ(b1) · · ·Γ(bN2
)

Γ(b1 + p) · · ·Γ(bN2
+ p)

×Γ(c1 − p) · · ·Γ(cN3
− p)

Γ(c1) · · ·Γ(cN3
)

× Γ(d1) · · ·Γ(dN4
)

Γ(d1 − p) · · ·Γ(dN4
− p)

(6.1)

for (real or complex) constants aj , bk, cℓ, dm. This class of distributions has been studied before, see
Chamayou & Letac (1999), Dufresne (1998) and references therein. This class is itself contained
in the “H distributions” considered by Mathai & Saxena (1973), Springer (1973), Kaluszka &
Krysicki (1997) and others. It appears that previous authors disregarded the cases where some of
the parameters may be complex. The class of distributions with Mellin transforms given by (6.1)
will be called the “G distributions”. The name comes from Meijer’s G functions, which are defined
as

Gm,np,q

(

α1, . . . , αp
β1, . . . , βq

∣

∣

∣

∣

z

)

=
1

2πi

∫

L

∏m
j=1 Γ(βj − s)

∏n
j=1 Γ(1− αj + s)

∏q
j=m+1 Γ(1− βj + s)

∏p
j=n+1 Γ(αj − s)

zsds.

A continuous probability distribution with Mellin transform (6.1) has a density which is a constant
times a G function.

It is obvious that beta and gamma distributions, as well as the product convolution of any number
of beta an gamma distributions, are all G distributions. The beta product distribution, defined in
Section 5, is also a G distribution. In Theorems 4.2 and 5.2, it was seen that the following identities
in distribution imply that the left hand sides are G distributions, though that would otherwise not
have been obvious:

B
(a,b+c)
1 G

(b)
1 +G

(c)
2

d
= G

(b+c)
3 B

(a+c,b)
2

G
(a)
1

B
(b,a+c)
1

+G
(c)
2

d
=

G
(a+c)
3

B
(b,a)
2

G
(a)
1 G

(a)
1

G
(a)
1 +G

(a)
1

d
= 1

4B
(a, b−a

2 ,b, a−b+1
2 )G(a+b).

In this section we focus on the cases where, in (6.1), N3 = N4 = 0 and the Mellin transform is
finite for all p ≥ 0. In other words, we restrict our attention to G distributions µ on (0,∞) that
satisfy

∫

R+

xp µ(dx) =
(a1)p · · · (aK)p
(b1)p · · · (bN )p

, p ≥ 0. (6.2)

The distribution µ will be denoted “G(a1, . . . , aK ; b1, . . . , bN )”. The distribution of minus one times
the logarithm of a variable that has a G distribution will be called “log G”:

X ∼ log G(a;b) ⇐⇒ e−X ∼ G(a;b)

(where a,b are vectors of complex constants). All rational distributions on R+ (Cox, 1955) are log
G distributions. This is because the defining property of rational distributions is that their Laplace
transform is a ratio of polynomials:

∫

e−px ν(dx) =
P (p)

Q(p)
= C

∏N
n=1(bn + p)

∏K
k=1(ak + p)

= C
N
∏

n=1

Γ(bn + 1 + p)

Γ(bn + p)

K
∏

k=1

Γ(ak + p)

Γ(ak + 1 + p)
,
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where C is a constant.

Proposition 5.1 will be extended to cases where b + d = 0 (Theorem 6.2), and a product repre-
sentation is given for distributions satisfying (6.2) with K = N (Theorem 6.3). This will lead to
conditions for log G distributions to be infinitely divisible (Theorem 6.4). Next, the distributions
H(a,b) of Section 5 are extended to the ratios of the product to the sum of gamma variables,
and some properties of those ratios are derived (Theorem 6.5). Finally, some facts are established
regarding G(a1, . . . , aK ; b1, . . . , bN ) distributions with K > N ; in particular, it will be seen that
gamma products with complex parameters do exist.

The first result restricts the possible values of K and N in (6.2). Parts (a) and (b) extend claims
(1) and (2) in Chamayou & Letac (1999, p.1047) to cases where the parameters may be complex,
with different proofs.

Theorem 6.1. Suppose ak, bn are complex numbers, X > 0 and

EXp =
(a1)p · · · (aK)p
(b1)p · · · (bN )p

, p ≥ 0,

in simplified form (i.e. there is no (k, n) such that ak = bn).

(a) The {ak} are either real or come in conjugate pairs; the same holds for the {bn}. For all k,
ℜ(ak) > 0; the ak with the smallest real part, call it a∗, is real. If some bn is real then a∗ < bn.

(b) No probability distribution on [0,∞) has Mellin transform (6.2) with K < N .

(c) If K = N , then X ∈ (0, 1] and
∑

k(ak − bk) ∈ (−∞, 0]. In those cases, the law of X has a
point mass at x = 1 if, and only if,

∑

k ak =
∑

bn, in which case
∑

n a
2
n ≥

∑

n b
2
n, and the point

mass is

m =
N
∏

n=1

Γ(bn)

Γ(an)
.

Proof. (a) If g(p) = EXp, then g(p) = g(p) for any p to the right of the imaginary axis. This
property also holds for any analytic continuation that g may have in the rest of C, and thus the
zeros and poles of g must be symmetrical with respect to the real axis. If there were an ak with
a non-positive real part then the function EXp would have a pole at a p with ℜ(p) ≥ 0, but this
contradicts

|EXp| ≤ EXℜ(p) < ∞.

To prove that the ak with the smallest real part must be real, first observe that EXp is the Laplace
transform of the distribution of Y = − logX. If a Laplace transform exists for ℜ(p) > p0 but does
not exist for ℜ(p) < p0 (i.e. if p0 is an “abscissa of convergence” of the transform) then p0 must
be a singularity of the transform and it also must be real (Widder, 1941, p. 59). The analytic
continuation of the Laplace transform of Y has poles at −ak − j, j = 0, 1, 2, . . . , k = 1, . . . ,K,
which means that the singularity with the largest real part (which must then be real) is p0 = −a∗.
The analytic continuation of the Laplace transform of Y has zeros at −bn − j, j = 0, 1, 2, . . . , n =
1, . . . , N,. It is not possible that there be a real zero of that transform to the right of p0, in other
words if bn is real then necessarily −bn < p0 = −a∗.
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(b) Suppose K < N . The asymptotic relation (5.5) for ratios or gamma functions gives

K
∏

k=1

Γ(ak + p)

Γ(bk + p)
∼ pa1+···aK−b1+···bK .

as p→ ∞. By Markov’s inequality,

P(X ≥ x0) ≤ EXp

xp0
∼ K1p

K2

xp0Γ(bK+1 + p) · · ·Γ(bN + p)
→ 0, p→ ∞

(where K1,K2 are constants), for any x0 > 0.

(c) The same arguments yield

EXp ∼ pΣ(an−bn)
N
∏

n=1

Γ(bn)

Γ(an)
, p→ ∞. (6.3)

We already know that the ak (resp. bn) are either real or conjugate pairs, so q =
∑

n(an− bn) ∈ R.
If q > 0, then EXp tends to infinity at the same rate as pq, implying that (1) the law of X is not
restricted to [0, 1], and (2) for any x0 > 1,

P(X ≥ x0) ≤ EXp

xp0
≤ K3p

q

xp0

for p large enough and a constant K3 > 0. This is a contradiction, since pqx−p0 → 0 as p → ∞.
Thus q ≤ 0 and X ≤ 1. If q = 0, then (6.3) says that there is a probablility mass at x = 1, equal
to m. Moreover, (5.5) shows that, as p→ ∞,

EXp = m+ EXp1{X<1}

∼ m

(

1 +
N
∑

n=1

(an − bn)(an + bn − 1)

2p

)

= m+
m

2p

N
∑

n=1

(a2n − b2n).

Since EXp1{X<1} has to be positive when p is real, it follows that
∑

n (a
2
n − b2n) ≥ 0.

The G(a1,a2;b1,b2) distribution with a1 + a2 = b1 + b2

Theorem 6.1(c) extends Proposition 5.1. The latter says that the only probability distribution
G(a1, a2; b1, b2) on (0,1) that satisfies (6.2) is the beta product distribution, defined in Section
5. Theorem 6.1(c) shows that the beta product is the only distribution on (0,∞) that satisfies
(6.2) with K = N = 2 and a1 + a2 < b1 + b2. We now show that there are other G(a1, a2; b1, b2)
distributions but with support (0, 1]. The only possibility remaining, assuming (6.2) holds with
K = N = 2, is that a1 + a2 = b1 + b2. An example is given by Chamayou & Letac (1999):

(3)p(1)p
(2)p(2)p

=
1

2
+

1

2

1

1 + p

is the Mellin transform of a mixed distribution with mass 1
2 at u = 1 and density 1

21(0,1)(u).
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Theorem 6.2. Suppose an, bn, n = 1, 2, satisfy a1, a2 > 0, a1 + a2 = b1 + b2 and either (i) (real
case) a1 ∧ a2 < b1 ∧ b2, or (ii) (complex case) Im(bn) 6= 0, b1 = b2; let a2 ≤ a1 for simplicity. Then
a variable X having the probability distribution with a point mass

m =
Γ(b1)Γ(b2)

Γ(a1)Γ(a2)

at u = 1 and a continuous part with density

g0(u) =
Γ(b1)Γ(b2)

Γ(a1)Γ(a2)
ua1−1(b1 − a2)(b2 − a2) 2F1(b1 − a2 + 1, b2 − a2 + 1; 2; 1− u)1(0,1)(u)

has Mellin transform

EXp =
(a1)p(a2)p
(b1)p(b2)p

, p ≥ 0. (6.4)

There are no other a1, a2, b1, b2 ∈ C with a1 + a2 = b1 + b2 such that (6.4) holds in simplified form
(i.e. ak 6= bn ∀ (k, n)) for some X ≥ 0.

In the complex case, if a1, a2 are fixed but |Im(b1)| → ∞ then G(a1, a2; b1, b2) converges to the
Dirac mass at 0.

Proof. From Theorem 6.1, we know that X ∈ (0, 1], P(X = 1) = m, that both a1, a2 are positive,
and that b1, b2 are either both real or complex and conjugate. If b1, b2 are real then Theorem 6.1
also says that a1 ∧ a2 < b1 ∧ b2.
Suppose a1, a2, b1, b2 satisfy all the conditions stated, in case (i) or (ii). To find the distribution of X
we use a limit argument. Let fǫ be the density function of the distribution B(a1,b1−a1,a2,ǫ,b2−a2,ǫ) =
G(a1, a2,ǫ; b1, b2) , where 0 < a2,ǫ = a2 − ǫ < a2. The density of X is (from (5.1))

fǫ(u) =
Γ(b1)Γ(b2)

Γ(a1)Γ(a2,ǫ)Γ(ǫ)
ua1−1(1− u)ǫ−1

2F1(b1 − a2,ǫ, b2 − a2,ǫ; ǫ; 1− u)1(0,1)(u). (6.5)

Expand the 2F1 as an infinite series; the first term, integrated over (0, v), 0 < v < 1, becomes

Γ(b1)Γ(b2)

Γ(a1)Γ(a2,ǫ)Γ(ǫ)

∫ v

0

duua1−1(1− u)ǫ−1 → 0

as ǫ ↓ 0. For v = 1, however, the same limit is

Γ(b1)Γ(b2)

Γ(a1)Γ(a2,ǫ)Γ(ǫ)

∫ 1

0

duua1−1(1− u)ǫ−1 =
Γ(b1)Γ(b2)

Γ(a1 + ǫ)Γ(a2,ǫ)
→ Γ(b1)Γ(b2)

Γ(a1)Γ(a2)
= m

as ǫ ↓ 0. Hence, in the limit the first term of the series contributes a point mass m at v = 1. The
remainder of (6.5) is a function gǫ(u) which is non-negative for 0 < u < 1, since

(b1 − a2,ǫ)n(b2 − a2,ǫ)n
(ǫ)n

≥ 0,

whether b1, b2 are real or complex (cases (i) or (ii) of the theorem). Then:

gǫ(u) =
Γ(b1)Γ(b2)

Γ(a1)Γ(a2,ǫ)
ua1−1

∞
∑

n=1

(b1 − a2,ǫ)n(b2 − a2,ǫ)n
Γ(ǫ+ n)

(1− u)ǫ+n−1

n!

→ Γ(b1)Γ(b2)

Γ(a1)Γ(a2)
ua1−1

∞
∑

n=1

(b1 − a2)n(b2 − a2)n
Γ(n)

(1− u)n−1

n!

=
Γ(b1)Γ(b2)

Γ(a1)Γ(a2)
ua1−1(b1 − a2)(b2 − a2)2F1(b1 − a2 + 1, b2 − a2 + 1; 2; 1− u)

= g0(u).
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It is easy to see that
∫ v

0

du gǫ(v) →
∫ v

0

du g0(v), 0 < v < 1.

We have thus proved that G(a1, a2,ǫ; b1, b2) converges weakly to the probability distribution with
a point mass at 1 and density g0 on (0,1).

Finally, if |Im(b1)| tends to infinity while a1, a2 are unchanged then

EX =
a1a2
|b1|2

tends to 0, which implies that X
d→ 0.

Infinite product representation of G(N,N) distributions

To shorten sentences, let us call “G(K,N)” the class of all G(a1, . . . , aK ; b1, . . . , bN ) distributions.

Theorem 6.3. Suppose

EXp =
(a1)p · · · (aN )p
(b1)p · · · (bN )p

, p ≥ 0, (6.6)

(the ak, bn may be real or complex) and that

p 7→ a1 · · · aN
b1 · · · bN

(b1 + p) · · · (bN + p)

(a1 + p) · · · (aN + p)
(6.7)

is the Laplace transform of a probability distribution on R+ (the latter is always true if N = 1 or
2). Then

− logX
d
=

∞
∑

j=0

Yj ,

where {Yj} are independent and

Ee−pYj =
(a1 + j) · · · (aN + j)

(b1 + j) · · · (bN + j)

(b1 + j + p) · · · (bN + j + p)

(a1 + j + p) · · · (aN + j + p)
=

Ee−(p+j)Y0

Ee−jY0
. (6.8)

The distribution of Yj has a point mass

mj =
(a1 + j) · · · (aN + j)

(b1 + j) · · · (bN + j)

at the origin and also a density which is a linear combination of functions of the type

yn−1e−(ak+j)y1(0,∞)(y), n ∈ {1, 2, . . . , N}.

Conversely, if (6.8) holds for independent variables Yj ≥ 0, then X = exp(−Y0 − Y1 − · · ·) has
Mellin transform (6.6).

Proof. Recall the infinite product formula for the gamma function:

1

Γ(z)
= zeγz

∞
∏

j=1

(

1 +
z

j

)

e−
z
j ,
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where γ is Euler’s constant. Then

(a)p =
Γ(a+ p)

Γ(a)
=

a

a+ p
e−γp

∞
∏

j=1

(

1 + a
j

)

(

1 + a+p
j

)e
p

j

(a)p
(b)p

=
a

a+ p

b+ p

b

∞
∏

j=1

(a+ j)(b+ j + p)

(b+ j)(a+ j + p)
=

∞
∏

j=0

(a+ j)(b+ j + p)

(b+ j)(a+ j + p)

EXp =
∞
∏

j=0

N
∏

k=1

(ak + j)(bk + j + p)

(bk + j)(ak + j + p)
.

For p ∈ R,
N
∏

k=1

(bk + j + p)

(ak + j + p)
=

EXp+j

EXp+j+1

is real, and so is
N
∏

k=1

(ak + j)(bk + j + p)

(bk + j)(ak + j + p)
= mk

(

1 +
P (p)

Q(p)

)

,

where P and Q are polynomials; Q(p) = (a1 + j + p) · · · (aN + j + p) has degree N , and P has
degree at most N − 1. If all the {ak} are distinct, then partial fractions give

N
∏

k=1

(bk + j + p)

(ak + j + p)
= 1 +

N
∑

k=1

ck
ak + j + p

,

and this is the Laplace transform of a unit point mass at the origin plus a combination of exponential
functions

N
∑

k=1

cke
−(ak+j)y1(0,∞)(y).

(Some of the ak may be complex.) If two or more of the ak are identical, then terms of the form
cky

n−1e−(ak+j)y make their appearance.

If N = 1, then 0 < a1 < b1 and (6.7) is the Laplace transform of a distribution on R+ (the log
beta distribution). The same is true for N = 2, see Theorem 6.4 below.

An example is given at the end of this section where (6.6) holds, but (6.7) is not the Laplace
transform of a probability distribution.

Infinite divisibility of logG(N,N) and logH(a1,...,aN;K) distributions

The log beta and log gamma distributions are known to be infinitely divisible, and so it is natural
to ask whether this is also true of all log G distributions. We first consider the case of the G(N,N)

distributions; the general case G(K,N) with K ≥ N will be considered later. When K = N , we
are led to ask whether the distribution of Yk in Theorem 6.3 is infinitely divisible; if it is then
the law of logX necessarily is as well. Conditions under which rational distributions are infinitely
divisible have been found by several authors, including Steutel (1967), Sumita & Masuda (1987),
Sharshanova (1987), Zemanian (1959, 1961), and we are not adding much to the topic. The following
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result shows that logX in Theorem 6.3 is infinitely divisible if, and only if, the distribution of Yk
is.

Theorem 6.4. (a) If minn ℜ(bn) < mink ℜ(ak) then logG(a1, . . . , aK ; b1, . . . , bN ) is not infinitely
divisible.

(b) Suppose Yj ≥ 0 has Laplace transform (6.8) for all p ≥ 0, and let X satisfy (6.6) (hence
X ∼ G(a1, . . . , aN ; b1, . . . , bN )). Then the distributions of Yj (in (6.8)) and of logX are each
infinitely divisible if, and only if,

∀x ≥ 0,
N
∑

k=1

e−akx ≥
N
∑

n=1

e−bnx. (6.9)

In the cases where N = 1 or 2, any probability distribution on R+ with Laplace transform (6.6) or
(6.8) (for all p ≥ 0) is infinitely divisible.

(c) Either one of the following sets of conditions are sufficient for the distribution
G(a1, . . . , aN ; b1, . . . , bN ) to exist and for logG(a1, . . . , aN ; b1, . . . , bN ) to be infinitely divisible:

(i) ℜ(ak),ℜ(bn) > 0 for all k, n, and (6.9) holds;

(ii) for all k: ak > 0 and ℜ(bk) ≥ 1
N

∑N
j=1 aj; for each bk ∈ C − R (if any), bk is also one of the

b1, . . . , bN .

Proof. (a) This is an application of Theorem 4 in Lukacs (1952): if φ(z) = Ee−zY is analytic in the
strip S = {z |α < ℜ(z) < β}, and the distribution of Y is infinitely divisible, then φ(·) does not
have any zero in S. Here Y ∼ logG(a1, . . . , aK ; b1, . . . , bN ), φ(·) has poles at −ak − j, j = 0, 1, . . .,
and zeros at −bn − j, j = 0, 1, . . ., hence α = −mink ℜ(ak) and β = ∞.

(b) The Laplace transform in (6.8) is a ratio of products of gamma functions, since

b+ p

a+ p
=

Γ(a+ p)Γ(b+ 1 + p)

Γ(a+ 1 + p)Γ(b+ p)
.

Hence, by Theorem 6.1(a), the {ak, bn} are either real or conjugate pairs, and ℜ(ak) > 0. By part (a)
of this theorem, if minn ℜ(bn) < mink ℜ(ak) then the distribution of Yj (or − logX) is not infinitely
divisible. Note that minnℜ(bn) < mink ℜ(ak) violates (6.9). Suppose minn ℜ(bn) ≥ mink ℜ(ak) for
the rest of this proof.

Suppose any common factors have been cancelled in (6.8). The Frullani identity

log
(

1 +
p

α

)

=

∫ ∞

0

du
1− e−pu

u
e−αu

applies whenever ℜ(p),ℜ(α) > 0, and

log
a1 · · · aN
b1 · · · bN

(b1 + p) · · · (bN + p)

(a1 + p) · · · (aN + p)
=

∫ ∞

0

du (e−pu − 1)
1

u

N
∑

k=1

(e−aku − e−bnu).
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Then, as in the proof of Theorem 6.3,

log EXp = log
∞
∏

j=0

N
∏

k=1

(ak + j)(bk + j + p)

(bk + j)(ak + j + p)

=
∞
∑

j=0

∫ ∞

0

du (e−pu − 1)
1

u

N
∑

k=1

(e−(ak+j)u − e−(bn+j)u)

=

∫ ∞

0

du
(e−pu − 1)

1− e−u
1

u

N
∑

k=1

(e−aku − e−bnu).

This is true for ℜ(p) > 0, but extends to ℜ(p) = 0 by analytic continuation. For p = −iq, q ∈ R,
the last expression says that the characteristic function of − logX is of the form eψ(q), with

ψ(q) =

∫

(0,∞)

(eiqu − 1) ν(du). (6.10)

Here the signed measure ν satisfies the conditions
∫

(u2 ∧ 1)|ν|(du) < ∞. Such representations of
the log of the characteristic function of a distribution are unique (e.g. Sato, 1999, Theorem 8.1 and
Exercise 12.3). Hence, the distributions of Yk and logX are infinitely divisible if, and only if, ν is
a true measure, which is the same as (6.9).

If N = 1, then we are dealing with the ordinary log beta distribution, which is well known to be
infinitely divisible. The case N = 2 is completely described in Proposition 5.1 and Theorem 6.2.
Putting those together, we see that there are two cases, either b1 and b2 are real, or they are both
complex and conjugate. In the first case, the parameters must satisfy the following conditions:
a1, a2 > 0, a1 + a2 ≤ b1 + b2, a1 ∧ a2 < b1 ∧ b2. It then follows that a2 ≤ b1 + b2 − a1 and thus

e−a1x + e−a2x − e−b1x − e−b2x ≥ e−a1x + e−(b1+b2−a1)x − e−b1x − e−b2x

= (e−a1x − e−b2x)(1− e−(b1−a1)x).

Reordering the ak, bn if necessary, we may assume that a1 = a1 ∧ a2 < b1 = b1 ∧ b2, which implies
that the last expression is positive for all x > 0. In the case where the bn’s are not real, the
conditions are: a1, a2 > 0, b1 = b2, a1 + a2 ≤ b1 + b2 = 2ℜ(b1). Then

e−a1x + e−a2x − e−b1x − e−b2x = e−a1x + e−a2x − 2e−ℜ(b1)x cos(Im(b1)x)

≥ e−a1x + e−a2x − 2e−ℜ(b1)x

≥ e−a1x + e−a2x − 2e−
1
2 (a1+a2)x.

This is non-negative by Jensen’s inequality.

Part (c)(i) is obvious, since any expression of the form eψ(q), with ψ(q) given in (6.10), is the
characteristic function of an infinitely divisible distribution, if ν is a measure satisfying

∫

(u2 ∧
1)|ν|(du) <∞. Finally, for (c)(ii) apply Jensen’s inequality: under the stated conditions,

N
∑

k=1

e−akx ≥ N exp−
(

1

N

N
∑

k=1

akx

)

≥
N
∑

k=1

e−ℜ(bk)x ≥
N
∑

k=1

e−bkx.
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Parts (a) and (b) of the next result generalize Theorem 5.2 and the identities

B(a,b)G(a+b) d
= G(a),

G
(a)
1

G
(a)
1 +G

(b)
2

d
= B(a,b).

Part (c) includes as a particular case the infinite divisibility of the log beta distribution.

It is easy to see that for f(·) ≥ 0, r > −α,

E(G(α))rf(G(α)) = (α)rEf(G
(α+r));

this implies that if prk > −ak, p <
∑

(ak + prk), then

E

[

(G
(a1)
1 )r1 · · · (G(aN )

N )rN

G
(a1)
1 + · · ·+G

(aN )
N

]p

= (a1)pr1 · · · (aN )prN
Γ(−p+∑(ak + prk))

Γ(
∑

(ak + prk))
. (6.11)

Theorem 6.5. For N ≥ 2, let ak > 0, 1 ≤ K ≤ N ,
∑

ak = a1 + · · · + aN , ā = 1
K

∑

ak, and

define, for independent G
(a1)
1 , . . . , G

(aN )
N ,

H(a1,...,aN ;K) :=
G

(a1)
1 · · ·G(aK)

K

G
(a1)
1 + · · ·+G

(aN )
N

.

(a) H(a1,...,aN ;K)(G
(Σak)
N+1 )K

d
= G

(a1)
1 · · ·G(aK)

K (G
(Σak)
N+1 )K−1, where G

(Σak)
N+1 is independent of the

other variables.

indent(b) H(a1,...,aN ;K) d
= K−KB(G(Σak))K−1, where B ∼ G(a1, . . . , aK ; ā, ā+ 1

K , . . . , ā+
K−1
K )

is independent of G(Σak).

(c) The distribution of logH(a1,...,aN ;K) is infinitely divisible. This includes in particular the dis-
tribution of log( 1

G(a1) +
1

G(a2) )

Proof. (a) Setting rk = 1{k≤K} in (6.11) yields:

E(H(a1,...,aN ;K))p = (a1)p · · · (aK)p
Γ(
∑

ak + (K − 1)p)

Γ(
∑

ak +Kp)

=
E[G

(a1)
1 · · ·G(aK)

K (G
(Σak)
N+1 )K−1]p

E(G
(Σak)
N+1 )Kp

.

(b) From the multiplication formula for the gamma function (Eq.(c′) in the Appendix),

E(H(a1,...,aN ;K))p =
(a1)p · · · (aK)p

(
∑

ak)Kp
(
∑

ak)(K−1)p

= K−Kp (a1)p · · · (aK)p

(ā)p(ā+
1
K )p · · · (ā+ K−1

K )p
(
∑

ak)(K−1)p

= E[K−KB(G(Σak)
K−1

]p.
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The variable B has a G(a1, . . . , aK ; ā, ā+ 1
K , . . . , ā+

K−1
K ) distribution, which exists by Theorem

6.4 (c)(ii). The latter says moreover that the log G(a1, . . . , aK ; ā, ā+ 1
K , . . . , ā+

K−1
K ) distribution

is infinitely divisible, which implies part (c) of Theorem 6.5, since the log Gamma(
∑

ak) is also
infinitely divisible.

There is a superficial similarity between property (a) above and the independence of

G
(a)
1 +G

(b)
2 and

G
(a)
1

G
(a)
1 +G

(b)
2

.

The latter implies that, if variables with different subscripts are independent,

G
(a+b)
1

G
(a)
2

G
(a)
2 +G

(b)
3

d
= (G

(a)
2 +G

(b)
3 )

G
(a)
2

G
(a)
2 +G

(b)
3

= G
(a)
2 .

A quick way to connect the first expression on the left to the last one on the right is to imagine

that “G
(a+b)
1 and G

(a)
2 +G

(b)
3 cancel out”. Similarly, property (a) may be rewritten as

(G
(Σak)
N+1 )K

G
(a1)
1 · · ·G(aK)

K

G
(a1)
1 + · · ·+G

(aK)
N

d
= G

(a1)
1 · · ·G(aK)

K (G
(Σak)
N+1 )K−1

(all variables independent), which may be remembered by imagining that on the left one of the

G
(Σak)
N+1 cancels with G

(a1)
1 + · · ·+G

(aN )
N .

From the expression of the Mellin transform it is possible to extend the distribution of H(a1,...,aN ;K)

to complex ak; see the end of this section for an example.

G(K,N) distributions with K ≥ N; gamma products with complex parameters

The results above concern almost exclusively the G(K,N) distributions with K = N . Regarding
those with K > N , we already know that they include all products of independent G(N,N) and

G
(a1)
1 · · ·G(aK−N )

K−N , where the Gj are independent. It is a natural question to ask whether these
are the only possibilities. The answer is no. First, products of M independent gamma variables
have a G(a1, . . . , aM ;−) distribution, and this class includes cases where some of the parameters
are complex; we will call distributions in this wider class “generalized gamma products”. Second,
the class of all products of independent G(N,N) and a generalized gamma product still does not
exhaust all G(K,N) distributions with K > N . These two claims will be justified after the proof of
Theorem 6.6.

Parts (b) and (d) of Theorem 6.6 extend the following property of beta distributions:

bB(a,b) d
=

G
(a)
1

1
bG

(a)
1 + 1

bG
(b)
2

d→ G
(a)
1 as b→ ∞ (6.12)

(because 1
bG

(a)
1 tends to 0, and 1

bG
(b)
2 tends to 1). Part (b) says in particular that if it is known that

G(a1, . . . , aK ; b1, . . . , bN ) exists, then G(a1, . . . , aK ; b′1, . . . , b
′
M ) also exists, where {b′1, . . . , b′M} is

obtained by removing some of the parameters in {b1, . . . , bN}; this is proved in general when the
bn’s that are removed are real, but in the case where they are complex more assumptions are
imposed.
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Theorem 6.6. (a) All G(K,N) distributions with K > N ≥ 0 have support (0,∞), and their
probability density function is infinitely differentiable at each point in that set.

(b) Suppose X ∼ G(a1, . . . , aK ; b1, . . . , bN ) with K ≥ N ≥ J , b1, . . . , bJ ∈ R. Then

b1 · · · bJX d→ G(a1, . . . , aN ; bJ+1, . . . , bN )

as bn → ∞ for 1 ≤ n ≤ J .

(c) If K ≥ N ≥ 0 and ℜ(bn) > 0 for all n, the characteristic function of
Y ∼ logG(a1, . . . , aK ; b1, . . . , bN ) is

EeiqY =
(a1)−iq · · · (aK)−iq
(b1)−iq · · · (bN )−iq

= eΨ(q),

with

Ψ(q) = iq

(

N
∑

n=1

ψ(bn)−
K
∑

k=1

ψ(ak)

)

+

∫ ∞

0

du
(eiqu − 1− iuq)

u(1− e−u)

(

K
∑

k=1

e−aku −
N
∑

n=1

e−bnu
)

, (6.13)

where ψ(z) = Γ′(z)/Γ(z). In all cases the logG(a1, . . . , aK ; b1, . . . , bN ) distribution is infinitely
divisible if, and only if,

∀x ≥ 0,
K
∑

k=1

e−akx ≥
N
∑

n=1

e−bnx.

If all ak are real, then logG(a1, . . . , aK ; b1, . . . , bN ) is infinitely divisible as soon as all ℜ(bn) are
large enough.

(d) The result in (b) remains true when some of the bn are complex for 1 ≤ n ≤ J , under the
following conditions: (i) logG(a1, . . . , aK ; b1, . . . , bN ) is infinitely divisible; (ii) if bn is complex
for some 1 ≤ n ≤ J , then bn is also one of b1, . . . , bJ ; for any conjugate pair bn1

, bn2
, the limit is

taken as ℜ(bn1
) = ℜ(bn2

) → ∞ while Im(bn1
) = −Im(bn2

) remains fixed.

Proof. (a) Suppose X ∼ G(a1, . . . , aK ; b1, . . . , bN ) with K > N . The characteristic function of
Y = logX is EXiu, and this is an integrable function of u over R, by Lemma 2.2. Hence, Y has a
density function

f(y) =
1

2π

∫ ∞

−∞
du e−iuyEXiu,

which is an analytic function of the complex variable y in the strip |Im(y)| < (K −N)π2 ) (this is
once again because, by Lemma 2.2,

|EXiu| = O
(

|u| 12 (N−K)+
∑

ak−
∑

bn exp

[

−(K −N)
π|u|
2

])

as |u| → ∞). Hence, f(y) cannot be zero over any interval [y1, y2] ⊂ (0,∞), because this would
imply that f(y) is 0 for all y.

(b) Suppose b′1 > b1; if G(a1, . . . , aK ; b1, . . . , bN ) exists, then its product convolution with a
G(b1; b

′
1) = Beta(b1, b

′
1 − b1) is G(a1, . . . , aK ; b′1, b2, . . . , bN ). Hence, for all b′n > bn, n = 1, . . . , J ,
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we know that G(a1, . . . , aK ; b′1, . . . , b
′
J , bJ+1 . . . , bN ) also exists. The Mellin transform of b1 · · · bJX

is

bp1 · · · bpJ
(a1)p · · · (aK)p
(b1)p · · · (bN )p

.

By (5.5), bpn/(bn)p → 1 as bn → ∞, and so the limit of the Mellin transform is

(a1)p · · · (aK)p
(bJ+1)p · · · (bN )p

.

We only need to check that this is the Mellin transform of a probability distribution. Just repeat
the same calculation with p = iq, q ∈ R. The limit of the Mellin transform is a continuous function
of q near the origin, which implies that there is a probability distribution with (complex) Mellin
transform

(a1)iq · · · (aK)iq
(bJ+1)iq · · · (bN )iq

.

(This follows from the continuity theorem for characteristic functions; see for example Feller, 1971,
p.508.)

(c) We know that ℜ(ak) > 0 for all k (Theorem 6.1). If ℜ(bn) ≤ 0 then

∑

k

e−akx ≥
∑

n

e−bnx

cannot hold for all x ≥ 0, and thus (Theorem 6.4(a)) the log G(a1, . . . , aK ; b1, . . . , bN ) is not
infinitely divisible. Suppose ℜ(bn) > 0 in what follows.

It is well known that, if ℜ(z) > 0 (see for instance Carmona et al. (1997)),

Γ(z + iq)

Γ(z)
= exp

(

iqψ(z) +

∫ ∞

0

du
(e−iqu − 1 + iqu)

u(1− e−u)
e−zu

)

,

where ψ(z) = Γ′(z)/Γ(z), and this implies (6.13). The arguments used in the proof of Theorem
6.4(b) yield the result.

(d) The limit of the Mellin transform is found in the the same way as in (b). The extra as-
sumptions are made to ensure that if G(a1, . . . , aK ; b1, . . . , bN ) is a valid distribution, then so is
G(a1, . . . , aK ; b′1, . . . , b

′
J , bJ+1, . . . , bN ) when ℜ(b′n) > ℜ(bn), n = 1, . . . , J . For b′n complex with

ℜ(b′n) > ℜ(bn) and Im(b′n) = −Im(bn),

e−b
′

nu + e−b
′

nu ≤ e−bnu + e−bnu

for any u such that the right hand side is positive. Hence, replacing (bn, bn) with (b′n, b
′
n) in (6.13)

yields a valid, infinitely divisible log G distribution.

Comments and examples

1. There are legitimate G(a1, . . . , aK ; b1, . . . , bN ) distributions with Im(bn) 6= 0 and ℜ(bn) ≤ 0 for
at least one pair of conjugate parameters. One way to construct such an example is to start with the

2194



Laplace transform of a rational distribution as in (6.7). This possibility is taken into consideration
in Theorems 6.1(a), 6.4(a) and 6.6(c). In those cases the condition that

K
∑

k=1

e−akx ≥
N
∑

n=1

e−bnx

for all x ≥ 0 cannot hold, because in all G(a1, . . . , aK ; b1, . . . , bN ) distributions ℜ(ak) > 0 for all k
(Theorem 6.1(a)).

2. This example shows that for G(N,N) distributions the decomposition − logX = Y0 + Y1 + · · ·
given by (6.6)-(6.8) (Theorem 6.3) does not always hold; we exhibit a G(3,3) distribution that has
a different decomposition. For k = 0, 1, . . ., define

µk(dx) = Cke
−kx{δ0(x) + [e−x(e−x − .1)(e−x − .15)]1{x>0}dx},

where δ0 is the Dirac mass at 0 and Ck is such that µk(R) = 1. These are signed measures, since
µk(dx) is negative for x ∈ (− log .15,− log .1), and are thus not probability measures. Also,

∫ ∞

0

e−px µ0(dx) = C0

(

1 +
.015

1 + p
− .25

2 + p
+

1

3 + p

)

=
1 · 2 · 3
b1b2b3

(b1 + p)(b2 + p)(b3 + p)

(1 + p)(2 + p)(3 + p)

where b1 = 1.0120, b2 = 1.8659, b3 = 3.8871 to four decimal places. Then

µ0 ∗ µ1(dx) =
6

b1b2b3

24

(b1 + 1)(b2 + 1)(b3 + 1)

×{δ0(x) + [.01835e−x − (.282725 + .00375x)e−2x + (1.67438− .25x)e−3x + .12e−4x]1{x>0}dx}.

This, however, is a probability measure. Hence, from Theorem 6.3, if {Zk} are independent, the
distribution of Zk being a constant times e−kxµ0 ∗ µ1(dx), then

X = exp−
∞
∑

k=0

Zk ∼ G(1, 2, 3; b1, b2, b3).

This says that the distribution of − logX is the infinite convolution

(µ0 ∗ µ1) ∗ (µ2 ∗ µ3) ∗ · · · .

In this expression the signed measures µn are taken two by two, but this is of no importance because
µn tends narrowly to δ0. Hence, (µ0 ∗ µ1) ∗ · · · ∗ (µ2n ∗ µ2n+1) ∗ µ2n+2 → logG(1, 2, 3; b1, b2, b3) as
well. The conclusion is: what corresponds to the decomposition (6.6)-(6.8) in Theorem 6.3 is the
infinite convolution of the signed measures µ0, µ1, . . . , defined above, none of which is a probability
distribution. The logG(1, 2, 3; b1, b2, b3) is by Theorem 6.4 not infinitely divisible. Specifically,

e−u + e−2u + e−3u − e−b1u − e−b2u − e−b3u

is negative for u ∈ (1.6688, 2.3185).

3. From the decomposition of the H(a1,...,aN ;K) distribution in Theorem 6.5(b) it is possible to find
cases where the law makes sense when some of the parameters are complex. For instance, take
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a1 = 1, a2 = 3+ i, a3 = 3− i. The G(a1, a2, a3; a, a+
1
3 , a+

2
3 ) is then a legitimate distribution, and

H(1,3+i,3−i;3) makes sense if defined as the distribution of the product of independent variables

1

27
BG(7), B ∼ G(1, 3 + i, 3− i; 7

3 ,
8
3 , 3).

4. It was shown in Dufresne (2010) that the product convolution of the two functions

g(a, x) =
xak−1

Γ(ak)
e−x1{x>0}, ℜ(ak) > 0, k = 1, 2,

cannot be a probability density function if one or both of the ak are complex and have a positive
real part. However, complex parameters are possible for product convolutions of three or more
functions g(ak, x). This can be seen from (6.13) above. For K = N = 3, it is possible to find a1 > 0
and a2 = a3 with ℜ(a2) > a1 such that e−a1x + e−a2x + e−a3x ≥ 0 for all x > 0. For instance, take
a1 = 1, a2 = 3 + i. Then

γ(p) = (a1)p(a2)p(a3)p

is the Mellin transform of a “generalized gamma product” with one real parameter and two complex
parameters, and, moreover, the log transformed distribution is infinitely divisible.

5. The question was raised in this section as to whether all G(K,N) distributions with K > N may
be factored into the product convolution of independent G(N,N) and G(K−N,0) distributions. Here
is a counterexample: consider a G(a1, a2, a3; b1) distribution with a2, a3 complex and b1 real. This
is possible from part (c) of Theorem 6.6, for instance choose a1 = 1, a2 = 3 + i, b1 = 3; then

e−x + 2e−3x cosx− e−3x = e−x[1 + e−2x(2 cosx− 1)] > 0

for all x > 0. In this case it is obviously not possible to express the G(a1, a2, a3; b1) as a product
of a G(1,1) and a G(2,0).

Appendix: Probabilistic proof of the duplication and multi-
plication formulas for the gamma function

We give a probabilistic proof of the duplication formula for the gamma function, showing that it
is equivalent to the identity

(G
(2x)
1 )2

d
= 4G

(x)
2 G

(x+ 1
2 )

3 ,

where the variables on the right are independent. The moments of the variables on either side
are the same, but they cannot be summed to find the Laplace transform; this is why we use a
similar identity for beta variables (see (a) below). This simplifies the moment uniqueness problem,
because the beta distribution has bounded support. Otherwise the proof only uses convergence
in distribution. It should be compared with other probabilistic proofs or interpretations in Wilks
(1932), Gordon (1994) and Chaumont & Yor (2003, p.99).

Define the gamma function as the usual integral
∫

(0,∞)
dxxα−1e−x for ℜ(α) > 0, and extend it

recursively to C− {0,−1,−2, . . .}.

Theorem. Suppose all variables below are independent. The following facts hold and are equivalent:
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(a) (B
(2x,2y)
1 )2

d
= B

(x,y)
2 B

(x+ 1
2 ,y)

3 for any x, y > 0.

(b) (G
(2x)
1 )2

d
= 4G

(x)
2 G

(x+ 1
2 )

3 for any x > 0.

(c) (2z)2p = 4p(z)p(z +
1
2 )p for any z, p ∈ C.

(d) Γ(2z)Γ( 12 ) = 22z−1Γ(z)Γ(z + 1
2 ) for any z ∈ C.

Proof. (a) The integral moments of the variables in the identity are

(2x)2n
(2x+ 2y)2n

and
(x)n

(x+ y)n

(x+ 1
2 )n

(x+ y + 1
2 )n

,

respectively, for n = 0, 1, . . .. These are seen to be equal, if one writes

(2z)2n = 4nz(z + 1
2 )(z + 1) · · · (z + n− 1)(z + n− 1

2 ) = 4n(z)n(z +
1
2 )n.

The distributions of the variables in the identity have bounded support and identical moments,
and are thus the same. This proves (a).

(a) implies (b): by (6.12),

y2(B
(2x,2y)
1 )2

d→ (G
(2x)
1 )2

4

as y → ∞. Similarly,

y2B
(x,y)
2 B

(x+ 1
2 ,y)

3
d→ G

(x)
2 G

(x+ 1
2 )

3 .

Raising identity (b) to power p and then taking expectations gives identity (c) for z = x > 0; the
general case follows by analytic continuation. The result in (c) includes (d), just set z = 1

2 . The
result in (d) implies that the variables on either side of identity (a) have the same Mellin transform.

The same ideas give a partial proof of the multiplication formula for the gamma function. Suppose

B
(x+ j

m
,y)

j , j = 0, . . . ,m− 1 are independent. Then the moments argument used in the proof above
leads to

(B(mx,my)
m )m

d
= B

(x,y)
0 B

(x+ 1
m
,y)

1 · · ·B(x+m−1
m

,y)
m−1 (a′)

for any x, y > 0, and then the same limit argument gives

(G(mx)
m )m

d
= mmG

(x)
0 · · ·G(x+m−1

m
)

m−1 , (b′)

where the variables on the right are independent. Then

(mx)mp = mmp(x)p · · · (x+ m−1
m )p (c′)

follows, and extends to x and p complex. Setting x = 1
m yields

Γ(mz)Γ( 1
m ) · · ·Γ(m−1

m ) = mmz−1Γ(z)Γ(z + 1
m ) · · ·Γ(z + m−1

m ). (d′)

We have then proved that (a′), (b′), (c′) and (d′) are equivalent. What is missing in order to prove
the Gauss multiplication formula (Askey et al., 2000, pp.23-25),

Γ(mz)(2π)
m−1

2 = mmz− 1
2Γ(z)Γ(z + 1

m ) · · ·Γ(z + m−1
m ),
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is that

Γ( 1
m ) · · ·Γ(m−1

m ) =
(2π)

m−1
2

√
m

.

For m = 2 there are well-known simple probabilistic arguments to do this; Gordon (1994, Theorem
6) proves the general case m ≥ 2.
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