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1 Introduction

There has been some recent interest in studying stochastic partial differential equations driven by
a fractional noise (see Duncan et al., 2002; Tindel et al., 2003; Muller and Tribe 2004; Hu et al.,
2004; Maslowski and Nualart, 2005; Hu and Nualart, 2009a, 2009b; Sanz-Solé and Torrecilla,
2009; Sanz-Solé and Vailermot, 2010, among others). In this paper, we provide a structure for
developing mean-square weak-sense (generalized) and strong-sense (pointwise definition) solutions
to stochastic elliptic, hyperbolic and parabolic equations driven by fractional Gaussian noise, whose
integral is fractional Brownian motion.

Linear stochastic evolution equations driven by an additive cylindrical fractional Brownian motion
with Hurst parameter H were studied by Duncan et al. (2002) in the case H ∈ (1/2, 1). Similar
result holds when one adds nonlinearity of a special form (see Maslowski and Nualart, 2005).
Other important and relevant papers are Hu (2001) and Mueller and Tribe (2004). Hu et al. (2004)
present a white noise calculus for the d−parametric fractional Brownian motion WH(x), x ∈ Rd ,
with general d−dimensional Hurst parameter H = (H1, . . . , Hd) ∈ (0, 1)d , and separable covariance
function

E
�

WH(x)WH(y)
�

=
1

2d

d
∏

j=1

c(H j)
�

|x j|2H j + |y j|2H j − |x j − y j|2H j
�

, x,y ∈Rd ,

where

c(H) =
1

2π

∫

R

�

�

�

�

exp(iλ)− 1

iλ

�

�

�

�

2

|λ|−2H+1dλ. (1)

As illustration, they solved the stochastic Poisson problem

∆u(x) = −(WH(x))
′, x ∈ D,

u(x) = 0, x ∈ ∂D, (2)

where the potential (WH)′ is d−parametric fractional white noise defined as

(WH)
′(x) =

∂ dWH(x)
∂ x1 . . .∂ xd

,

and D ⊂Rd is a given smooth domain. Hu and Nualart (2009a) study the stochastic heat equation
with a multiplicative Gaussian noise which is white in space, and has the covariance of a fractional
Brownian motion with Hurst parameter H ∈ (0, 1) in time. Two types of equations are considered, in
the Itbo-Skorokhod sense, and in the Stratonovich sense. An explicit chaos expansion for the equation
is obtained. The rough path analysis (see Lions and Qian, 2002, and the references therein) is also
applicable to the fractional calculus (see Gubinelle et al., 2006; Hu and Nualart, 2009b, and the
references therein). Mild solutions for a class of fractional SPDEs have been developed for elliptic
and parabolic problems by Sanz-Solé and Torrecilla (2009), and Sanz-Solé and Vuillermot (2010).
They defined the stochastic convolution integrals of the Green function with fractional noise as
Wiener integrals.

In this paper, we provide an overview of the mean-square solution of stochastic elliptic, hyperbolic
and parabolic problems driven by fractional Gaussian random fields. We interpret the correspond-
ing stochastic integrals of non-random Green functions with respect to fractional noise as Wiener
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integrals in the spectral domain. This approach gives us an opportunity, for relatively simple situa-
tions, to obtain an explicit parabolic, hyperbolic and elliptic parametric family of models involving
fractional Gaussian random fields. Fractional Gaussian random fields constitute an important area
of research in modeling homogeneous/heterogeneous fractality, as well as long-range dependence
in the self-similar case.

Elliptic fractional and multifractional Gaussian random fields have been extensively studied in the
last and a half decade (see, for example, Anh, Angulo and Ruiz-Medina, 1999; Benassi, Jaffard
and Roux, 1997; Kelbert, Leonenko and Ruiz-Medina, 2005; Ruiz-Medina, Angulo and Anh, 2002;
2003; 2006, and Ruiz-Medina, Anh and Angulo, 2004a; 2004b; 2010). The cited references pro-
vide several examples of Gaussian random fields with reproducing kernel Hilbert space (RKHS)
having inner product defined in terms of a fractional or multifractional bilinear form (defined be-
tween suitable fractional Sobolev or Besov spaces). The special case where the RKHS is isomor-
phic to a fractional/multifractional Sobolev space has been treated, in a generalized random field
framework, in Ruiz-Medina, Angulo and Anh (2002; 2003; 2006) and Ruiz-Medina, Anh and An-
gulo (2004a; 2004b; 2010). Additionally, under suitable conditions, a weak-sense elliptic frac-
tional pseudodifferential representation in terms of Gaussian white noise innovations can be de-
rived (see Ruiz-Medina, Anh, and Angulo, 2004b). The strong-sense equality, in the sample-path
sense, holds for mean-square continuous Gaussian random fields (see Adler, 1981). The mentioned
class of elliptic fractional/multifractional Gaussian random fields includes as particular cases homo-
geneous/heterogeneous fractal Gaussian random fields satisfying elliptic fractional/multifractional
pseudodifferential equations with Gaussian white noise innovations.

Parabolic fractional and multifractional Gaussian random fields have also been extensively stud-
ied in the context of Gaussian white noise and Lévy-type innovations (see Angulo, Ruiz-Medina,
Anh and Grecksch 2000; Angulo, Anh, McVinish and Ruiz-Medina, 2005; Kelbert, Leonenko and
Ruiz-Medina, 2005; Ruiz-Medina, Angulo and Anh, 2008, among others). Random evolution equa-
tions, fractional in time and in space, with random initial coditions, interpolating parabolic and
wave equations, are introduced, for instance, in Anh and Leonenko (2001). The spatial local mean
quadratic variation properties of these random fields can be characterized in terms of fractional
Hölder exponents. Also, heavy-tailed behaviors of spatial covariance functions can be represented
in this framework.

Stochastic hyperbolic equations have been studied in the two-parameter diffusion process context,
e.g. Ornstein-Uhlenbeck-type random fields (see the pioneering work by Nualart and Sanz-Solé,
1979), and in the random initialized hyperbolic equation context (see, for example, Kozachenko
and Slivka, 2007). In the fractional random field framework, the structural properties of hyperbolic
fractional random fields on fractal domains have been investigated in Ruiz-Medina, Angulo and Anh
(2006), considering Gaussian white noise innovations.

In this paper, families of elliptic, parabolic and hyperbolic fractional and multifractional Gaussian
random fields are introduced, with fractional Brownian motion type innovations. Specifically, the
spectral analysis of the solution to elliptic, parabolic and hyperbolic equations, with random innova-
tions defined in terms of the weak-sense derivatives of fractional Brownian motion, is undertaken.
Exact formulae in the temporal and spatial domains are also established in some special cases. The
generalized random field framework and the RKHS theory are used to formulate suitable conditions
for the definition of the solution. Some extensions related to fractional and multifractional pseudod-
ifferential equations are established, including the case of random initial conditions in the parabolic
and hyperbolic cases.
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For other approaches to stochastic integration with respect to fractional noise, see the recent books
by Biagini, Hu, Øksendal and Zhang (2008) or Mishura (2008), and the references therein. New
Green functions for the case of the heat equation with quadratic potential were constructed in
Leonenko and Ruiz-Medina (2006, 2008).

2 Fractional Brownian motion and stochastic integration

We start with the one-dimensional case. Let WH be a stochastic process defined as fractional Brow-
nian motion (FBM), i.e., we consider that {WH(x), x ∈ R} is a zero-mean Gaussian process with
covariance function

BWH
(x , y) = E[WH(x)WH(y)] =

c(H)
2

�

|x |2H + |y|2H − |x − y|2H
�

, H ∈ (0,1),

and c(H) is defined as in (1). When H = 1/2, WH(x) = W1/2(x) is Brownian motion. The spectral
representation of the process WH is given by (see Taqqu, 1979, 2003)

WH(x) =

∫

R

exp(iλx)− 1

iλ
(iλ)−H+1/2Z(dλ), (3)

where Z(·) is a complex Gaussian white noise spectral measure such that Z(dλ) = Z(−dλ), and

E|Z(dλ)|2 =
1

2π
dλ.

Its temporal domain representation is

WH(x) =
1

Γ(H + 1/2)

∫ 0

−∞

�

(x − y)H−1/2− (−y)H−1/2
�

dB(y) +

∫ x

0

(x − y)H−1/2dB(y), (4)

with B being standard Brownian motion. From (3), we obtain the following weak-sense definition
of the derivative process, i.e, the following definition in the generalized random field sense. Thus,

dWH(x)
d x

= (WH)
′(x) =

w.s.

∫

R

exp(iλx)(iλ)−H+1/2Z(dλ) (5)

where =
w.s.

denotes the weak-sense identity, that is,

(WH)
′(ψ) =

∫

R

(WH)
′(x)ψ(x)d x =

p
2π

∫

R

bψ(λ)(iλ)−H+1/2Z(dλ), ψ ∈ [H(WH )′]
∗,

where [H(WH )′]
∗ = [HdWH

]∗ denotes the dual of the RKHS HdWH
of process (WH)′ expressed as

dWH .

Remark 1. Note that the functions in the RKHS HdWH
of dWH are not continuous. Thus, the process

dWH is not continuous in the mean-square sense, and, since we are in the Gaussian case, its trajectories
are not continuous (see Adler, 1981). Therefore, the identity (5) cannot be established in the strong-
sense (pointwise), and it must be established in the weak sense, as an integral with respect to a suitable
test function ψ.
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The integration of a non-random function G(x) with respect to (WH(x))′ ≡ dWH is then defined as
follows. First, formally,

∫

R

G(x)dWH(x) =

∫

R

G(x)(WH)
′(x)d x =

∫

R

�
∫

R

exp(iλx)G(x)d x

�

(iλ)−H+1/2Z(dλ).

The precise meaning of the above identities can be obtained from the following definition (see Iglói
and Terdik, 1999).

Definition 1. Let G :R−→R, G ∈ L2(R), and

∫

R

�

�

�

�

�

∫

R

exp(iλx)G(x)d x

�

�

�

�

�

2

|λ|−2H+1dλ <∞.

Then,
∫

R

G(x)dWH(x) =

∫

R

�
∫

R

exp(iλx)G(x)d x

�

(iλ)−H+1/2Z(dλ) =
p

2π

∫

R

bG(λ)(iλ)−H+1/2Z(dλ),

(6)
where bG(λ) denotes the Fourier transform of G in the sense of tempered distributions, i.e., bG(λ) is given
by

bG(ϕ) = G( bϕ),

for all test function ϕ ∈ S , with S denoting the Schwartz function space, and bϕ the Fourier transform
of ϕ, in the ordinary sense (see, for example, Dautray and Lions, 1985a).

Remark 2. The condition
∫

R

�

�

�

�

�

∫

R

exp(iλx)G(x)d x

�

�

�

�

�

2

|λ|−2H+1dλ <∞

means that function G belongs to the dual [HdWH
]∗ of the RKHS of the process dWH . Thus,

∫

R

G(x)φ(x)d x <∞,

for all function φ ∈HdWH
, i.e., for all function φ satisfying that

∫

R

| bφ(λ)|2|λ|2H−1dλ <∞,

where bφ denotes the Fourier transform of φ.

Note also that, asymptotically in the spectral domain, the decay velocity of the Fourier transform of func-
tions in the space [HdWH

]∗ coincides to the one of functions in the fractional Sobolev space H−H+1/2(R).

In the two-dimensional case, fractional Brownian motion is introduced as a zero-mean Gaussian
random field with covariance function

BWH
(x,y) = E[WH(x)WH(y)] =

1

22

2
∏

j=1

c(H j)
�

|x j|2H j + |y j|2H j − |x j − y j|2H j
�

.

1138



Similarly, the two-dimensional fractional Brownian motion can be defined in the spectral domain as
follows:

WH(x , y) =

∫

R2

�

exp(iλ1 x)− 1

iλ1

��

exp(iλ2 y)− 1

iλ2

�

(iλ1)
−H1+1/2(iλ2)

−H2+1/2Z(dλ1, dλ2), (7)

for 0 < H1 < 1, 0 < H2 < 1, H = (H1, H2), where Z is a complex Gaussian white noise satisfying
that

E|Z(dλ1, dλ2)|2 =
1

(2π)2
dλ1dλ2.

Consider then the generalized random field

∂ 2WH

∂ x∂ y
(x , y) =

w.s.

∫

R2

exp(iλ1 x + iλ2 y)(iλ1)
−H1+1/2(iλ2)

−H2+1/2Z(dλ1dλ2). (8)

That is,

∂ 2WH

∂ x∂ y
(ψ) =

∫

R2

∂ 2WH

∂ x∂ y
(x , y)ψ(x , y)d xd y

= 2π

∫

R2

bψ(λ1,λ2)(iλ1)
−H1+1/2(iλ2)

−H2+1/2Z(dλ1, dλ1), (9)

for all ψ ∈ [H∂ 2WH
]∗.

The local regularity properties of the square-integrable functions belonging to the RKHS H∂ 2WH

coincide, for Hi > 1/2, i = 1,2, with the ones displayed by functions in anisotropic fractional
Bessel potential spaces Hs,a

2 (R
2)≡ Hs/a

2 (R
2) (see, for example, Dachkovski, 2003). These spaces are

defined in the Appendix. In particular, the parameters s and a = (a1, a2) are given as follows (see
Proposition 1 in the Appendix):

s =
2(H1− 1/2)(H2− 1/2)

H1+H2− 1

a1 =
2(H2− 1/2)
H1+H2− 1

a2 =
2(H1− 1/2)
H1+H2− 1

. (10)

The following definition provides a stochastic integration formula, in the mean-square sense, with
respect to ∂ 2WH , for functions in the space [H∂ 2WH

]∗.

Definition 2. Let G :R2 −→R, with G ∈ L2(R2), and

‖G‖2H ∗
∂ 2WH

=

∫

R2

|bG(λ1,λ2)|2|λ1|−2H1+1|λ2|−2H2+1dλ1dλ2 <∞.

That is, G ∈ [H∂ 2WH
]∗, with the Fourier transform bG of G, as before, to be interpreted in the dual sense,

i.e., in the sense of tempered distributions. Then,
∫

R2

G(x , y)dWH(x , y) = 2π

∫

R2

bG(λ1,λ2)(iλ1)
−H1+1/2(iλ2)

−H2+1/2Z(dλ1, dλ1).
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3 The elliptic, hyperbolic and parabolic cases

We first consider the fractional stochastic differential equation defined by

L
�

∂

∂ x
,
∂

∂ y

�

u(x , y) =
∂ 2WH

∂ x∂ y
(x , y), (x , y) ∈R2, (11)

where H = (H1, H2) ∈ (0,1)× (0, 1). The elliptic, hyperbolic and parabolic cases will be introduced
in terms of some special cases of operator L .

• (i) Elliptic case:

L
�

∂

∂ x
,
∂

∂ y

�

=
∂ 2

∂ x2 +
∂ 2

∂ y2 − γ
2, γ > 0, (12)

or, in a more general form

L
�

∂

∂ x
,
∂

∂ y

�

=
1

a2

∂ 2

∂ x2 +
1

b2

∂ 2

∂ y2 − 1. (13)

The fractional pseudodifferential case can be studied, for example, in terms of the following
equation:

L
�

∂

∂ x
,
∂

∂ y

�

= f ((I −∆)β/2),

where f is a continuous function, and (I −∆)β/2 is the pseudodifferential operator defined in
terms of the inverse of the Bessel potential of order β ∈ (0, 2), with, as usual, (−∆) denoting
the negative Laplacian operator. It is well-known that operators (I −∆)β/2, β ∈ R, generate
the norm of isotropic fractional Bessel potential spaces, where solutions of elliptic fractional
pseudodifferential equations can be found (see Appendix). Non-linear continuous transfor-
mations f of these operators can also be defined via the Spectral Representation Theorem
for self-adjoint operators (see, for example, Dautray and Lions, 1985b). In fact the operator
(I −∆)β/2 can be replaced in the above equation by a fractional pseudodifferential operator
with continuous spectrum given in terms, for instance, of a positive elliptic fractional rational
function (see Ramm, 2005).

• (ii) Hyperbolic case:

L
�

∂

∂ x
,
∂

∂ y

�

=
∂ 2

∂ x∂ y
+ θ1

∂

∂ x
+ θ2

∂

∂ y
+ θ1θ2, θ1 > 0, θ2 > 0, (14)

or

L
�

∂

∂ x
,
∂

∂ y

�

=
�

∂

∂ x
+α
��

∂

∂ y
+ β
�

+ γ2, α > 0, β > 0, γ > 0. (15)

• (iii) Parabolic case (y = t), t > 0, where t can be interpreted as time:

L
�

∂

∂ t
,
∂

∂ x

�

=
∂

∂ t
− θ1

∂ 2

∂ x2 + θ2, θ1 > 0. (16)
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In this case, fractional versions of the above equation can also be considered, for example, in
terms of fractional powers of the negative Laplacian, i.e.,

(−∆)β/2 =
�

−
∂ 2

∂ x2

�β/2

, β ∈ (0,1),

that is,

L
�

∂

∂ t
,
∂

∂ x

�

=
∂

∂ t
+ θ1

�

−
∂ 2

∂ x2

�β/2

+ θ2, θ1 > 0.

The Green function G(x , y) of the corresponding deterministic problem, in equation (11), satisfies
the identity

L
�

∂

∂ x
,
∂

∂ y

�

G(x , y) = δ(x)δ(y), (17)

where δ denotes the Dirac delta distribution. Therefore, since the Green function is a distribution,
its Fourier transform

bG(λ1,λ2) =
1

2π

∫

R2

exp(−iλ1 x − iλ2 y)G(x , y)d xd y.

is interpreted in the weak sense. Thus, the general solution to (11) is formally given by

u(x , y) =

∫

R2

G(x − u, y − v)dWH(u, v)

= 2π

∫

R2

exp(iλ1 x + iλ2 y)bG(λ1,λ2)(iλ1)
−H1+1/2(iλ2)

−H2+1/2Z(dλ1, dλ2).

(18)

Its distributional and strong-sense definitions, in term of anisotropic fractional Bessel potential
spaces, is provided in the Appendix.

The covariance function of u is then formally given by

Bu(x , y; x ′, y ′) = Cov
�

u(x , y), u(x ′, y ′)
�

=

∫

R2

exp(i(λ1(x − x ′) +λ2(y − y ′)))

×|bG(λ1,λ2)|2|λ1|−2H1+1
�

�λ2

�

�

−2H2+1
dλ1dλ2

= ‖G‖2[H
∂ 2WH

]∗ ,

for Hi ∈ (0, 1) and 1− 2Hi ∈ (−1, 1), with i = 1, 2.

The corresponding spectral density is

f (λ1,λ2) = |bG(λ1,λ2)|2|λ1|−2H1+1|λ2|−2H2+1, (λ1,λ2) ∈R2,

which can be interpreted as the spectral density of a continuous stationary Gaussian random field
u under the conditions stated in the Appendix. When these conditions do not hold, the Fourier
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transform of the covariance function is interpreted in the sense of distributions, as well as Bu, which
is defined as

Bu(ψ,ϕ) = E[u(ψ)u(ϕ)] =

∫

R2

ψ(x , y)Bu(x − u, y − v)ϕ(u, v)dudvd xd y,

for ψ and ϕ in a suitable test function family related to the anisotropic fractional Bessel potential
space H−β/b2 (R2) (see Appendix). Thus, the generalized random field framework must be considered
in the derivation of a formal solution.

4 Elliptic fractional Brownian field

For the elliptic model given in equation (12), the Green function of the corresponding deterministic
problem (see Heine, 1955; Mohapl, 1999) is of the form

Gγ(x , y) =
−1

2π
K0(−γ

p

x2+ y2),

while for the operator (13), the Green function is defined as

Ga,b(x , y) =
−1

2π
K0(−γ

p

a2 x2+ b2 y2),

with K0 denoting the modified Bessel function of second kind and order zero. Its Fourier transform
(Matérn class) is of the form

bGγ(λ1,λ2) =
1

γ2+λ2
1+λ

2
2

,

which is not integrable. Thus, in view of (8), the elliptic fractional Brownian motion field can be
written in the space and spectral domains as

u(x , y) =

∫

R2

−1

2π
K0

�

−γ
p

(x − u)2+ (y − v)2
�

dWH(u, v)

= 2πc(γ)

∫

R2

exp(i(λ1 x +λ2 y))
1

(λ2
1+λ

2
2+ γ

2)

×(iλ1)
−H1+1/2(iλ2)

−H2+1/2Z(dλ1, dλ2),

with covariance function

Cov
�

u(x , y)u(x ′, y ′)
�

= c2(γ)

∫

R2

exp
�

i(λ1(x − x ′) +λ2(y − y ′))
�

�

1

λ2
1+λ

2
2+ γ

2

�2

×|λ1|−2H1+1|λ2|−2H2+1dλ1dλ2.

(19)

If H1 ∈ (1/2, 1) and H2 ∈ (1/2, 1), then −2Hi + 1 ∈ (−1,0), for i = 1,2. Thus, the spectral density

f (λ1,λ2) = c2(γ)

�

1

λ2
1+λ

2
2+ γ

2

�2

|λ1|−2H1+1|λ2|−2H2+1 ∈ L2(R2).
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For H1 = 1/2 and H2 = 1/2, the Heine (1955)’s formula provides the solution (see also Mohapl,
1999)

u(x , y) =
−1

2π

∫

R2

K0

�

−γ
p

(x − u)2+ (y − v)2
�

Z(du, dv),

with covariance function

R(x , y) =
1

4πγ

p

x2+ y2K1

�

γ
p

x2+ y2
�

,

where K1 denotes the modified Bessel function of the second kind and order one, and the corre-
sponding spectral density of Matérn class

f (λ1,λ2) = c2(γ)

�

1

γ2+λ2
1+λ

2
2

�2

,

which is absolutely integrable.

For Hi ∈ (1/2, 1), i = 1, 2, the square-integrable functions in the RKHS Hu of the solution u belong
to the anisotropic fractional Bessel potential space Hβ/b2 (R2) with

β =
2(H1+ 3/2)(H2+ 3/2)

H2+H1+ 3

b1 =
2(H2+ 3/2)
H2+H1+ 3

b2 =
2(H1+ 3/2)
H2+H1+ 3

(20)

(see Proposition 2(ii) in the Appendix). Similar formulae can be obtained for (13) (see Guyon,
1987) for the case Hi = 1/2, for i = 1,2.

5 Hyperbolic fractional Brownian field

For the operator given in equation (15), the Green function in (17) is defined as (see Heine, 1955)

G(x , y) = Gγ(x , y) = exp(−α|x | − β |y|)J0

�

2γ
p

|x y|
�

, (x , y) ∈R2, (21)

where α > 0, β > 0, and

J0(x) =
∞
∑

n=0

(−1)n
x2n

2nn!
(22)

is the Bessel function of the first kind and zero order. In particular, for γ = 0, we have an Ornstein-
Uhlenbeck covariance structure

G0(x , y) = exp
�

−α|x | − β |y|
�

, (x , y) ∈R2,

which has Fourier transform

bG0(λ1,λ2) =
αβ

π2(α2+λ2
1)(β

2+λ2
2)

, (λ1,λ2) ∈R2.
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Equivalently, from the above equations, hyperbolic fractional Brownian motion can be formally
defined as

u(x , y) = 2π

∫

R2

exp(i(λ1 x +λ2 y))bGγ(λ1,λ2)(iλ1)
−H1+1/2(iλ2)

−H2+1/2Z(dλ1, dλ2),

and for γ= 0, we have

u(x , y) = 2π

∫

R2

exp(i(λ1 x +λ2 y))
αβ

π2(α2+λ2
1)(β

2+λ2
2)

×(iλ1)
−H1+1/2(iλ2)

−H2+1/2Z(dλ1, dλ2). (23)

Thus, the covariance function of hyperbolic fractional Brownian motion is then given by

Cov(u(x , y), u(x ′, y ′)) =

∫

R2

exp
�

i(λ1(x − x ′) +λ2(y − y ′))
�

×
�

�Ĝγ(λ1,λ2)
�

�

2 |λ1|−2H1+1|λ2|−2H2+1dλ1dλ2,

=

∫

R2

exp
�

i(λ1(x − x ′) +λ2(y − y ′))
�

(24)

×
�

�−λ1λ2+ β(iλ1) +α(iλ2) +αβ + γ
2
�

�

−2 |λ1|−2H1+1|λ2|−2H2+1dλ1dλ2,

=

∫

R2

exp
�

i(λ1(x − x ′) +λ2(y − y ′))
�

×
|λ1|−2H1+1|λ2|−2H2+1

(λ1λ2)2+ 2(αβ + γ2)λ1λ2+ β2λ2
1+α

2λ2
2+ 2αβλ1λ2+ (αβ + γ2)2

dλ1dλ2.

(25)

Therefore, for Hi ∈ (1/2, 1), i = 1, 2, the spectral density of u is absolutely integrable, i.e., u is a
Gaussian stationary random field. While for Hi ∈ (0,1/2), i = 1, 2, random field u is introduced as
a generalized random field, which can be defined on a subspace of L (H−s/a(R2)), with parameters
s and a given as in equation (10), and L being the hyperbolic operator (15) (see Proposition 3(iii)
in the Appendix). Moreover, in the ordinary case (Hi ∈ (1/2,1), i = 1, 2), the square integrable
functions in the RKHSHu also belong to the anisotropic fractional Bessel potential space Hν/c2 (R

2),
with ν and c= (c1, c2) as follows (see Proposition 3(ii) in the Appendix)

ν =
2(H1+ 1/2)(H2+ 1/2)

H1+H2+ 1

c1 =
2(H2+ 1/2)
H1+H2+ 1

c2 =
2(H1+ 1/2)
H1+H2+ 1

. (26)
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For γ= 0, we have

Cov(u(x , y), u(x ′, y ′)) =

∫

R2

exp
�

i(λ1(x − x ′) +λ2(y − y ′))
�

�

�

�

�

�

αβ

π2(α2+λ2
1)(β

2+λ2
2)

�

�

�

�

�

2

×|λ1|−2H1+1|λ2|−2H2+1dλ1dλ2.

For the particular case, Hi = 1/2, for i = 1,2 (see Heine, 1955 and Guyon, 1987), the following
expression is obtained for the covariance function of u :

Cov(u(0,0), u(x , y)) = exp
�

−α|x | − β |y|
�

×
∫ ∞

0

exp (−δu) J0

�

2γ(x + u cos(θ))1/2
�

(y + u sin(θ))1/2du, (27)

where δ = 2αβ(α2+ β2)−1/2; tan(θ) = 4β , and where J0 is given in (22).

Our main interest relies on the definition of exact and asymptotic formulae of the Fourier transform
of the Green function. Specifically, from equation (21), one can compute the Fourier transform of
G :

Ĝγ(λ1,λ2) =
1

2π

∫

R2

exp
�

−iλ1 x − iλ2 y −α|x | − β |y|
�

J0

�

2γ
p

|x y|
�

d xd y

=
1

2π

∞
∑

n=0

∫

R2

exp
�

−iλ1 x − iλ2 y −α|x | − β |y|
� (−1)n(2γ)2n|x y|n

2nn!
d xd y

=
1

2π

∞
∑

n=0

(2γ)2n(−1)n

2nn!

�
∫

R

exp
�

−iλ1 x −α|x |
�

|x |nd x

�

×
�
∫

R

exp
�

−iλ2− β |y|
�

|y|nd y

�

=
1

2π

∞
∑

n=0

2n+1(−1)n(γ)2nn!

�

α− iλ1
�n+1+

�

α+ iλ1
�n+1

�

α2+λ2
1

�n+1 ×

×
�

β − iλ2
�n+1+

�

β + iλ2
�n+1

�

α2+λ2
2

�n+1 , (28)

which is defined in the sense of distributions, over the space of infinitely differentiable functions
with compact support contained in R2.

Mohapl (1999, equation (55)) provides, for the model

�

∂ 2

∂ x∂ y
+ θ2

∂

∂ y
+ θ1

∂

∂ x
+ θ1θ2

�

u(x , y) =
∂ 2W1/2,1/2

∂ x∂ y
(x , y), (29)

the following solution:

u(x , y) = q1 exp(−θ1 x) + q2 exp(−θ2 y) + q3 exp(−θ1 x − θ2 y)

+ γ

∫ x

0

∫ y

0

exp(−θ1(y − v)− θ2(x − u))Z(du, dv), (30)
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with covariance function

R(x , y) =
1

q1q2θ1θ2
exp(−θ1|x | − θ2|y|),

where qi , i = 1,2, are i.i.d. Gaussian random variables with zero mean and variance 1/(θ1θ2).

6 Parabolic fractional Brownian field

In the simplest case, for y = t > 0, and for θ > 0, we have the classical heat equation:
�

∂

∂ t
− θ

∂ 2

∂ x2

�

u(t, x) =
∂ 2WH

∂ t∂ x
(t, x), (31)

where H j ∈ (0, 1), j = 1,2. Its solution can be expressed as

u(t, x) =
p

2π

∫

R

exp (i xλ)

∫ t

0

exp
�

−θ(t − s)|λ|2
�

(iλ)−H2+1/2Zs(dλ), (32)

where H2 denotes the Hurst index in space, and

∂ 2WH

∂ t∂ x
(t, x) =

∫

R

exp(iλx)(iλ)−H2+1/2Zt(dλ). (33)

Thus, Zt(dλ) is defined, in the Gaussian context, as a generalized random field, in the temporal
domain, and as a random white noise measure, in the spatial spectral domain, satisfying

E
�

Zs(dω)Zt(dλ)
�

=
t−w.s.

B′(s, t)
1

2π
δ(ω−λ)dsdλ, (34)

with

B′(s, t) =
st−w.s.

∂ 2

∂ s∂ t

�

c(H1)
2

�

|s|2H1 + |t|2H1 − |s− t|2H1
�

�

,

defined in terms of the temporal Hurst index H1. Here, =
st−w.s.

stands for the weak-sense identity in

the temporal parameters s and t, that is, for the identity in the sense of tempered distributions in
time, i.e.,

f (·) =
t−w.s.

g(·) ⇐⇒
∫

R+

g(s)φ(s)ds =

∫

R+

f (s)φ(s)ds,

B(·, ·) =
st−w.s.

K(·, ·) ⇐⇒
∫

R+×R+

B(s, t)φ(s, t)dsd t =

∫

R+×R+

K(s, t)φ(s, t)dsd t,

for all test function φ in the dual Hilbert space H∗ of H (respectively, in the dual of H⊗ H), the
Hilbert space where f and g belong to (respectively, where B and K belong to).

In the spatiotemporal domain, the Green function G of the corresponding deterministic problem is
given by

G(t, x) =
1

p
4πθ t

exp

�

−
|x |2

4θ t

�

.
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Therefore, the solution u to problem (31) can also be formally expressed as

u(t, x) =

∫ t

0

∫

R

1
p

4πθ(t − s)
exp

�

−
|x − y|2

4θ(t − s)

�

∂ 2WH(ds, d y). (35)

In the more general case (Mohapl, 1999)
�

∂

∂ t
− θ1

∂ 2

∂ x2 + θ2

�

u(t, x) =
∂ 2WH

∂ t∂ x
(t, x),

the Green function is defined as

G(t, x) =
1

p

4πθ1 t
exp

�

−
x2

4θ1 t
− θ2 t

�

.

Then,
bG(t,λ) = exp

�

−θ1 t|λ|2− θ2 t
�

, t > 0.

In Mohapl (1999), the associated covariance function for the case Hi = 1/2, for i = 1, 2, is obtained
as

B(t, x) =
1

p

4πθ1 t

∫

R′
exp

�

−
(x − y)2

4θ1 t
− θ2 t

�

ρ(y)d y,

where

ρ(y) =
σ2

2
p

θ2θ1

exp



−|y|

È

θ2

θ1



 .

The above derivation of an explicit solution of equation (31), given by (32), in the spatial spectral
domain, and by (35), in the spatiotemporal domain, is based on the semigroup approach. Under this
approach, from the differential geometry of the random string processes, Wu and Xiao (2006) also
obtain the characterization of the sample path properties of the solution of equation (31), randomly
initialized, for the case Hi = 1/2, for i = 1, 2. The book by Chow (2007) provides an overview on
the treatment of stochastic partial differential equations, and, in particular, on stochastic parabolic
equations, under the semigroup approach, including the case of bounded domains where the point
spectra approximation can be considered.

Alternatively to the semigroup approach, a stationary increment solution can also be explicitly de-
rived on R2, for Hi = 1/2, i = 1,2, and θ1 = 1, θ2 = 0, as follows (see, for example, Robeva and
Pitt, 2007):

u(t, x) = 2π

∫

R2

[exp (i 〈(t, x), (ω,λ)〉)− 1]
iω+λ2 Z(dω, dλ),

since
∫

R2

ω2+λ2

1+ω2+λ2

1

ω2+λ4 dωdλ <∞

(see Yaglom, 1957). Here, 〈(t, x), (ω,λ)〉 = tω + xλ and Z represents a Gaussian white noise
measure. For Hi 6= 1/2, i = 1,2, and θ1 = 1, θ2 = 0, a stationary increment solution can be defined
as

u(t,x) = 2π

∫

R2

[exp(i 〈(t, x), (ω,λ)〉)− 1]
iω+λ2 (iω)−H1+1/2(iλ)−H2+1/2Z(dω, dλ),
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in the generalized random field sense, on the space of infinitely differentiable functions which van-
ish, together with all their derivatives, outside of a compact domain (see Yaglom, 1986, pp.437-438,
on generalized locally homogeneous fields). Specifically, for H1 and H2 such that there exists an
integer p with

∫

R2

ω2+λ2

(1+ω2+λ2)p+1

1

ω2+λ4ω
−2H1+1λ−2H2+1dωdλ <∞,

the solution can be derived in the generalized random field setting stated in Yaglom (1986). Within
this generalized random field solution framework, in the Gaussian innovation case (see, for example,
Kelbert, Leonenko and Ruiz-Medina, 2005), the scale of anisotropic Bessel potential spaces also
provides a suitable context for the definition of the weak-sense solution of the heat equation (31)
on R2 as follows:

U(φ) = 2π

∫

R2

φ(t, x)

∫

R2

exp (i 〈(t, x), (ω,λ)〉)
1

iω+λ2 (iω)
−H1+1/2(iλ)−H2+1/2Z(dω, dλ)d td x ,

for θ = 1, and for every φ ∈ D
�

�
�

∂
∂ t
− ∂ 2

∂ x2

�

�

∂
∂ t

�H1−1/2 � ∂
∂ x

�H2−1/2
�−1�

, i.e., for any function

φ in the domain of operator
��

∂

∂ t
−
∂ 2

∂ x2

�

�

∂

∂ t

�H1−1/2� ∂

∂ x

�H2−1/2�−1

on R2. Specifically, we can select a subspace of L (H−s/a(R2)) as test function space for the gener-
alized random field solution, with parameters s and a given as in equation (10), and L being the
parabolic operator defining equation (31) (see Proposition 4(iii) in the Appendix). Furthermore, for
Hi ∈ (1/2, 1), i = 1,2, the square integrable functions in the RKHS Hu belong to the anisotropic
fractional Bessel potential space H−r/e

2 (R2), where parameter r and e are given by (see Proposition
4(ii) in the Appendix)

r =
2(H1+ 1/2)(H2+ 3/2))

H1+H2+ 2

e1 =
2(H2+ 3/2)
H1+H2+ 2

e2 =
2(H1+ 1/2)
H1+H2+ 2

. (36)

Similar arguments can be applied to the multidimensional case, that is, to the case where the fol-
lowing parabolic equation is considered:

�

∂

∂ t
+L

�

u(t,x) =
∂ d+1WH

∂ t∂ x1 . . .∂ xd
(t,x), (37)

where L is an elliptic operator with constant coefficients on Rd . In this case, the Gaussian general-
ized random field solution is defined as

U(φ) = (2π)(d+1)/2

∫

Rd+1

φ(t,x)

∫

Rd+1

exp (i 〈(t,x), (ω,λ)〉)
1

iω+P (λ)

×(iω)−H1+1/2(iλ1)
−H2+1/2 · · · (iλd)

−Hd+1+1/2Z(dω, dλ)d tdx,

(38)
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with P denoting the characteristic polynomial of operator L , Z being a Gaussian white noise
measure on Rd+1, and φ representing, as before, a suitable test function in the domain of operator

�

�

∂

∂ t
+L

��

∂

∂ t

�H1−1/2� ∂

∂ x1

�H2−1/2

. . .
�

∂

∂ xd

�Hd+1−1/2�−1

on Rd+1. The scale of anisotropic fractional Bessel potential spaces again provides an appropriate
functional space scale, in the selection procedure of the space where the test functions lie for deriva-
tion of a generalized random field solution. An element of this scale is chosen according to the order
of the characteristic polynomial of L with respect to each independent spatial variable.

Note also that, under the above general setting, a stationary increment Gaussian solution on R2,

u(t,x) = (2π)(d+1)/2

∫

Rd+1

[exp(i 〈(t,x), (ω,λ)〉)− 1]
iω+P (λ)

(iω)−Hd+1+1/2

×(iλ1)
−H1+1/2 · · · (iλd)

−Hd+1/2Z(dω, dλ)

can be defined under the assumption thatL has characteristic polynomialP such that the following
condition holds (see Yaglom, 1957):

∫

Rd+1

ω2+ ‖λ‖2

1+ω2+ ‖λ‖2
1

ω2+ [P (λ)]2
ω−2Hd+1+1(λ1)

−2H1+1 · · · (λd)
−2Hd+1dωdλ<∞.

7 Parabolic equations with a spatial diffusion operator with variable
coefficients

Interesting alternative examples of parabolic equations can be introduced in terms of the
d−dimensional equation

�

∂

∂ t
+L (t, x)

�

u(t,x) =
∂ d+1WH

∂ t∂ x1 . . .∂ xd
(t,x), x ∈Rd , t > 0, (39)

when some special cases of operatorL (t, x) are considered, including the case of temporal variable
coefficients, continuous functions of the negative Laplacian operator, and multifractional elliptic
operators.

1. We first suppose that L (t, x) =L (t), that is, consider

L (t) =−
d
∑

j,k=1

a j,k(t)
∂ 2

∂ x j∂ xk
+

d
∑

k=1

bk(t)
∂

∂ xk
+ c(t),

H = (H1, ..., Hd+1) ∈ (0,1)d+1,

and the d+1-dimensional fractional Brownian motion can be defined in the spatial spectral domain
as follows:
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WH(t, x1, ..., xd) =

∫

Rd+1

d
∏

j=1

�

exp(iλ j x j)− 1

iλ j
(iλ j)

−H j+1/2

�

Zt(dλ1, ..., dλd),

where, for each t ∈R+, Zt is a complex Gaussian white noise on the d−dimensional spatial spectral
domain satisfying

E|Zs(dω1, ..., dωd)Zt(dλ1, ..., dλd)| =t−w.s.
B′(s, t)

1

(2π)d
dλ1....dλd ,

with, as before,

B′(s, t) =
st−w.s.

∂ 2

∂ s∂ t

�

c(Hd+1)
2

�

|s|2Hd+1 + |t|2Hd+1 − |s− t|2Hd+1
�

�

. (40)

The coefficients {a j,k(t)}, {bk(t)}, c(t) of L (t) are assumed to be continuous functions on the
half-line [0,∞), and

a j,k(t) = ak, j(t).

We assume local parabolicity of the equation, that is, for every T > 0, there exists a KT > 0 such
that

Re







d
∑

j,k=1

a j,k(t)z jz
∗
k






≥ KT |z|

2

for any t ∈ [0, T] and z = (z1, ...zd) ∈ Cd .

In addition, we shall assume that the following oscillation condition holds: for some A> 0
�

�

�

�

�

det

�

Im

�
∫ t

0

a j,k(s)ds

��

�

�

�

�

�

≥ A |t|d , t ∈ [0,∞).

We shall also assume that
∫ ∞

0

�

�

�Re
�

a j,k(t)
�

�

�

� d t <∞, j, k = 1, ..., d;

∫ ∞

0

|Re (c(t))| d t <∞.

Under the above assumptions, the Green function of the equation
�

∂

∂ t
+L (t)

�

u(t,x) = 0

is of the form

G(t,x) = (2π)d/2
∫

Rd

exp (i 〈λ,x〉 − A(t,λ)) dλ,

where

A(t,λ) =
d
∑

j,k

λ jλk

∫ t

0

a jk(s)ds− i
d
∑

k=1

λk

∫ t

0

bk(s)ds+

∫ t

0

c(s)ds,
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and satisfies
|G(t, x)|< c′ t−d/2, t > 0, x ∈Rd ,

|Dm
x G(t, x)|< cT,m t−(d+|m|)/2 exp

�

−cd |x |
2

t

�

, t ∈ [0, T], x ∈Rd .

Thus, G can be defined in the spectral domain as

bG(t,λ) = exp {−A(t,λ)}=
1

(2π)d/2

∫

Rd

exp (−i 〈λ,x〉)G(t,x)dx.

Moreover, under the above conditions,

u(t,x) =

∫ t

0

(2π)d/2
∫

Rd

exp (i 〈x,λ〉)exp

¨

−
∫ t

s

A(u,λ)du

« d
∏

j=1

(iλ j)
−H j+

1
2 Zs(dλ1, .., dλd).

and

Cov(u(t,x), u(s,y)) =

∫

Rd

exp (i (〈x− y,λ〉))exp

�

−
∫ t∧s

u∨v

A(ξ,λ)dξ

�

×
d
∏

j=1

|λ j|−2H j+1B′(u, v)dλ1...dλd , (41)

where u∨ v denotes the maximum of u and v, and t ∧ s denotes the minimum of t and s. Here, the
temporal covariance function B′ is defined in the weak-sense as in equation (40).

2. Extensions of equation (31) can also be defined considering as spatial diffusion operator, a
continuous function of the negative Laplacian operator on Rd , i.e.,

�

∂

∂ t
+ f (−∆)

�

u(t,x) =
∂ d+1WH

∂ t∂ x1 . . .∂ xd
(t,x), (42)

where, for example,

f (−∆) =
P (−∆)
Q (−∆)

. (43)

Here, P and Q denote positive elliptic polynomials of respective fractional orders p and q, with
p, q ∈ R+. One may also consider f (−∆) = (−∆)α/2(I −∆)β/2, α,β > 0. The parabolic equation
with this spatial diffusion operator has been studied in detail in Angulo, Ruiz-Medina, Anh and
Grecksch (2000), for the case Hi = 1/2, for i = 1, 2. Alternatively, for the same case Hi = 1/2,
for i = 1, 2, in Kelbert, Leonenko and Ruiz-Medina (2005), fractional extensions of equation (31)
are formulated in terms of fractional powers of operator

�

∂
∂ t
+ θ1(−∆)+ θ2

�

, i.e., considering the
fractional Helmholtz equation

�

∂

∂ t
+ θ1(−∆)+ θ2

�ν

u(t,x) = ε(t,x), ν > 0,

where ε denotes spatiotemporal white noise.
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The solution to equation (42) is defined as

u(t,x) = (2π)d/2
∫

Rd

exp (i 〈x,λ〉)
∫ t

0

exp
�

−(t − s) f (‖λ‖2)
�

d
∏

j=1

(iλ j)
−H j+1/2Zs(dλ1, . . . dλd),

(44)
where Zs(dλ1, . . . dλd) is given as in equations (33)-(34), considering, in the spectral domain, a
d−dimensional white noise measure.

3. The case whereL is an elliptic multifractional pseudodifferential operator is now studied. Specif-
ically, in the equation

�

∂

∂ t
+L

�

u(t,x) =
∂ d+1WH

∂ t∂ x1 . . .∂ xd
(t,x),

operator L is defined as

L (φ)(x) =P (φ)(x) = (2π)d/2
∫

Rd

exp (i 〈x,λ〉) p(x,λ) bφ(λ)dλ, (45)

where P is a pseudodifferential operator of variable order (see, for instance, Jacob, 2005 and
Leopold, 1991) with symbol p in the space of C∞ functions whose derivatives of all orders are
bounded, and satisfying, for any multi-indices α and β , that there exists a positive constant Cα,β
such that

|Dαx Dβλ p(x,λ)| ≤ Cα,β 〈λ〉
σ(x)−ρ|α|+δ|β | , (46)

where 0 ≤ δ < ρ ≤ 1, and σ is a real-valued function in B∞(Rd), the set of all C∞−functions
whose derivatives of all orders are bounded. Here,

〈λ〉= (1+ ‖λ‖2)1/2. (47)

The solution is then defined as (see Ruiz-Medina, Angulo and Anh, 2008, for the case Hi = 1/2, for
i = 1, . . . , d + 1)

u(t,x) = (2π)d/2
∫

Rd

exp (i 〈x,λ〉)
∫ t

0

exp
�

−(t − s)p(x,λ)
�

d
∏

j=1

(iλ j)
−H j+1/2Zs(dλ1, . . . dλd), (48)

where Zs(dλ) is given as in equations (33)-(34), considering the d−dimensional spatial spectral
case.

4. An alternative mutifractional version of equation (42) is obtained when time-dependent pseudod-
ifferential operators are studied. Explicitly, the following multifractional operator can be considered:

L (φ)(x) =P (φ)(t,x) = (2π)d/2
∫

Rd

exp (i 〈x,λ〉) p(t,λ) bφ(λ)dλ,

where the symbol p is again in the space of C∞ functions whose derivatives of all orders are
bounded, and satisfies similar regularity conditions, as above, with respect to the independent vari-
ables t and λ. The solution is then defined as

u(t,x) = (2π)d/2
∫

Rd

∫ t

0

exp (i 〈x,λ〉)exp

�

−
∫ t

s

p(u,λ)du

� d
∏

j=1

(iλ j)
−H j+1/2Zs(dλ1, . . . dλd). (49)
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In particular, we can consider the multifractional heat-type (temporal-multifractional Riesz-Bessel)
equation defined as

�

∂

∂ t
+ (I −∆)β(t)/2(−∆)γ(t)/2

�

u(t,x) =
∂ d+1WH

∂ t∂ x1 . . .∂ xd
(t,x),

where the symbol p defining the multifractional pseudodifferential operator is given by

p(t,λ) = (1+ ‖λ‖2)β(t)/2‖λ‖γ(t).

8 Fractional both in time and in space equations

Let us now consider the equation

∂ βu

∂ t
(t,x) =−µ(I −∆)α/2(−∆)γ/2u(t,x) +

∂ d+1WH

∂ t∂ x1 . . .∂ xd
(t,x), t > 0, x ∈Rd ,

where β ∈ (0, 2], γ ≥ 0, α > 0 are fractional parameters. The fractional derivative in time is taken
in the Caputo-Djrbashian sense:

∂ βu

∂ tβ
=







∂ mu(t,x)
∂ tm , β = m ∈ {1,2} ,

1
Γ(m−β)

∫ t

0
(t −τ)m−β−1 ∂ mu(τ,x)

∂ τm dτ, m− 1< β < m, m ∈ {1, 2} .

Here,∆ is the d-dimensional Laplace operator, and the operators − (I −∆)γ/2 , γ≥ 0, and (−∆)α/2 ,
α > 0, are interpreted as inverses of the Bessel and Riesz potentials respectively. Both Bessel and
Riesz potentials are considered to be defined acting on the tempered distributions in the frequency
domain, as it is usual, in the framework of fractional Bessel potential spaces (see Triebel, 1978).

The spatial Fourier transform of the Green function of the corresponding deterministic problem is
defined as

bG(t,λ) = Eβ
�

−µtβ‖λ‖α(1+ ‖λ‖2)γ/2
�

,

where

Eβ(−x) =
∞
∑

j=0

(−1) j x j

Γ( jβ + 1)
,

is the Mittag-Leffler function, and

G(t,x) = (2π)d/2
∫

Rd

exp (i 〈λ,x〉) Eβ
�

−µtβ‖λ‖α(1+ ‖λ‖2)γ/2
�

dλ.

Note that

Eβ(−x) =

¨

exp(−x), β = 1
∼ c

x
, 0< β < 1,

when x →∞.
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The solution then is

u(t,x) = (2π)d/2
∫

Rd

exp (i 〈x,λ〉)
∫ t

0

Eβ
�

−µ(t − s)β‖λ‖α(1+ ‖λ‖2)γ/2
�

×
d
∏

j=1

(iλ j)
−H j+1/2Zs(dλ1, . . . dλd), (50)

where, for each s ∈R+, Zs is defined as in the previous section. The anisotropic fractional Bessel po-
tential spaces can also be considered here to characterize, under suitable conditions (see Appendix),
the mean smoothness index s of the functions in the RKHS of the solution u, as well as their direc-
tional smoothness indexes. Specifically, for Hi ∈ (1/2,1), i = 1, . . . , d + 1, the square-integrable
functions in the RKHSHu of the solution u have mean smoothness index s given from the formula

1

s
=

1

d + 1





1

Hd+1− 1/2+ β
+

d
∑

i=1

1

Hi − 1/2+α+ γ



 ,

where the temporal smoothness index is Hd+1 − 1/2+ β , and the spatial smoothness indexes are
Hi − 1/2+α+ γ, for i = 1, . . . , d.

Fractional interpolation is possible from the equation

∂ βu

∂ t
−µ(−∆)γ/2u=

∂ d+1WH

∂ t∂ x1 . . .∂ xd
(t,x),

with formal solution

u(t,x) = (2π)d/2
∫

Rd

exp (i 〈x,λ〉)
∫ t

0

Eβ
�

−µ(t − s)β‖λ‖γ
�

d
∏

j=1

(iλ j)
−H j+1/2Zs(dλ1, . . . dλd),

since for 0 < β ≤ 1, we have a fractional parabolic equation, for 1 < β < 2, we have fractional
parabolic-hyperbolic equation, and for β = 2, the hyperbolic case is recovered. Note that for β = 0,
we have the elliptic equation.

9 General cases

We now consider, in equation (31), the case where the initial behavior of the solution u is defined
in terms of a spatial stationary process. Specifically, the following problem is studied:

�

∂

∂ t
−
∂ 2

∂ x2

�

u(t, x) =
∂ 2WH

∂ t∂ x
(t, x), x ∈R, t > 0, (51)

u(0, x) = h(x) =
p

2π

∫

R

exp(iλx)
p

fh(λ)Zh(dλ), (52)
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with formal solution (see (32)) given by

u(t, x) =

∫

R

G(t, x − y)h(y)d y +

∫ t

0

∫

R

G(t − s; x − y)∂ 2WH(ds, d y),

=
p

2π

∫

R

exp(iλx)exp(−tλ2)
p

fh(λ)Zh(dλ)

+
p

2π

∫ t

0

∫

R

exp(iλx)exp(−(t − s)λ2)(iλ)−H2+1/2Zs(dλ),

(53)

where Zs(dλ) is defined as in equations (33)-(34), and fh and Zh respectively denote the spectral
density and the white noise measure associated with the spectral representation of the stationary
random initial condition h. Note that for the suitable definition of equation (53), h must be such
that the Green function G, as a function of the spatial component, is in the intersection of the

dual spaces of the spatial reproducing kernel Hilbert spaces of processes h and ∂ 2WH
∂ t∂ x

(t, ·), i.e., Gt ∈

[Hh]∗ ∩
�

H ∂ 2WH
∂ t∂ x (t,·)

�∗
.

9.1 Multidimensional wave equation

In the hyperbolic case, the following extended formulation is considered:

∂ 2u

∂ t2 (t,x) = −(I −∆)u(t,x) +
∂ d+1WH

∂ t∂ x1 . . .∂ xd
(t,x), x ∈Rd , t > 0

u(0,x) = g(ω,x) = (2π)d/2
∫

Rd

exp (i 〈λ,x〉)
p

fg(λ)Zg(dλ), ω ∈ Ω, x ∈Rd

∂ u

∂ t
(0,x) = h(ω,x) = (2π)d/2

∫

Rd

exp (i 〈λ,x〉)
p

fh(λ)Zh(dλ), ω ∈ Ω, x ∈Rd ,

(54)

with Ω denoting the sample space involved in the construction of the basic probabilistic space
(Ω,A , P), where the random fields h, g, and u are defined. Here, fg and fh are respectively the
spectral densities of stationary random fields g and h, and Zg and Zh represent the respective spec-
tral white noise measures involved in the spectral representation of such random fields.
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The solution to problem (54) can be defined as

u(t,x) = (2π)d/2
∫

Rd

exp (i 〈λ,x〉)
∂ bG

∂ t
(t,λ)bg(λ)dλ+ (2π)d/2

∫

Rd

exp (i 〈λ,x〉) bG(t,λ)bh(λ)dλ

+ (2π)d/2
∫ t

0

∫

Rd

exp (i 〈λ,x〉) bG(t − s,λ)
d
∏

j=1

(iλ j)
−H j+1/2Zs(dλ)

= (2π)d/2
∫

Rd

exp (i 〈λ,x〉)
∂ bG

∂ t
(t,λ)

p

fg(λ)Zg(dλ)

+ (2π)d/2
∫

Rd

exp (i 〈λ,x〉) bG(t,λ)
p

fh(λ)Zh(dλ)

+ (2π)d/2
∫ t

0

∫

Rd

exp (i 〈λ,x〉) bG(t − s,λ)
d
∏

j=1

(iλ j)
−H j+1/2Zs(dλ),

(55)

where Zs(dλ) is given as in equations (33)-(34), considering the d−dimensional spatial domain
case, i.e., in terms of a d−dimensional Gaussian white noise measure in the spectral domain. Here,
the Fourier transform of the Green function G associated with the corresponding deterministic prob-
lem is given by

bG(t,λ) =
sin (〈λ〉 t)
〈λ〉

,

with 〈λ〉 defined as in equation (47). For the suitable definition of u, the random fields g and h

must be such that Gt ∈ [Hg]∗∩[Hh]∗∩
�

H ∂ 2WH
∂ t∂ x

(t,·)

�∗
. Note that here the framework of anisotropic

fractional Bessel potential spaces can also be introduced for characterization of the local regularity
properties of the solution, according to the mean smoothness index, and directional temporal and
spatial smoothness indexes of the functions in its RKHS.

Consider now the so-called d’Alembert solution to the equation

ut t = c2ux x , x ∈R, t > 0

u(0, x) = g(ω, x) =

∫

R

exp(iλx)
p

fg(λ)Zg(dλ), ω ∈ Ω

ut(0, x) = h(ω, x) =

∫

R

exp(iλx)
p

fh(λ)Zh(dλ), ω ∈ Ω.

The d’Alembert solution u is

u(t, x) =
1

2

�

g(x − c t) + g(x + c t)
�

+
1

2c

∫ x+c t

x−c t

h(y)d y,

which is given here by
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u(t, x) =
1

2

�

exp(−iλc t)

∫

R

exp(iλx)
p

fg(λ)Zg(dλ) + exp(iλc t)

∫

R

exp(iλx)
p

fg(λ)Zg(dλ)

�

+
1

2c

∫

R

p

fh(λ)

 

∫ x+c t

x−c t

exp(iλy)d y

!

Zh(dλ)

=
1

2

�

exp(−iλc t)

∫

R

exp(iλx)
p

fg(λ)Zg(dλ) + exp(iλc t)

∫

R

exp(iλx)
p

fg(λ)Zg(dλ)

�

+
1

2c

∫

R

exp(iλ(x + c t))− exp(iλ(x − c t))
iλ

p

fh(λ)Zh(dλ).

9.1.1 Fractional and multifractional versions

The formulation in the previous section can be extended to the case where the spatial diffusion
operator belongs to the family of fractional pseudodifferential operators considered in equation
(42). The case where the spatial diffusion operator is a pseudodifferential operator of variable
order can also be studied in a similar way. Specifically, the following fractional and multifractional
hyperbolic equations are studied:

∂ 2u

∂ t2 (t,x) = − f ((I −∆)1/2)u(t,x) +
∂ d+1WH

∂ t∂ x1 . . .∂ xd
(t,x), x ∈Rd , t > 0

u(0,x) = g(ω,x) = (2π)d/2
∫

Rd

exp (i 〈λ,x〉)
p

fg(λ)Zg(dλ), ω ∈ Ω, x ∈Rd

∂ u

∂ t
(0,x) = h(ω,x) = (2π)d/2

∫

Rd

exp (i 〈λ,x〉)
p

fh(λ)Zh(dλ), ω ∈ Ω, x ∈Rd ,

where f is a continuous function, which can be, for example, a fractional elliptic polynomial or
positive rational function. The solution is then defined as

u(t,x) = (2π)d/2
∫

Rd

exp (i 〈λ,x〉)
∂ bK

∂ t
(t,λ)

p

fg(λ)Zg(dλ)

+ (2π)d/2
∫

Rd

exp (i 〈λ,x〉) bK(t,λ)
p

fh(λ)Zh(dλ)

+ (2π)d/2
∫ t

0

∫

Rd

exp (i 〈λ,x〉) bK(t − s,λ)
d
∏

j=1

(iλ j)
−H j+1/2Zs(dλ), (56)

where

bK(t,λ) =
sin
�

t[ f (〈λ〉)]1/2
�

[ f (〈λ〉)]1/2
.
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Similarly, one can consider the multifractional hyperbolic equation

∂ 2u

∂ t2 (t,x) = −P u(t,x) +
∂ d+1WH

∂ t∂ x1 . . .∂ xd
(t,x), x ∈Rd , t > 0

u(0,x) = g(ω,x) = (2π)d/2
∫

Rd

exp (i 〈λ,x〉)
p

fg(λ)Zg(dλ), ω ∈ Ω, x ∈Rd

∂ u

∂ t
(0,x) = h(ω,x) = (2π)d/2

∫

Rd

exp (i 〈λ,x〉)
p

fh(λ)Zh(dλ), ω ∈ Ω, x ∈Rd ,

where P is a pseudodifferential operator of variable order, defined as in equation (45), in terms of
symbol p satisfying the regularity conditions given in the previous section (see equation (46)). The
Green function is then given by

G(t,x) = (2π)d/2
∫

Rd

exp (〈λ,x〉)
sin
�

t[p(x,λ)]1/2
�

[p(x,λ)]1/2
dλ. (57)

Thus, the corresponding solution u is defined as in equation (56) in terms of function G of equation
(57) instead of function bK .

10 Final comments

This paper provides the necessary elements for the introduction of random field models in the
context of elliptic, parabolic and hyperbolic equations driven by fractional Gaussian random fields.
The temporal, spatial and spatiotemporal Gaussian random field models considered here can be
extended to a more general, not necessarily stationary, random innovation setting. Specifically, the
innovation process can be defined in terms of the weak-sense second-order derivatives of a Gaussian
generalized random field with RKHS isomorphic to a fractional (isotropic or anisotropic) Bessel
potential space on the temporal, spatial or spatiotemporal domain considered. This isomorphic
relationship ensures a covariance factorization. Then, the solution to the corresponding random
elliptic, parabolic or hyperbolic equation can be expressed as a weak-sense integral, involving the
convolution of the corresponding Green kernel and the kernel factorizing the covariance operator
of the innovation process. The case of random initial condition can be similarly addressed using the
covariance factorization of the Gaussian innovation process.

Appendix

The basic elements and results on anisotropic fractional Bessel potential and Hölder spaces, needed
in the characterization of the local regularity properties of the solutions to the formulated ellip-
tic, hyperbolic and parabolic equations driven by fractional Gaussian random processes, are now
introduced.

We first consider the definition of anisotropic fractional Bessel potential spaces:

Definition 3. (see Dachkovski, 2003) The anisotropic fractional Bessel potential space Hs,a
2 (R

d) ≡
Hs/a

2 (R
d) of vectorial order s/a =

�

s
a1

, . . . , s
ad

�

, with s ∈ R and ai > 0, for i = 1, . . . , d, is defined
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as the space of tempered distributions f ∈ S ′(Rd) having square integrable weak-sense directional

derivatives of order
�

s
a1

, . . . , s
ad

�

, i.e., f ∈ S ′(Rd) is such that

d
∑

i=1

È

∫

Rd

�

�

�(1+λ2
i )

s/2ai bf (λ1, . . . ,λd)
�

�

�

2
dλ1 . . . dλd <∞.

Here, as before, bf denotes the Fourier transform of f in the sense of the tempered distributions.

In the above definition the parameter s represents the mean smoothness of functions in the space
Hs/a

2 (R
d). Specifically, the parameter s is computed as

1

s
=

1

d

�

1

l1
+ · · ·+

1

ld

�

, (58)

from the vector

(l1, . . . , ld) =
�

s

a1
, . . . ,

s

ad

�

, a1+ · · ·+ ad = d,

providing the directional smoothness of functions in the space Hs/a
2 (R

d). Note that, the classical
isotropic fractional Bessel potential space corresponds to a = 1 = (1, . . . , 1). The following identity
defines the duality between these anisotropic Bessel potential spaces:

[Hs/a
p (R

d)]′ = H−s/a
p (Rd).

Since we are considering the case p = 2 in this paper, the above identity also leads to the duality
between Hilbert spaces here, i.e.,

[Hs/a
2 (R

d)]∗ = H−s/a
2 (Rd).

After the introduction of anisotropic Bessel potential spaces, the anisotropic fractional Hölder spaces
are now defined. Denote by R(d,di), for 1≤ i ≤ l, the set

R(d,di) :=Rd1 × · · · ×dRdi × · · · ×Rdl ,

where
∑l

k=1 dk = d, and with the hat over a factor (or component) meaning that the corresponding
entry is absent. Thus, x

bi := (x1, . . . , bx i , . . . , x l), and for a function u on Rd we write

u(x
bi , ·) := u(x1, . . . , x i−1, ·, x i+1, . . . , x l).

Let C0(Rd) be the space of continuous functions on Rd vanishing at infinity. Then, define, for
u ∈ C0(Rd), the corresponding Ui , for 1≤ i ≤ l, defined as follows:

Ui :C0(R
d)−→C0

�

R(d,di),C0(R
di )
�

,

given by
Ui(u) := (x

bi −→ u(x
bi , ·)) ∈ C0

�

R(d,di),C0(R
di )
�

.

The following definition introduces anisotropic fractional Hölder spaces.
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Definition 4. We define the anisotropic Hölder space C t/a
0 (Rd) of vectorial order

�

t
a1

, . . . , t
ad

�

, t > 0,
as

C t/a
0 (Rd) :=

l
⋂

i=1

C0

�

R(d,di),C t/ai
0 (Rdi )

�

,

with Ui being defined, as before, from x î := (x1, . . . , x̂ i , . . . , x l), for i = 1, . . . , l. Here, C r
0(R

di ), i =
1, . . . , l, r ∈R+, is defined, as usual, as a member of the fractional Besov space scale onRdi , i = 1, . . . , l
(see, for example, Triebel, 1978). That is, the space C r

0(R
di ) contains continuous functions on Rdi with

continuous fractional derivatives up to order r vanishing at infinity, for i = 1, . . . , l.

Note that, along this paper we have considered the case di = 1, for i = 1, . . . , l, with d = l. The
following results provides the continuous injection of anisotropic fractional Bessel potential spaces
into anisotropic fractional Hölder spaces on Rd .

Theorem 1. (see Theorem 3.9.1, Amann, 2009)

For 1< p <∞, if s > t + |a|/p, and a 6= a(1, . . . , 1), for any a > 0, the following embedding holds

Hs/a
p (R

d) ,→C t/a
0 (Rd).

Here, |a|= a1+ · · ·+ ad .

Remark 3. In the formulation of Theorem 1 we have applied Theorem 3.9.1. of Amann (2009) using
the fact that every finite-dimensional Banach space, in particular Rd , is so-called ’UMD’, and has the
so-called property (α) (see Amann, 2009, p.43). These are conditions which are assumed in Theorem
3.9.1 of Amann (2009).

The application of Theorem 1 with p = 2 allows us to establish conditions under which the functions
in the RKHS of the solution of fractional elliptic, hyperbolic and parabolic equations, driven by
fractional Gaussian white noise, are continuous.

1. First, we consider the study of local regularity properties of functions in the RKHS H∂ 2WH
of

∂ 2WH . By definition, every function g belonging to the RKHS H∂ 2WH
of the weak-sense derivative

of fractional Brownian motion ∂ 2WH
∂ x∂ y

satisfies

‖g‖2H
∂ 2WH

=

∫

R2

|λ1|2H1−1|λ2|2H2−1|bg(λ1,λ2)|2dλ1dλ2 <∞,

where bg denotes, as before, the Fourier transform of g.

The interrelation between subspaces of functions inH∂ 2WH
and Hs/a

2 (R
2) is provided in the following

proposition, where the parameters s and a are specified.

Proposition 1. The following assertions hold:

(i) For H1 = H2 = 1/2,
H∂ 2WH

= L2(R2) = H0/a
2 (R

2).
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(ii) For H1, H2 ∈ (1/2, 1), the set of square-integrable functions in H∂ 2WH
is included in the

anisotropic fractional Bessel potential space Hs/a
2 (R

2) (see Definition 3), for s1 =
s

a1
= H1− 1/2,

and s2 =
s

a2
= H2− 1/2, that is, according to equation (58),

s =
2(H1− 1/2)(H2− 1/2)

H1+H2− 1
. (59)

(iii) For H1, H2 ∈ (0, 1/2), the subspace of absolutely integrable functions in Hs/a
2 (R

2) is included in
the spaceH∂ 2WH

, with, as before, s1 =
s

a1
= H1− 1/2, and s2 =

s
a2
= H2− 1/2.

Proof. The proof of (i) follows directly from the definition of spacesH∂ 2WH
, for H1 = H2 = 1/2, and

H0/a
2 (R

2), which coincides with L2(R2).

Regarding assertion (ii), since we are considering the set of square integrable functions, for every
function g ∈H∂ 2WH

, we have
∫

εR(0)×εR(0)
(1+ |λi|2)Hi−1/2|bg(λ1,λ2)|2dλ1dλ2 <∞, i = 1,2,

where εR(0)⊂R denotes a one-dimensional neighborhood of zero frequency of radius R> 0. Thus,

∫

εR(0)×εR(0)
(1+ |λ1|2)H1−1/2|bg(λ1,λ2)|2dλ1dλ2

+

∫

εR(0)×εR(0)
(1+ |λ2|2)H2−1/2|bg(λ1,λ2)|2dλ1dλ2 <∞. (60)

Additionally, for every function g ∈H∂ 2WH
,

∫

R\εR(0)×R\εR(0)
(1+ |λ1|2)H1−1/2|bg(λ1λ2)|2dλ2dλ1

=

∫

R\εR(0)×R\εR(0)

|λ1|2H1−1|λ2|2H2−1(1+ |λ1|2)H1−1/2

|λ1|2H1−1|λ2|2H2−1 |bg(λ1,λ2)|2dλ2dλ1

≤ M

∫

R\εR(0)×R\εR(0)

|λ1|2H1−1|λ2|2H2−1

|λ2|2H2−1 |bg(λ1,λ2)|2dλ2dλ1

≤ MC

∫

R\εR(0)×R\εR(0)
|λ1|2H1−1|λ2|2H2−1|bg(λ1,λ2)|2dλ2dλ1 <∞, (61)

and similarly,
∫

R\εR(0)×R\εR(0)
(1+ |λ2|2)H2−1/2|bg(λ1λ2)|2dλ2dλ1

≤ MC

∫

R\εR(0)×R\εR(0)
|λ1|2H1−1|λ2|2H2−1|bg(λ1,λ2)|2dλ2dλ1 <∞. (62)
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Therefore, from equations (60)-(62), g ∈ Hs/a
2 (R

2), with s1 =
s

a1
= H1−1/2, and s2 =

s
a2
= H2−1/2.

Since a1+ a2 = d = 2, we get by (58),

1

s
=

1

2

�

1

s1
+

1

s2

�

=
1

2

�

1

H1− 1/2
+

1

H2− 1/2

�

,

which yields (59). Thus, assertion (ii) holds.

Note that, in the derivation of inequalities in equations (61)-(62), we have applied the fact that,
there exists a constant M > 0 such that

�

(1+ |λi|2)
|λi|2

�Hi−1/2

≤ M , i = 1,2,

for λi ∈ R \ εR(0), with R sufficiently large. Additionally, we have used the continuity of the Riesz
operator on the space of square integrable functions (see Theorem 9:5:10(a), p. 660, of Edwards,
1965). That is, there exists a constant C > 0, such that, for every function h ∈ L2(T ), with T an
interval of R,

‖(−∆)−(H j−1/2)(h)‖2L2(T ) '
∫

R\εR(0)

|bh(λ)|2

|λ|2H j−1 dλ≤ C‖bh‖2L2(T ) <∞, j = 1, 2,

where in equations (61)-(62), we have considered

bhλi
(λ) = |λi|2Hi−1|λ|2H j−1

bgλi
(λ), i = 1, 2, i 6= j,

for each fixed value of λi ∈R \ εR(0), since g ∈H∂ 2WH
.

Finally, for the proof of assertion (iii), we first apply the fact that for any absolutely integrable
functions g ∈ Hs/a

2 (R
2), with Hi ∈ (0, 1/2), we also have
∫

εR(0)×εR(0)
|λ1|2H1−1|λ2|2H2−1|bg(λ1,λ2)|2dλ1dλ2 <∞.

Furthermore, for Hi ∈ (0, 1/2), for i = 1,2, for every g ∈ Hs/a
2 (R

2),

∫

R2\εR(0)×εR(0)
|λ1|2H1−1|λ2|2H2−1|bg(λ1,λ2)|2dλ1dλ2

=

∫

R2\εR(0)×εR(0)

|λ1|2H1−1|λ2|2H2−1(1+ |λi|2)Hi−1/2

(1+ |λi|2)Hi−1/2
|bg(λ1,λ2)|2dλ1dλ2

≤ M

∫

R2\εR(0)×εR(0)
(1+ |λi|2)Hi−1/2|bg(λ1,λ2)|2dλ1dλ2 <∞, i = 1, 2.

(63)

Then, g ∈ H∂ 2WH
, and assertion (iii) holds. Note that in the derivation of equation (63) we have

applied that there exists a positive constant M such that
�

|λi|2

(1+ |λi|2)

�Hi−1/2

≤ M , i = 1,2,
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for λi ∈R\εR(0), with R sufficiently large. Moreover, we have considered the fact that |λi|2Hi−1 ≤ 1,
Hi ∈ (0,1/2), for λi ∈R \ εR(0), with R sufficiently large, for i = 1, 2.

It follows from Theorem 1, that the functions in the space Hs/a
2 (R

2) belong to C t/a
0 (R2) if s >

t + |a|/2 = t + 1, for certain t > 0. Considering the parameters s and a specified in Proposition 1,
this inequality means that

s =
2(H1− 1/2)(H2− 1/2)

H1+H2− 1
> t + |a|/2= t + 1,

that is, H1 and H2 must be such that

2(H1− 1/2)(H2− 1/2)
H1+H2− 1

− 1> t,

i.e.,

t <
2H1H2− 2[H1+H2] + 3/2

H1+H2− 1
, (64)

for certain t > 0.

From Proposition 1(ii), the set of square-integrable functions in H∂ 2WH
are then continuous for

Hi ∈ (1/2,1), i = 1,2, such t > 0 satisfying (64).

2. In the case of the general solution (18), when Hi , i = 1,2, and L are such that

�

L
�

∂

∂ x
,
∂

∂ y

��−1� ∂

∂ x

�−H1+1/2� ∂

∂ x

�−H2+1/2

: L2(R2)−→ Hβ/b2 (R2),

for a suitable β ∈R, and b= (b1, b2), where, as before, Hβ/b2 (R2) denotes the anisotropic fractional
Bessel potential space of vectorial order β/b on R2. The strong-sense (pointwise) definition of u, in
the mean-square sense, as a continuous Gaussian random field, follows from the continuous injec-
tion of anisotropic Bessel potential spaces into anisotropic Hölder spaces, under suitable conditions.
Specifically, from Theorem 1, for β > t + b1+b2

2
= t + 1, for certain t > 0, Hβ/b2 (R2) ,→ C t/b

0 (R2),
and a strong-sense (pointwise) definition of u can be established. When this cannot be done, a
weak-sense definition of u must be adopted, in terms of the tempered distributions belonging to the
anisotropic Bessel potential space H−β/b2 (R2), that is,

u(ψ) =

∫

R2

u(x , y)ψ(x , y)d xd y, ψ ∈ H−β/b2 (R2).

We now refer to the specific conditions satisfied by H1 and H2, in the elliptic, hyperbolic and
parabolic cases, that allow the identification of the local regularity properties of the functions in
the RKHS of their solutions, in terms of fractional Bessel potential spaces.

3. In the elliptic case, we study the relationship of the RKHS Hu of the solution u to equation (12)
with the anisotropic fractional Bessel potential space with smoothness parameters given in equation
(20). These parameters are derived from Proposition 1 by considering the domain of the elliptic
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differential operator (12). Since in the Fourier domain ∂
∂ x

acts as iλ, the operator (12) acts as
|iλ1|2+ |iλ2|2+ γ2. Hence, the RKHSHu of the solution u made of the functions g such that

∫

R2

|(λ2
1+λ

2
2+ γ

2)|2|λ1|2H1−1|λ2|2H2−1|bg(λ1,λ2)|2dλ1dλ2 <∞. (65)

Consequently,

Proposition 2. The following equalities and inclusions hold:

(i) For H1 = H2 = 1/2, and γ= 1,
Hu = H2

2(R
2),

where H2
2(R

2) denotes the isotropic Bessel potential space of integer order 2.

(ii) For H1, H2 ∈ (1/2, 1), the set of square-integrable functions in the RKHS Hu is included in the
anisotropic fractional Bessel potential space Hβ/b2 (R2) (see Definition 3), for β1 = H1−1/2+2=
H1+ 3/2, and β2 = H2− 1/2+ 2= H2+ 3/2, that is, according to equation (20),

β =
2(H1+ 3/2)(H2+ 3/2)

H1+H2+ 3
.

(iii) For H1, H2 ∈ (0, 1/2), the subspace of absolutely integrable functions in L−1(Hs/a
2 (R

2), with s
and a defined as in Proposition 1, and L given in equation (12), is included in the RKHS space
Hu, where




f , g
�

L−1(Hs/a
2 (R

2)) =



L ( f ),L (g)
�

Hs/a
2 (R

2)) , f , g ∈ L−1(Hs/a
2 (R

2)).

Proof. (i) It directly follows from the definition of the spacesHu, in equation (65), and the isotropic
Bessel potential space H2

2(R
2).

(ii) For every square-integrable function g ∈Hu,

∫

εR(0)×εR(0)
(1+ |λ1|2)H1+3/2|bg(λ1,λ2)|2dλ1dλ2

+

∫

εR(0)×εR(0)
(1+ |λ2|2)H2+3/2|bg(λ1,λ2)|2dλ1dλ2 <∞. (66)

Now, for every function g ∈Hu,
∫

R\εR(0)×R\εR(0)
(1+ |λ1|2)H1+3/2|bg(λ1λ2)|2dλ2dλ1

=

∫

R\εR(0)×R\εR(0)

|(λ2
1+λ

2
2+ γ

2)|2|λ1|2H1−1|λ2|2H2−1(1+ |λ1|2)H1+3/2

|(λ2
1+λ

2
2+ γ

2)|2|λ1|2H1−1|λ2|2H2−1
|bg(λ1,λ2)|2dλ2dλ1

≤ eM

∫

R\εR(0)×R\εR(0)

|(λ2
1+λ

2
2+ γ

2)|2|λ1|2H1−1|λ2|2H2−1

|λ2|2H2−1 |bg(λ1,λ2)|2dλ2dλ1

≤ eMC

∫

R\εR(0)×R\εR(0)
|(λ2

1+λ
2
2+ γ

2)|2|λ1|2H1−1|λ2|2H2−1|bg(λ1,λ2)|2dλ2dλ1 <∞, (67)
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and similarly,
∫

R\εR(0)×R\εR(0)
(1+ |λ2|2)H2+3/2|bg(λ1λ2)|2dλ2dλ1

≤ eMC

∫

R\εR(0)×R\εR(0)
|(λ2

1+λ
2
2+ γ

2)|2|λ1|2H1−1|λ2|2H2−1|bg(λ1,λ2)|2dλ2dλ1 <∞.

(68)

Therefore, from equations (66)-(68), g ∈ Hβ/b2 (R2), with β1 =
β

b1
= H1 + 3/2, and β2 =

β

b2
=

H2+3/2. Thus, assertion (ii) holds. In the derivation of inequalities (67)-(68), we have applied the
fact that

(1+ |λi|2)Hi+3/2

|(λ2
1+λ

2
2+ γ

2)|2|λi|2Hi−1
≤ eM , i = 1, 2,

for certain positive constant eM , and λi ∈R \ εR(0), i = 1, 2, and, as in Proposition 1, the continuity
of the Riesz operator on L2(T ) is applied.

(iii) We first remark that for any absolutely integrable functions g ∈ L−1(Hs/a
2 (R

2)), with Hi ∈
(0,1/2), i = 1, 2,

∫

εR(0)×εR(0)
|(λ2

1+λ
2
2+ γ

2)|2|λ1|2H1−1|λ2|2H2−1|bg(λ1,λ2)|2dλ1dλ2 <∞.

Furthermore, for Hi ∈ (0, 1/2), i = 1,2, for every g ∈ L−1(Hs/a
2 (R

2)), similarly to Proposition 1(iii),
we obtain

∫

R2\εR(0)×εR(0)
|(λ2

1+λ
2
2+ γ

2)|2|λ1|2H1−1|λ2|2H2−1|bg(λ1,λ2)|2dλ1dλ2

=

∫

R2\εR(0)×εR(0)

|(λ2
1+λ

2
2+ γ

2)|2|λ1|2H1−1|λ2|2H2−1(1+ |λi|2)Hi−1/2

(1+ |λi|2)Hi−1/2

×|bg(λ1,λ2)|2dλ1dλ2

≤ M

∫

R2\εR(0)×εR(0)
|(λ2

1+λ
2
2+ γ

2)|2(1+ |λi|2)Hi−1/2|bg(λ1,λ2)|2dλ1dλ2 <∞,

(69)

for i = 1,2. Then, g ∈Hu, and assertion (iii) holds.

It follows from Theorem 1, that the functions in the space Hβ/b2 (R2) belong to C t/b
0 (R2) if β >

t + |b|/2 = t + 1, for certain t > 0. Considering the parameters β and b specified in Proposition 2,
we then have that, for H1 and H2 such that there exists a certain positive t, with

2(H1+ 3/2)(H2+ 3/2)
H1+H2+ 3

− 1> t,
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i.e.

t <
2H1H2+ 2[H1+H2] + 3/2

H1+H2+ 3
, (70)

the functions in Hβ/b2 (R2) are continuous. In addition, from Proposition 2(ii), for Hi ∈ (1/2, 1),
i = 1,2, the set of square-integrable functions inHu are then continuous for t > 0 satisfying (70).

4. We now consider the hyperbolic case, and, in particular, establish (26).

Proposition 3. The following inclusions hold:

(i) For H1 = H2 = 1/2,
Hu ⊂W2

2(R
2),

where W2
2(R

2) denotes the classical Sobolev space of integer order 2.

(ii) For H1, H2 ∈ (1/2, 1), the set of square-integrable functions in the RKHS Hu is included in the
anisotropic fractional Bessel potential space Hν/c2 (R

2) (see Definition 3), for ν1 = H1−1/2+1=
H1+ 1/2, and ν2 = H2− 1/2+ 1= H2+ 1/2, and hence

ν =
2(H1+ 1/2)(H2+ 1/2)

H1+H2+ 1
.

(iii) For H1, H2 ∈ (0, 1/2), the subspace of absolutely integrable functions in L−1(Hs/a
2 (R

2)), with s
and a defined as in Proposition 1, and L given in equation (15), is included in the space Hu,
where, as before,




f , g
�

L−1(Hs/a
2 (R

2)) =



L ( f ),L (g)
�

Hs/a
2 (R

2) , f , g ∈ L−1(Hs/a
2 (R

2)).

Proof. We first remark that the norm in the RKHSHu of the solution to the hyperbolic problem (15)
is given by

‖g‖2Hu
=

∫

R2

|(iλ1+α)(iλ2+ β) + γ
2|2|λ1|2H1−1|λ2|2H2−1|bg(λ1,λ2)|2dλ1dλ2

=

∫

R2

�

�−λ1λ2+ β(iλ1) +α(iλ2) +αβ + γ
2
�

�

2 |λ1|2H1−1|λ2|2H2−1|bg(λ1,λ2)|2dλ1dλ2.

(i) This is straightforward from the definition of the space Hu, in the above equation, and the
definition of the classical Sobolev space W2

2(R
2).

(ii) For every square-integrable function g ∈Hu,

∫

εR(0)×εR(0)
(1+ |λ1|2)H1+1/2|bg(λ1,λ2)|2dλ1dλ2

+

∫

εR(0)×εR(0)
(1+ |λ2|2)H2+1/2|bg(λ1,λ2)|2dλ1dλ2 <∞. (71)
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Now, for every function g ∈Hu,
∫

R\εR(0)×R\εR(0)
(1+ |λ1|2)H1+1/2|bg(λ1λ2)|2dλ2dλ1

=

∫

R\εR(0)×R\εR(0)

�

�−λ1λ2+ β(iλ1) +α(iλ2) +αβ + γ2
�

�

2

�

�−λ1λ2+ β(iλ1) +α(iλ2) +αβ + γ2
�

�

2 |λ1|2H1−1|λ2|2H2−1

×|λ1|2H1−1|λ2|2H2−1(1+ |λ1|2)H1+1/2|bg(λ1,λ2)|2dλ2dλ1

≤ eM

∫

R\εR(0)×R\εR(0)

�

�−λ1λ2+ β(iλ1) +α(iλ2) +αβ + γ2
�

�

2 |λ1|2H1−1|λ2|2H2−1

|λ2|2H2−1

×|bg(λ1,λ2)|2dλ2dλ1

≤ eMC

∫

R\εR(0)×R\εR(0)

�

�−λ1λ2+ β(iλ1) +α(iλ2) +αβ + γ
2
�

�

2 |λ1|2H1−1|λ2|2H2−1|

×bg(λ1,λ2)|2dλ2dλ1 <∞, (72)

and similarly,
∫

R\εR(0)×R\εR(0)
(1+ |λ2|2)H2+1/2|bg(λ1λ2)|2dλ2dλ1

≤ eMC

∫

R\εR(0)×R\εR(0)

�

�−λ1λ2+ β(iλ1) +α(iλ2) +αβ + γ
2
�

�

2 |λ1|2H1−1|λ2|2H2−1

×|bg(λ1,λ2)|2dλ2dλ1 <∞.

(73)

Therefore, from equations (71)-(73), g ∈ Hν/c2 (R
2), with ν1 =

ν
c1
= H1+1/2, and ν2 =

ν
c2
= H2+1/2.

Thus, assertion (ii) holds. In the derivation of inequalities (72)-(73), we have applied the fact that

(1+ |λi|2)Hi+1/2

�

�−λ1λ2+ β(iλ1) +α(iλ2) +αβ + γ2
�

�

2 |λi|2Hi−1
≤ eM , i = 1, 2,

for λi ∈R\εR(0), i = 1,2, and, as in Proposition 1(ii), the continuity of the Riesz operator on L2(T )
is also applied.

(iii) We first remark that for any absolutely integrable functions g ∈ L−1(Hs/a
2 (R

2)), with Hi ∈
(0,1/2), i = 1, 2,
∫

εR(0)×εR(0)

�

�−λ1λ2+ β(iλ1) +α(iλ2) +αβ + γ
2
�

�

2 |λ1|2H1−1|λ2|2H2−1|bg(λ1,λ2)|2dλ1dλ2 <∞.

Furthermore, for Hi ∈ (0, 1/2), for i = 1,2, for every g ∈ L−1(Hs/a
2 (R

2)), similarly to Proposition
2(iii), we obtain
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∫

R2\εR(0)×εR(0)

�

�−λ1λ2+ β(iλ1) +α(iλ2) +αβ + γ
2
�

�

2 |λ1|2H1−1|λ2|2H2−1|bg(λ1,λ2)|2dλ1dλ2

=

∫

R2\εR(0)×εR(0)

�

�−λ1λ2+ β(iλ1) +α(iλ2) +αβ + γ2
�

�

2

(1+ |λi|2)Hi−1/2

×|λ1|2H1−1|λ2|2H2−1(1+ |λi|2)Hi−1/2|bg(λ1,λ2)|2dλ1dλ2

≤ M

∫

R2\εR(0)×εR(0)

�

�−λ1λ2+ β(iλ1) +α(iλ2) +αβ + γ
2
�

�

2
(1+ |λi|2)Hi−1/2

×|bg(λ1,λ2)|2dλ1dλ2 <∞,

(74)

for i = 1,2. Then, g ∈Hu, and assertion (iii) holds.

The square integrable functions in the RKHS Hu of the solution u to equation (11), considering
operator (15), are continuous for Hi ∈ (1/2,1), i = 1,2, and ν > t + |c|/2 = t + 1, which, from
Proposition 3 leads to the inequality

2(H1+ 1/2)(H2+ 1/2)
H1+H2+ 1

− 1> t,

that is, the square-integrable functions inHu are continuous for Hi ∈ (1/2,1), i = 1, 2, such that

t <
2H1H2− 1/2

H1+H2+ 1
.

5. Finally, we consider the parabolic equation driven by fractional Gaussian white noise, defined in
terms of operator (16), with θ1 = 1, and θ2 = 0. In the Fourier domain, the operator ∂

∂ t
− ∂ 2

∂ x2 acts
as [iλ1 − |iλ2|2] whose modulus square equals λ2

1 + λ
4
2. The RKHS of the solution is thus made up

by functions g such that
∫

R2

[λ2
1+λ

4
2]|λ1|2H1−1|λ2|2H2−1|bg(λ1,λ2)|2dλ1dλ2 <∞. (75)

The following result provides the relationship between Hu and the anisotropic fractional Bessel
potential spaces and establishes (36).

Proposition 4. The following inclusions hold:

(i) For H1, H2 ∈ (1/2, 1), the set of square-integrable functions in the RKHS Hu is included in the
anisotropic fractional Bessel potential space Hr/e

2 (R
2) (see Definition 3), for r1 = H1 + 1/2, and

r2 = H2+ 3/2, and thus

r =
2(H1+ 1/2)(H2+ 3/2)

H1+H2+ 2
.
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(ii) For H1, H2 ∈ (0, 1/2), the subspace of absolutely integrable functions in L−1(Hs/a
2 (R

2)), with s
and a defined as in Proposition 1, and L given in equation (16), is included in the space Hu,
where, as before,




f , g
�

L−1(Hs/a
2 (R

2)) =



L ( f ),L (g)
�

Hs/a
2 (R

2) , f , g ∈ L−1(Hs/a
2 (R

2)).

Proof. (i) For every square-integrable function g ∈Hu,

∫

εR(0)×εR(0)
(1+ |λ1|2)H1+1/2|bg(λ1,λ2)|2dλ1dλ2

+

∫

εR(0)×εR(0)
(1+ |λ2|2)H2+3/2|bg(λ1,λ2)|2dλ1dλ2 <∞. (76)

Now, for every function g ∈Hu,
∫

R\εR(0)×R\εR(0)
(1+ |λ1|2)H1+1/2|bg(λ1λ2)|2dλ2dλ1

=

∫

R\εR(0)×R\εR(0)

[λ2
1+λ

4
2]|λ1|2H1−1|λ2|2H2−1(1+ |λ1|2)H1+1/2

[λ2
1+λ

4
2]|λ1|2H1−1|λ2|2H2−1

|bg(λ1,λ2)|2dλ2dλ1

≤ eM

∫

R\εR(0)×R\εR(0)

[λ2
1+λ

4
2]|λ1|2H1−1|λ2|2H2−1

|λ2|2H2−1 |bg(λ1,λ2)|2dλ2dλ1

≤ eMC

∫

R\εR(0)×R\εR(0)
[λ2

1+λ
4
2]|λ1|2H1−1|λ2|2H2−1|bg(λ1,λ2)|2dλ2dλ1 <∞, (77)

and similarly,
∫

R\εR(0)×R\εR(0)
(1+ |λ2|2)H2+3/2|bg(λ1λ2)|2dλ2dλ1

≤ eMC

∫

R\εR(0)×R\εR(0)
[λ2

1+λ
4
2]|λ1|2H1−1|λ2|2H2−1|bg(λ1,λ2)|2dλ2dλ1 <∞.

(78)

Therefore, from equations (76)-(78), g ∈ Hr/e
2 (R

2), with r1 = H1 + 1/2, and r2 = H2 + 3/2. Thus,
assertion (ii) holds.

(ii) We first remark that for any absolutely integrable functions g ∈ L−1(Hs/a
2 (R

2)), with Hi ∈
(0, 1/2), i = 1,2,

∫

εR(0)×εR(0)
[λ2

1+λ
4
2]|λ1|2H1−1|λ2|2H2−1|bg(λ1,λ2)|2dλ1dλ2 <∞.

Furthermore, for Hi ∈ (0,1/2), i = 1, 2, for every g ∈ L−1(Hs/a
2 (R

2)), similarly to Proposition 2(iii),
we obtain
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∫

R2\εR(0)×εR(0)
[λ2

1+λ
4
2]|λ1|2H1−1|λ2|2H2−1|bg(λ1,λ2)|2dλ1dλ2

=

∫

R2\εR(0)×εR(0)

[λ2
1+λ

4
2]|λ1|2H1−1|λ2|2H2−1(1+ |λi|2)Hi−1/2

(1+ |λi|2)Hi−1/2
|bg(λ1,λ2)|2dλ1dλ2

≤ M

∫

R2\εR(0)×εR(0)
[λ2

1+λ
4
2](1+ |λi|2)Hi−1/2|bg(λ1,λ2)|2dλ1dλ2 <∞, i = 1, 2.

(79)

Then, g ∈Hu, and assertion (ii) holds.

As in the previous cases considered, from Theorem 1 and Proposition 4, the square integrable func-
tions inHu are continuous for Hi ∈ (1/2,1), i = 1,2, such that

t <
2H1H2+ 2H1− 1/2

H1+H2+ 2
.
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