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1 Introduction and main results.

In [I0], [11]] Le Jan and Raimond have extended the classical theory of stochastic flows to in-
clude flows of probability kernels. Using the Wiener chaos decomposition, it was shown that non
Lipschitzian stochastic differential equations have a unique Wiener measurable solution given by
random kernels. Later, the theory was applied in [[12] to the study of Tanaka’s equation:

t
Sos,t(x) =X + ‘f\ Sgn((ps,u(x))w(du): S S tsx € R) (1)
S
where sgn(x) = 1g0p — Le<op We = Wo i 1ges0p — Weolge<op and (Wi, s < t) is a real white noise
(see Definition 1.10 [[I1]]) on a probability space (,.2/,IP). If K is a stochastic flow of kernels (see

Definition Bl below) and W is a real white noise, then by definition, (K, W) is a solution of Tanaka’s
SDEif foralls <t,x €R, f € CZ(R) (f is C* on R and f’, f are bounded)

t t

K, (f'sgn)(xx)W (du) + % J K;uf"(x)du a.s. )

S

K f (x)=f(x) +f

S

It has been proved that each solution flow of (2) can be characterized by a probability measure
on [0, 1] which entirely determines its law. Define

Ts(x) =inf{r >s: W, , = —|x|},s,x €R.

Then, the unique #" adapted solution (Wiener flow) of (@) is given by

1 .
KS’VK(X) = 6x+sgn(x)Ws’t1{t§TS(x)} + 5(51/\/:; + 6—V\Isﬁ)1{t>rs(x)}, VVS—; = Vvs,t — inf Vvs,u-

u€ls,t]

Among solutions of (2)), there is only one flow of mappings (see Definition [ below) which has been
already studied in [[18].
We now fix a €]0, 1[ and consider the following SDE having a less obvious extension to kernels:

Xi’x=x+Ws,t+(2a—1)Z;it, t>s,x €R, 3)
where .
i;"t = El_i,r(r)l+ % Lyxs<|<epdu  (The symmetric local time).
S

Equation (@) was introduced in [8]]. For a fixed initial condition, it has a pathwise unique solution
which is distributed as the skew Brownian motion (SBM) with parameter a (SBM(a)). It was
shown in [[I]] that when a # %, flows associated to (3] are coalescing and a deeper study of (B was
provided later in and [[4]]. Now, consider the following generalization of (I)):

t

Xse(x)=x +J sgn(X;, (W (du) + (20 — DL, (X), s<t,x €R, )]

S

where .

) 1
L300 = lim = | 1gx (oj<epdu.
S

e—0T 2E
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Each solution of (@) is distributed as the SBM(a). By Tanaka’s formula for symmetric local time
([15] page 234),

X5, (0 = |x| + f sgn(X, ,(x))dX, ,(x) + LY, (X)),

N

where 5gn(x) = 1g,~0; — 1{y<o}- By combining the last identity with (@), we have
X, 0Ol = |x| + W, + LY, (X). (5)
The uniqueness of solutions of the Skorokhod equation ([[15]] page 239) entails that

1Xs,c (0l = [x| + W, — min [(]x]+ W) AO]. (6)
s<u<t

Clearly (5D and (6) imply that o(|X;,(x)|;s <u < t) = o(W,,;s < u < t) which is strictly smaller
than o(X;,(x);s < u < t) and so X .(x) cannot be a strong solution of (4). For these reasons, we
call (@) Tanaka’s SDE related to SBM ().

From now on, for any metric space E, C(E) (respectively C,(E)) will denote the space of all contin-
uous (respectively bounded continuous) R-valued functions on E. Let

e CHR")={f € C(R): f is twice derivable on R*, f', f"" € C;,(R"), fromsop ]|
(resp. fﬁ—oo,o[’ fﬁ’_ oo,O[) have right (resp. left) limit in 0}.

"
10,+00[

o Dy ={f €CH(RY): af'(0+)=(1 - a)f'(0-)}.

For f € D,, we set by convention f’(0) = f'(0—), f”(0) = f”(0—). By It6-Tanaka’s formula ([[13]]
page 432) or Freidlin-Sheu formula (see Lemma 2.3 or Theorem [3]in Section 2) and Proposition
Blbelow, both extensions to kernels of (B) and (@) may be defined by

t t

K, (ef )W (du) + %f Kof"(x)du, f €D, )

S

K f (x) = f(x) +J

S

where g(x) = 1 (respectively £(x) = sgn(x)) in the first (respectively second) case, but due to the
pathwise uniqueness of (3), the unique solution of (7) when &(x) =1, is K, ;(x) = Oxsx (this can be
justified by the weak domination relation, see (24)). Our aim now is to define an extention of (7))
related to Walsh Brownian motion in general. The latter process was introduced in and will be
recalled in the coming section. We begin by defining our graph.

Definition 1. (Graph G)

N
Fix N > 1and ay,:--,ay > 0 such thatZai =1

i=1
In the sequel G will denote the graph below (Figure 1) consisting of N half lines (D;);<;<y emanating
from 0. Let €; be a vector of modulus 1 such that D; = {hé;,h > 0} and define for all function

f:G—Randie[1,N], the mappings :

fi v Ry — R
h — f(hé)
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Define the following distance on G:

h+h ifi#j,(hh)eR2,
d(hé’i,h’é'j)={ , lfl;é] ( ,) 5

|lh—h'| ifi=j,(h,h)ER:.
For x € G, we will use the simplified notation |x| := d(x,0).
We equip G with its Borel o-field 8B(G) and use the notation G* = G \ {0}. Now, define
e CXH(G")={f €C(G): Vi€ [1,N],f; is twice derivable on R’ , f/, f/ € C,(R") and both
have finite limits at 0+}.

N
e D(ay, - ,ay) = {f €CA(G"): ) a;f{(0+) =0},

i=1
For all x € G, we define €(x) = ¢€; if x € D;,x # 0 (convention €(0) = ey). For f € Cf(G*), x #0,
let f'(x) be the derivative of f at x relatively to &x) (= f/(Ix|) if x € D) and f"(x) = (') (x)
(= f/"(Ix|) if x € D;). We use the conventions f'(0) = fy,(0+), f”(0) = f;/(0+). Now, associate to
each ray D; a sign €; € {—1, 1} and then define

ey Ifx=0

g(x):{gi l:fXEDi,X7EO

To simplify, we suppose that e, =+ =¢, =1, €,41 =---=¢y =—1 for some p < N. Set
Gt=|J Db, 6= |J Di.Then G=6"|JG .
1<i<p p+1<i<N

Figure 1: Graph G.

+— -
Wealsoputa™ =1—a =), _;Q;

Remark 1. Our graph can be simply defined as N pieces of R, in which the N origins are identified.
The values of the €; will not have any effect in the sequel.
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Definition 2. (Equation (E)).

On a probability space (9, .o/, IP), let W be a real white noise and K be a stochastic flow of kernels on
G (a precise definition will be given in Section 2). We say that (K, W) solves (E) if for all s < t,f €
D(aq,- - ,ay),x €G,

t t

Ks,u(gf/)(x)w(du) + %J Ks,uf”(x)du a.s.

S

K f(x)=f(x) +J

S
IfK =0, is a solution of (E), we simply say that (¢, W) solves (E).

Remarks 1. (1) If (K, W) solves (E), then o(W) C o(K) (see Corollary B) below. So, one can simply
say that K solves (E).

(2) The case N = 2,p = 2,¢; = &5 = 1 (Figure 2) corresponds to Tanaka’s SDE related to SBM and
includes in particular the usual Tanaka’s SDE [12]]. In fact, let (K®, W) be a solution of (@) with
a = ay,e(y) =sgn(y) and define Y(y) = |yl(€11,>0+&1,),y €R. Forall x € G, define Kft(x) =
zp(Ksﬂi(y)) with y = ¢~ }(x). Let f € D(ay,a5),x € G and g be defined on R by g(z) = f(3(2))
(g € Dg,). Since KR satisfies@ in (g, ~'(x)) (g is the test function and v ~'(x) is the starting
point), it easily comes that K¢ satisfies (E) in (f,x). Similarly, if K¢ solves (E), then K solves ().

(e]

Figure 2: Tanaka’s SDE.

(3) Asin (2), the case N =2,p =1,&; = 1,e9 = —1 (Figure 3) corresponds to (3).

_________________________________________________________________

Figure 3: SBM equation.

In this paper, we classify all solutions of (E) by means of probability measures. We now state the
first
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Theorem 1. Let W be a real white noise and X;™* be the flow associated to @) with a = a*. Define
Z (x) = x> s <t xeGand

KN(X) = Seratoecow, Li<e, )

p N
Qi Qi
+ (L gtz coliz,wso T X, 28, oz, w=0) Lisr,»
i=1 i=p+1

where T, = inf{r > s : x + &(x)e(x)W,, = O}. Then, K" is the unique Wiener solution of (E).
This means that K" solves (E) and if K is another Wiener solution of (E), then for alls < t,x € G,
K (x) = K, ((x) as.

The proof of this theorem follows [[10] (see also [[14] for more details) with some modifications
adapted to our case. We will use Freidlin-Sheu formula for Walsh Brownian motion to check that
K" solves (E). Unicity will be justified by means of the Wiener chaos decomposition (Proposition
[8). Besides the Wiener flow, there are also other weak solutions associated to (E) which are fully
described by the following

Theorem 2. (1) Define

Ap={u=(uy, -, u ) €[0,11%: Y y; =1}, k>1.

M~

i=1

Suppose o™ # %
(a) Let m* and m™ be two probability measures respectively on A, and Ay _, satisfying :

+ Qa; .
(+) u;m (du):—+,V1§l§p,
A a

p

a.
) J uym-(du) = J—J:p, VI<j<N-p.
Ay a

-P

Then, to (m", m™) is associated a stochastic flow of kernels K mtm” solution of (E).

o To (5(a_1 ., 5(ap+1 ay )) is associated a Wiener solution K".
at? at o= e

a ° Ca—

P N
i Qi . . . .
e To ( E 550’“’0’1’0,_’0, E a—_50w0,1’0’n’0) is associated a coalescing stochastic flow of map-
i=1 i=p+1
pings .

(b) For all stochastic flow of kernels K solution of (E) there exists a unique pair of measures (m*, m™~)
law

satisfying conditions (+) and (—) such that K =
2) Ifat = %,N > 2, there is just one solution of (E) which is a Wiener solution.

Kmom
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Remarks 2. (1) If a™ = 1, solutions of (E) are characterized by a unique measure m* satisfying
condition (+) instead of a pair (m*, m™) and a similar remark applies if a~ = 1.
(2) The case at = %,N = 2 does not appear in the last theorem since it corresponds to dX, = W(dt).

This paper follows ideas of [12]] in a more general context and is organized as follows. In Section 2,
we remind basic definitions of stochastic flows and Walsh Brownian motion. In Section 3, we use a
“specific’SBM (a™) flow introduced by Burdzy-Kaspi and excursion theory to construct all solutions
of (E). Unicity of solutions is proved in Section 4. Section 5 is an appendix devoted to Freidlin-Sheu
formula stated in [[5]] for a general class of diffusion processes defined by means of their generators.
Here we first establish this formula using simple arguments and then deduce the characterization of
Walsh Brownian motion by means of its generator (Proposition [3).

2 Stochastic flows and Walsh Brownian motion.

Let 2(G) be the space of probability measures on G and (f,,),ey be a sequence of functions dense
in {f € Cy(G),|If llo < 1} with Cy(G) being the space of continuous functions on G which vanish at
infinity. We equip & (G) with the distance d(u,v) = (Zn an(f fodu — ffndv)z)% for all u and v
in 2(G). Thus, Z(G) is a locally compact separable metric space. Let us recall that a kernel K on
G is a measurable mapping from G into £ (G). We denote by E the space of all kernels on G and we
equip E with the o-field & generated by the mappings K — uK, u € #(G), with uK the probability
measure defined as uK(A) = f K (x,A)u(dx) for every u € 2(G). Let us recall some fundamental
definitions from [11].

2.1 Stochastic flows.
Let (2, .«/,P) be a probability space.

Definition 3. (Stochastic flow of kernels.) A family of (E, &)-valued random variables (K; ,);<, is called
a stochastic flow of kernels on G if, Vs < t the mapping

K, : (GXx2,8G)®.d) — (2(G),B(2(G)))
(x,0) — K+ (x, w)

is measurable and if it satisfies the following properties:
1. Vs<t<u,x€G as. Vf € Co(G),K; ,f (x) =K (K, f )(x) (flow property).
2. Vs < t the law of K, ; only depends on t —s.

3. Forallt; <ty <---<t,, the family {K 1 <i < n-—1}is independent.

tistiv1?

4.Vt 20,x €G,f € Co(G), lim E[(Ko,.f (x) = Koo f (y))*] =0.
5. Vt20,f €Co(G), lim E[(Kof(x))*]=0.

6. Vx €G,f € Cy(G), lim E[(Ko, f (x)—f (x))*]=0.
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Definition 4. (Stochastic flow of mappings.) A family (s )s<, of measurable mappings from G into

G is called a stochastic flow of mappings on G if K (x) := 8, () is a stochastic flow of kernels on G.

Remark 2. Let K be a stochastic flow of kernels on G and set P' = E[Kg"?], n > 1. Then, (P"),>1 isa
compatible family of Feller semigroups acting respectively on C,(G") (see Proposition 2.2 [I1]]).

2.2 Walsh Brownian motion.

Recall that for all f € Cy(G), f; is defined on R, . From now on, we extend this definition on R by
setting f; =0 on | — 00, 0[. We will introduce Walsh Brownian motion W(ay,- -, ay), by giving its
transition density as defined in [2]]. On Cy(G), consider

N
Pf(h&)) =2 a;pfi(=h)+pcfi(h) = pofi(—=h),h > 0, P.f(0)=2) a;p.f(0).

N
=)

i=1 i

where (p,),~¢ is the heat kernel of the standard one dimensional Brownian motion. Then (P,),> is
a Feller semigroup on Cy(G). A strong Markov process Z with state space G and semigroup P,, and
such that Z is cadlag is by definition the Walsh Brownian motion W(ay,---,ay) on G.

2.2.1 Construction by flipping Brownian excursions.

Foralln >0, let D, = {Zﬁn, k € N} and D = U, cyD,,. For 0 < u < v, define n(u,v) = inf{n € N :
D,N]u, v[# 0} and f(u,v) = inf D, N ]u, v[.

Let B be a standard Brownian motion defined on (Q,.«,P) and (¥,,r € D) be a sequence of inde-
N

pendent random variables with the same law Z ;6 which is also independent of B. We define
i=1

Bl =B,— min B,, g, =sup{r <t:B' =0}, d, =inf{r >t:B" =0},

ue[0,t]
and finally Z, = ¥,B,r = f(g,,d,) if B} >0, Z, =0 if B} =0. Then we have the following
Proposition 1. (Z,,t >0) isan W(a,---,ay) on G started at 0.
Proof. We use these notations

mins,t = ren[u}] Bu: gO,t = e(zt): gs = O-(eO,u:Bu; 0 S u S S).
uE(s,

Fix 0 <s < t and denote by E; , = {miny; = ming ,}(= {g, <s} a.s.). Let h: G — R be a bounded
measurable function. Then
E[M(Z)\2,] = E[h(Z)1g, |2,] + E[A(Z )15, |7:],

with

=

N
E[h(zt)lEsctlgs] = ZE[hi(B:_)l{gt>s,€o’t:é'i}|gs:| = ZaiE[hi(B:r)l{gt>s}|gs]-

i=1 i=1
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If B, . = B, — By, then the density of ( mln]BS r»Bs.¢) with respect to the Lebesgue measure is given

rel
by
—(—2x+y)?

(—2x + y)exp( 20t —3)

Miysx <oy ([7] page 28).

2
glx,y)= \/ﬁ

Since (B, ., > s) is independent of Z;, we get

E[hi(B?_)l{gtx}lgs] = E[hi(Bs,t min Bsr)l{ mmB >m[1nB }lg]

[ t] ref0,s]

= f 1{—Bj>x}(J hi(y —x)g(x,y)dy)dx
R R

= 2f hi(Wp,—s(B,—u)du (u=y —x)
Ry

N
and so E[h(Zt)lEsct |Z,] = ZZaipt_shi(—B:). On the other hand
’ i=1

E[h(Z)1g, | F] = E[h(€s(B; — ming))1E, @, >ming,)| Fs]
= E[h(EO,s(Bt - minO,s))l{Bt>min0’s}|gs:| - E[h(EO,s(Bt - minO,s))1E§’tﬂ(Bt>mino,s)|gs]-

Obviously on {€ ; = €}, we have

E[h(go,s(Bt - minO,s))l{B[>min0,S}|gs:| = E[hk(Bs,t + B:)l{BS,[+B:>O}|<gs]
= ptfshk(B:_)

and
E[h(Zos(B; = ming))1ge a,>ming)|Fs] = Eli(B ¢ + B prs m[in]BS,r,BS,t+B:'>0}|gs]
ZJ he(y +B )1y 4550} (f 1{—B;>x}g(X,J’)dX) dy = p,—shi(=B;).
R R
As a result, E[h(Z,)|Z,] = P,_;h(Z,) where P is the semigroup of W(ay,- -+, ay). O

Proposition 2. Let M = (M,,),>o be a Markov chain on G started at 0 with stochastic matrix Q given
by

1
Q(O, é’l) =ay, Q(né’iﬂ (Tl + 1)81) = Q(n€i>(n - 1)61) = 5 Vie [1’N]; n=1. (8)
Then, for all 0 < t; <--- < t,, we have
1 1 law
(GaMigzne, s s guMigang )~ (25 Ze)s

where Z is an W(ay, - ,ay) started at O.
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Proof. Let B be a standard Brownian motion and define for all n > 1 : Tj(B) = T (|B|) = 0 and for
k>0

: 1
T (B) = inf{r = T(B),|B, — By| = 5}’

. 1
T, (IBD) = inf{r = T(IB]), [|B,| — [Brr|| = 5}-
Then, clearly T,'(B) = T;'(|B|) and so (T;'(|B]))ik=0 law (T7(B))k=o- It is known ([6] page 31) that
lir+n TanZ"t J(B) = t a.s. uniformly on compact sets. Then, the result holds also for T[nzzw J(|B|).
n—-+oo
Now, let Z be the W(aq,---,ay) started at O constructed in the beginning of this section from the
reflected Brownian motion B*. Let T = T,?(BJF) (defined analogously to T;'(|B|)) and Z;' = 2"ZT£.

Then obviously (Z',k > 0) 'Y 0 for all n > 0. Since a.s. t — Z, is continuous, it comes that a.s.
. 1
Ve >0,lim, 2_“2[122'%] =2Z,. O

2.2.2 Freidlin-Sheu formula.

Theorem 3. [5]] Let (Z,);>9 be a W(ay,---,ay) on G started at z and let X, = |Z,|. Then
() (X;)¢>0 is a reflecting Brownian motion started at |z|.
(ii) B, =X, — L,(X) — |z| is a standard Brownian motion where

3 1 (!
Lt(X) = lim 2— 1{|Xu|55}du.
0

e—0T 2E

(iii) Yf € CHGY),
t 1 t N B
f (Zt)=f(2)+f f'(Z)dB + J f(Z)ds + () aif{ (0+DL,X). 9)
0 0 i=1

Remarks 3. (1) By taking f(z) = |z| and applying Skorokhod lemma, we find the following analogous

of (@),
|Z;| = |z| + B, — min [(|z| +B,) A 0].
s<u<t

From this observation, when ¢ = 1 for all i € [1,N], we call (E), Tanaka’s SDE related to
W(aln Tt aN)'

(2) For N > 3, the filtration (9}2 ) has the martingale representation property with respect to B [2]],
but there is no Brownian motion W such that F7 = Z [16]].

Using this theorem, we obtain the following characterization of W(a,,:--,ay) by means of its
semigroup.

Proposition 3. Let
N
o D(ay, -, ay) = {f € CA(G*): Y a;f/(0+) =0},

i=1
® Q = (Q;);>0 be a Feller semigroup satisfying

t

fo(X)=f(X)+§f Quf"(x)du Vf €D(ay, -, ay).

0
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Then, Q is the semigroup of W(ay,---,ay).

Proof. Denote by P the semigroup of W(ay,---,ay), A’ and D(A’) being respectively its generator
and its domain on Cy(G). If

D'(ay, -+ ,ay)=1{f € CO(G)DD(O‘L‘” say), f” € Co(G)}, (10)

then it is enough to prove these statements:

() Vt >0, P,(Co(G))cD'(a,: +,ay).

(i) D'(ay, -+, ay) € D(A) and A'f(x)=3f"(x)on D'(ay,--- ,ay).
(iii) D’(ay,- -, ay) is dense in Cy(G) for ||.|| -

(iv) If R and R’ are respectively the resolvents of Q and P, then

R,1=R/A V A>0 on D'(ay, - ,ay).

The proof of (i) is based on elementary calculations using dominated convergence, (ii) comes from
@D, (iii) is a consequence of (i) and the Feller property of P (approximate f by Pif). To prove

(iv), let A be the generator of Q and fix f € D'(ay, -+ ,ay). Then, R,f is the unicfue element of
D(A) such that (AI —A)(R,f) = f. We have R}, f € D’(ay,---,ay) by (), D'(ay,---,ay) C D(A) by
hypothesis. Hence R, f € D(A) and since A=A’ on D’(a;,---,ay), we deduce thatR, f =R} f. [

3 Construction of flows associated to (E).

In this section, we prove (a) of Theorem [2and show that K" given in Theorem [solves (E).

3.1 Flow of Burdzy-Kaspi associated to SBM.
3.1.1 Definition.

We are looking for flows associated to the SDE (3)). The flow associated to SBM (1) which solves ([B])
is the reflected Brownian motion above O given by

Ys,t(x) =(x+ Ws,t)]-{tSTs!X} + (Vvst - ue[iTnf . Ws,u)l{t>’rs,x})

where
T = inf{r >s:x+W,, =0}. (11)

and a similar expression holds for the SBM(0) which is the reflected Brownian motion below 0.
These flows satisfy all properties of the SBM(a),a €]0,1[ we will mention below such that the
“strong”flow property (Proposition [4) and the strong comparison principle (I2). When a €]0,1[,
we follow Burdzy-Kaspi [4]. In the sequel, we will be interested in SBM(a™) and so we suppose in
this paragraph that a*t ¢ {0,1}.

With probability 1, for all rationals s and x simultaneously, equation (B]) has a unique strong solution
with a = a*. Define

t

: .1
Yoo(x) =infX,™, Ly () = lim — | Ty (o<epdu.
u,ye(@ e—0 28 s ’

u
u<s,x<Xg 24
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Then, it is easy to see that a.s.
Y ()<Y, (y) Vs<t,x<y. (12)

This implies that x — Y; ,(x) is increasing and cadlag for all s < t a.s.

According to (Proposition 1.1), t — Y ,(x) is Hélder continuous for all s,x a.s. and with
probability equal to 1: Vs, x € R, Y, .(x) satisfies (3). We first check that Y is a flow of mappings and
we start by the following flow property:

Proposition 4. V t > s a.s.

Yiu(x) =Y (Y (x)) Vuzt,xeR.

Proof. It is known, since pathwise uniqueness holds for the SDE (3)), that for a fixeds <t <u,x € R,
we have Y ,(x) =Y, ,(Y; (x)) a.s. ([9] page 161). Now, using the regularity of the flow, the result
extends clearly as desired. O

To conclude that Y is a stochastic flow of mappings, it remains to show the following

Lemma 1. Vt >s, x € R, f € Cy(R)
yli_r)r)lcE[(f(K,t(X)) — f(%, (y))*]=0.

Proof. We take s = 0. For g € Cy(R?), set
PPg(x) = E[g(Yo, (x1), Yo (x2))], x = (1, x2).

If £ >0, f.(x,¥)=1{x_y|z¢> then by Theorem 10 in [13]], Pt(z)fg(x,y) — 0.
= y—ox
For all f € Cy(R), we have

EL(f (Yo, () = F (Yo, ()1 = P& (e, ) + PP f O (3, y) — 2P & (x, y).

To conclude the lemma, we need only to check that

lim Pf () = PF(x), Yx € B2, f € Go(R?).
Let f = f; ® f, with f; € Co(R), x = (x1,%3), ¥ = (¥1,¥2) € R?. Then

2
PN =PEFEI <MY P11 ® fi— fi® 10310,
k=1

where M > 0 is a constant. Foralla >0,3¢ >0, lu—v|<e=>V1<k<2: |fi(w)— fi(v)] <a.
As a result

2
P2f(3) — PPf ()] < 2Ma+2M > I il loo P f G v,
k=1
and we arrive at limsup,_,, |Pt(2) fly) - Pt(z) f(x)] < 2Ma for all « > 0 which means that
lim Pt(z) fly)= Pt(z) f(x). Now this easily extends by a density argument for all f € Co(R?). O

y—x

In the coming section, we present some properties related to the coalescence of Y we will require in
Section [3.2] to construct solutions of (E).
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3.1.2 Coalescence of the Burdzy-Kaspi flow.

In this section, we suppose % < a™ < 1. The analysis of the case 0 < a™ < % requires an application
of symmetry. Define
Ty, =inf{r 20, Yy, (x) =Y, ()}, x,y €R.

By the fundamental result of [[II], T,y <00 as.forall x,y € R. Due to the local time, coalescence
always occurs in 0; Y (x) = Yy .(y) = 0 if r = T, ,,. Recall the definition of 7, , from (II). Then
Ty, > sup(Toy, To,y) a.s. ([1]] page 203). Set

LY =x+(2a" — DLy (x), Ulx,y)=inf{z > y: LX—L =g for some t > 0},y > x.

According to [3]] (Theorem 1.1), there exists A > 0 such that
Yuzy >0, PUO,y)<u)=(1-2)
u

Thus for a fixed 0 <y < 1, we get lim,_,o, P(U(0,y) < y") =lim,_,0, (1 — ylmr=1.
From Theorem 1.1 [J3]], we have U(x,y) — x faw U(0,y —x) forall 0 < x < y and so

lim+]P’(U(x,y) —x<(y—x))=1, V¥x>0. (13)
y—ox

Lemma 2. For all x €R, we have lim,_,, T, , = T, in probability.

Proof. In this proof we denote Y, ,(0) simply by Y,. We first establish the result for x = 0. For all
t > 0, we have
P(t < Toy) < P(Lo,(0) < Lo g, (0)) =P(L{ < U(0,))

since (2at — 1)L0,Toy(0) = U(0, y). The right-hand side converges to 0 as y — 0+ by (I3). On the
other hand, by the strong Markov property at time 7 ,, for y <0,

Gt(y) = P(t S TO:.y) = ]P)(t S TO,,}’) + El:]'{f>T0,y}Gf—To,y(YTy)].
For all € > 0,
E[l{t>ro’y}Gt_T0,y(YTO,}’)] = E[l{f—fo,y>€} Gt—To,y(YTo,y)] + E[1{0<t—To,y§E}Gt—To,y(Yro,y)]
< E[Ge(Y;, D1 +P(0O<t—1g, <e).

From previous observations, we have Y_ oy > 0as. for all y < 0 and consequently Y, ~— 0+
as y — 0—. Since lim,_,y, G.(2) = 0, by letting y — 0— and using dominated convergence then
e — 0, we get limsup G,(y) = 0 as desired for x = 0. Now, the lemma easily holds after remarking

y—0-
that 1 z
Tyy— Tox TToyx1f0<x<y and Ty, — Tox ﬂVTOX},lfx<y<0
O
Fors < t,x € R, define
&5, (x) =supfu € [s,t] : ¥ ,(x) =0} (sup(P) = —o0). (14

We use Lemma 2l to prove

1575



Lemma 3. Fixs,x € R. Then, a.s. for all t > 7 ,, there exists (v,y) € Q? such that

V< gs,t(x) and Ys,r(x) = Yv,r(y) V r Z gs,t(x)-

Proof. We prove the result for s = 0 and first for x = 0. Let t > 0, then for all € >0

P(EI n = 0: YO,t(n) = YO,t(_n)) = P(T—e,e < t)-

From P(t < T_. ) < P(t < T ) +P(t < Ty_.) and the previous lemma, we have lim,_,, P(t <
T_..) = 0 and therefore P(3 n > 0 : Yy,(n) = Yy,(—m)) = 1. Choose € > 0, such that
Yo.(€) = Y5.(—€) and let v €]0,T_. . [NQ. Then Y;,(e) > Y,,(—€) and for any rational
y €1Yy,(—€),Y,,(e)[, we have by

Yv,u(YO,v(_E)) < Yv,u(.y) < Yv,u(YO,v(e))a Vu >

The flow property (Proposition M) yields Y, ,(—€) < Y, ,(y) < Y,(€), Yu > v. So necessarily
Y,,(0)=Y, . (¥), Vr = go.(0). For x > 0 and e small enough, we have

P(Yp,(x +€) > Yp,0(x), t > 7o) SP(Tg < < Ty sepe)-
This shows that lim._,o P(Yy (x +€) > Y, (x)|t > 7(,) = 0 by Lemma[2l Similarly, for e small
P(Yo,t(x - 6) < YO,t(x): t> TO,x) =< P(To,x <t< Tx—e,x)-

The right-hand side converges to 0 as € — 0 by Lemma 2] and so
lim,_,o P(Yp . (x) > Yy (x — €)|t > 7,) = 0. Since

Yo, (x+e€)>Yy (x—e)} C{Yp,(x+e€)>Yy, ()}U{Yy,(x)>Yy, (x—e)},

we get P(3e > 0: Yy (x —€) =Yy (x+€)|t > 7(,) = 1. Following the same steps as the case x =0,
we show the lemma for a fixed t a.s. Finally, the result easily extends almost surely for all t. O

We close this section by the

Lemma 4. With probability 1, for all (s1,x;) # (55, X5) € Q? simultaneously

) T5,” = inf{r 2 sup(sy,s9) : Y; (1) =¥, (x3)} < 00,

.. X1,X
(ll) T51,152 > Sup(Tslaxl’ Tsz,xz )’

(i) Ysl,Ts’;{;;fz (x1) = Ysz,T;;{;;‘Z (x2) =0,

(@) Y, (1) = Yoy (02) V1 2 T2,

1,52

Proof. (i) is a consequence of Proposition [} the independence of increments and the coalescence
of Y.(ii) Fix (sq,x71) # (59, Xx5) € Q2 with s; < s,. By the comparison principle (I2) and Proposition
@Y, (x1) 2 Y, (xp) forall t > s, or Yy (x1) <Y, (x;) for all t > s,. Suppose for example

that 0 < z := Y, . (x;) < xy and take a rational r €]z,x,[. Then T;lc}s’,fz > T

51,52 and

>
$2,2 — 751,351

X1,X X ceey s . . SN s . .
Ty, ° = T, 5o > Ts, x,- (ili) is clear since coalescence occurs in 0. (iv) is an immediate consequence

of the pathwise uniqueness of (3)). O
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3.2 Construction of solutions associated to (E).

We now extend the notations given in Section 2.2.1] For all n > 0, let D,, = {2%, k € Z} and D be
the set of all dyadic numbers: D = U, cyD,,. For u < v, define n(u,v) = inf{n € N : D,N]u, v[# 0}
and f(u,v) = infD,,,yN]u,v[. Denote by Gp = {x € G : |x| € Q,}. We also fix a bijection
Y :N— Q x Gg and set (s;, x;) = (i) for all i > 0.

3.2.1 Construction of a stochastic flow of mappings ¢ solution of (E).

Let W be a real white noise and Y be the flow of the SBM(a™) constructed from W in the
previous section. We first construct ¢, .(x) for all (s,x) € Q X Gg and then extend this def-
inition for all (s,x) € R x G. We begin by ¢, .(x¢), then ¢, (x;) and so on. To define
¢s,.(x0), we flip excursions of Y, .(e(xq)|xol) suitably. Then let ¢ ,(x;) be equal to ¢ ,(xo) if
Y, (e(xo)lxol) = Yy, (e(x1)|x1 ). Before coalescence of Yy (e(xq)|xol) and Y (e(x1)[x;]), we de-
fine ¢ .(x;) by flipping excursions of Y; .(e(x;)|x;|) independently of what happens to ¢, .(x,)
and so on. In what follows, we translate this idea rigorously. Let y*, 7~ be two independent random
variables on any probability space such that

—

Mw

aw

ot ai 7 law s ]

= — (15)
! i=1 a* ;
Let (2, ./, P) be a probability space rich enough and W = (W; ,,s < t) be a real white noise defined
onit. Foralls < t,x € G, let Z; ,(x) := Y; ,(e(x)|x|) where Y is the flow of Burdzy-Kaspi constructed
from W as in Section B.I.1if a® ¢ {0,1} (= the reflecting Brownian motion associated to (@) if
at €{0,1}).
We retain the notations 7, g; .(x) of the previous section (see (ITI) and (I4)). Fors € R,x € G

define, by abuse of notations
Ts,x = Ts,e(x)|x|> gs,-(x) = gs’.(e(x)lxl) and ds,t(x) = inf{r >t: Zs,r(x) = O}-

It will be convenient to set Z .(x) = o0 if r <s. For all ¢ > 1,ug, - ,uq €R,yq, +, ¥4 € G define

ool ot =inffr > 7, Z, (¥,) € {Zy, (v).i € [L.q—11}}.

Let {(}7;:,)(0(1”), f;)’xO(r)), r € DN [sy,+oo[} be a family of independent copies of (¥*,7~) which is
independent of W. We define ¢, .(xq) by

Xo + &(xg)e(x)W; ¢ ifso <t <75

0 if £> Ty x» Zs,,t(X0) =0
YSO xo(fo)|zso c(xodls fo=f(8sy,e(x0)ds, e (x0)) ift > 7Ty 2 (x0) >0
7?5_0 xo(fo)| 505 t(xoll, fo _f(gso,t(xo)) dso,t(xo)) if t > Tso,xo)Zso,t(XO) <0

LIDSO,LL(‘X‘O) =

Now, suppose that ¢, .(xq), - > Ps0n (x¢-1) are defined and let {(fjx (r), 7.  (),r € Dn
’ - q:Xq q:Xq
[s4, too[} be a family of independent copies of (¥*,¥7) which is also independent of
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()/s X(r) fs_x(r) rebDn[s;,+oo[,1<i<qg-1, W) SlnceT T <00, letie[1, q—1] and
(si,x;) such that Zs, to(Xq) = Zg ¢ (x;) with tg = Tx O We deﬁne s, (xq) by

Xq+ é’(xq)e(xq)qu,t ifsg<t<7T 4,

0 if t > qu’xq,ZSq’t(xq) =0

0o () = 4 TF o Vo Ol = £, Ce)dy e Cd) i £E [ 1], 2y ) > O
T G2 Gl fy = F 85, cCedhdy () €€ [T 0], 24 () <O
w5 ¢ (x;) ift >t

In this way, we construct (¢;.(x),s € Q,x € Ggp).

Now foralls € R,x € G, let ¢, (x) = x +e(x)e(x)W, . if s <t <7,.Ift > 1,,, then by Lemma
, there exist v € Q, y € Gg such that v < g; ,(x) and Z; ,(x) = Z, .(y) V r = g (x). In this case,
we deﬁne ¢s5.:(x) =, (). Later, we will show that ¢ is a coalescing solution of (E).

3.2.2 Construction of a stochastic flow of kernels K™ ™ solution of (E).

Let m™ and m™~ be two probability measures respectively on A, and Ay_,. Let % *,%~ be two
independent random variables on any probability space such that

law law _

wt'=mt, U= (16)
Let (€2, .«/,IP) be a probability space rich enough and W = (W ;,s < t) be a real white noise defined
on it. We retain the notation introduced in the previous paragraph for all functions of W. We
consider a family {(%;;Xo(r), @/S;XO(r)), r € DN[sy, +0o[} of independent copies of (%, % ~) which
is independent of W.

Ift >z, . and Z (xo) >0 (resp. Z; ,(xo) <0), let
Uy (x0) = % (fo) (resp. Uy, (xo) = % (Fo))s fo = F (85, (x0)s sy (x0)):

Write U+ (x0) = (Us-;;(xo))1<l<p (resp. U, ,(xo) = (U, t(xo))p+1<l<N) if Zg 1 (xo) > 0,8 > T,
(resp. Z t(xo) <0,t>1, ) and now deﬁne

8 g +2(x0)e (0 Wi if s <t < Tg x,
p +,i .

i=1 Usgt(X0)0z1z, (e 1€ > Tg 0, Zs, 1 (0) > 0
N .

Zi:p+1 S0, t(x0)5€ |Zs, ¢ (x0) if t > T50,X0’ZSOJ(X0) <0

5o if t > Tso,x():ZsO,t(xO) =0

50[‘ (O)_

Suppose that stz)ﬁ,m’(xo),... ,Ks’"t”.’f(xq_l) are defined and let {(%" (r),% . (r),r € DN
B q—1> q>q 9°>7q

[sq> too[} be a family of independent copies of (% *, % ~) which is also independent of

o (@/;_rx‘(r), U (r),reDn[s;+oo[,1<i<qg-—1 W). Ift > 7, g and ZS t(xq) > 0 (resp.

qu,t(xq) < 0)3 we deﬁne Us—:’t(xq) = (U+l(xq))1<l<p (reSP U (xq) ( t(xq))p+1<l<N) by
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X,

analogy to ¢ = 0. Let i € [1,q — 1] and (s;, x;) such that qu’to(xq) = Z, 1, (x;) with ¢ty = Tsz?.’.'.';s’qq.
Then, define

5xq+é’(xq)€(xq)‘/Vsq,t ifsg<t= Tsgxg
p +,1 ;

N i=1 U5q>t(xq)6€i|zsq,t(xq)| if to >t > 75 ., Zs (%) >0
m*,m- _ N —,1 .

Ko ()= Xicpi1 Us 1 (X)8z, (e 1 L0 > £> T i, Zs, o (3g) <O

50 if to >t> ’L‘sq,xq,qu’t(xq) =0
+

Km ,mi(xl') if t > tO

Si,t

In this way, we construct (Ks’jltmf (x),s € Q,x € Gp).

Now, for s € R, x € G, let KST’m_(x) = Sxtatecow,, if sSt<T Ift>1,,letveQy Gy
such that v < g; ,(x) and Z; .(x) = Z, ,(y) V r > g .(x). Then, define Ks'jf’mi (x)= K‘T:’mi ().

In the next section we will show that K™ ™" is a stochastic flow of kernels on G which solves (E).

3.2.3 Construction of (K™ "™ , ) by filtering.

Let m" and m~ be two probability measures as in Theorem [2and (¥*, % ™), (¥, % ™) be two inde-
pendent random variables satisfying

[ 1 _ s 1 _
Ut =(UM)cicp = MY, U =(UT)p1<jen = M7,
P(yt =& lut)=u", Vie[1,p], (17)
and |
P(y"=¢lu )=, Vje[p+1,N]. (18)

Then, in particular (Y, 7~) and (%", % ~) satisfy respectively and (16).
On a probability space (2, .o/, P) consider the following independent processes

e W = (W,,,s < t) a real white noise.

° {(?’:x(r), @/Sﬁ((r)),r € Dn[s,+oo[,(s,x) € Q x Gu} a family of independent copies of
7 uh).

° {(?’;x(r), %S;((r)),r € Dn[s,+oo[,(s,x) € Q x Gp} a family of independent copies of
%)

Now, let ¢ and K m*.m” e the processes constructed in Sections [3.2.1] and B.2.2] respectively from
(7t 7 ,W)and (%", % ,W). Leto(%™",%~,W) be the o-field generated by {%Sjg((r), U (r),r €
DN [s,+oo[,(s,x) € Q x Gy} and W. We then have the

Proposition 5. (i) For all measurable bounded function f on G, s <t € R, x € G, with probability 1,
.o
K™ () = ELf (w5, CDNo(% ™, 2=, W)].
(ii) For all s, x, with probability 1, Vt >s

195,:COl = 1Z5, O, 5, () €GT = Z ((x) = 0and ¢, (x) €6~ & Z; ,(x) <0.
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(iii) For all s, x # y, with probability 1
to == inf{r >s: ¢ .(x) = ¢, . (y)} = inf{r >s: Z; .(x) = Z, .(y) = 0}
and (pS,r(x) = (Ps,r(y): Vr > to.

Proof. (i) comes from (I7)), (I8) and the definiton of our flows, (ii) is clear by construction. By (ii)
coalescence of p;.(x) and ¢, .(y) occurs in 0 and so (iii) is clear. O

Next we will prove that ¢ is a stochastic flow of mappings on G. It remains to prove that properties
(1) and (4) in the definition are satisfied. As in Lemma [I property (4) can be derived from the
following

Lemma 5. Vt >s,e > 0, x € G, we have

Jim P(d (s, (x), 95, (y)) 2 €) = 0.

Proof. We take s = 0. Notice that for all z € R, we have

YO,t(z) :Z+Wt lf 0 S t S TO,Z'

Fix e > 0,x € G7' )\ {0} and y in the same ray as x with |y| > |x|,d(y,x) < g Then

d(@o,(x), 0o (¥)) =d(x,y) < g for 0 <t < 7¢ x| A To,y| (= To,x| in our case). By Proposition 3]
(iii), we have ¢q (x) = ¢ ((y) if t = Tjy||y|- This shows that

{d(00,c(x), 90, (¥)) = €} C{Tg )y <t < Ty y 1} @s.
By Lemma 2]

P(d(po,c(x), 90, (¥)) Z €) S Pt <t <Tepjy)) = 0asy — x,[y|>|x].

By the same way,

P(d (o, (x), 9o, (¥)) = €) S P(7qy <t < Tixyy) > 0asy = x,|y[ <|x].
The case x € G holds similarly. O

Proposition 6. Vs <t <u,x € G:

esu(x) = (s, (X)) as.

Proof. Set y = ¢, .(x). Then, with probability 1, Vr > t, Y, .(e(x)|x]) =Y, .(Y; (e(x)|x])) and so,
as. Vr >t Z;.(x)=Z,(y). All the equalities below hold a.s.

e 1st case: u < 7,,. We have 7., = inf{r > t, Z, .(y) = 0} = inf{r > t, Z ,(x) = 0} = 7.
Consequently u < 7, and ¢, ,(x) = 800)|Z,, (X)) = E0)IZeu ()] = @eu(y) = 0l ().

e 2nd case: t < 7, , <u. Westill have 7, , = 7, , and so g, ,(¥) = g;,(x). It is clear by construction
that: (ps,u(x) = (Pt,u(.y) = (pt,u((ps,t(x))-

e 3rd case: T, <t,T,, <u. Since 7, is a common zero of (Z; ,(x)),>, and (Z ,(y)),>, before u,
it comes that g,,,(y) = g,,,(x) and therefore ¢, ,(x) = ¢, (¥) = 9 (s, (X)).

e 4th case: 7,, < t,u < 7,,. In such a case, we have ¢, ,(y) = e¥)|Z,(¥)| = e¥)IZ;,(x)|.
Since r — Z;,(x) does not touch 0 in the interval [t,u] and ¢, .(x) = y, we easily see that

@su(x) = €Y Zs u ()] = @ruy). O

1580



Proposition 7. ¢ is a coalescing solution of (E).

Proof. We use these notations: Y, := Y;,(0), ¢, := ¢o,(0). We first show that ¢ is an
W(ay,- -+ ,ay)on G. Define foralln>1: T(Y)=0

. 1 . 1
T (V) = inflr 2 T(Y), d(er, orp) = p} = inflr > T, Y, = Yrp| = 23
. 1
= inflr 2 (Y, IV ] = [Ypll = 21 k 2 0.

Remark that [Y] is a reflected Brownian motion and denote T;'(Y') simply by T,'. From the proof
of Proposition 2, lim sup IT/" .., —tl =0 a.s. forall K > 0. Set ¢} = Z"ckan. Then, since almost

n—-+oo t< |.22"
surely t — ¢, is contlnuous, a.s. Vvt >0, hm 2nap oz = Pe- By Proposition [2] it remains to

show that for alln > 0, (¢;,k > 0) is a Markov chaln (started at 0) whose transition mechanism is
described by (8). If V" = 2"YT£, then, by the proof of Proposition [2] (since SBM is a special case of
W(ay,-+,ay)), forall n > 0, (Y]")i>; is a Markov chain on Z started at O whose law is described
by

1
Q(0,1)=1-Q(0,-1)=at, Qm,m+1)=Q(m,m— )=§‘v’m7é0.
Let k > 1 and x, .., x; € G such that xy = x; =0 and |x,.; — x| =1 if h€ [0,k — 1]. We write
=k

{xp,x, =0,he [1,k]} = {x lo,..,xiq}, [p=0<i; <<

and
{on, xp 7 0,h € [1,k1} = {xpbnerigr1,i—17Y - U Xnbneliy_ +1,i1]-
Assume that
Xnbhelipr1,i-11 © Djor s WXnbneliy 1 +1,047 € Dj,

and define
Ay = (7= el E= @0l ) =8poe o800 )= ).

If i € [1,p], we have

(Pry1 =& 0f = Xpoo 5 g = Xo) = ﬂA ¥, -y =D E[ \@ep, ) =¢

and (o =g, -, —xO)—ﬂA mE Now

IP’(thH=€i|<p8=xO,---,cp£=0)— — PV, — Y =1y =0)=a,.

Obviously, the previous argument can be applied to show that the transition probabilities of (¢, k >
0) are given by (8) and so ¢ is an W(ay,---,ay) on G started at 0. Using for ¢, it follows that
Vf eD(ay,---ay),

fe)=FO)+ f f’(sos)st+§f £(9)ds
0 0
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where .

B, =g - Z't(lSDD =Y, | - Zt(lyD = j é—gﬁ(Y;)dYs
0

by Tanaka’s formula for symmetric local time. But Y solves (@) and therefore fot sgn(Y,)dY, =

t —

fo sgn(Y;)W(ds). Since a.s. sgn(Y;) = e(p,) for all s > 0, it comes that Vf € D(aq,-- ay),

t 1 t
f((PO,t(x)):f(X)-i_J f/(ﬁpo,s(x))8(<Po,s(x))W(dS)+Ef f"(pos(x))ds
0 0

when x = 0. Finally, by distinguishing the cases t < 7(, and t > 7, we see that the previous
equation is also satisfied for x # 0. O

Corollary 1. K m .M s q stochastic flow of kernels solution of (E).

Proof. By Proposition [5] (i) and Jensen inequality, K m.m” s a stochastic flow of kernels. The fact
tm . . . . .. . ..
that K™ ™ is a solution of (E) is a consequence of the previous proposition and is similar to Lemma

4.6 [12]. O]
Remarks 4. (i) Define K ,(x,y) = Ks,m:’mi (x)® 6, ,(y). Then K is a stochastic flow of kernels on
G2

() If(m*,m ) =(8.a . %8 %1 _ ay,), then
(a+’ ’a+) ( a” ’ "a’)
K = Seratecow,, Liese, ) (19)

p N
a; Qa;
+ (Z a_+5€i|25,f(X)|1{Zs,t(X)>0}+ Z ;5a|zs,t(x)|1{Zs,t(x)50})1{t>75,x}
i=1 i=p+1

is a Wiener solution of (E).
@i

N
5 X5 hen K" = &
700,010,002, 2=000..010..09)- then = Of-

i=p+1

p
(i) If (m*,m™) = ()
i=1

4 Unicity of flows associated to (E).

Let K be a solution of (E) and fix s € R,x € G. Then (K, ,(x));>; can be modified in such a way,
a.s., the mapping t — K; ,(x) is continuous from [s, +oo[ into & (G). We will always consider this
modification for (K ;(x)),>;-

Lemma 6. Let (K, W) be a solution of (E). Then Vx € G,s € R, a.s.

Ks,t(x) = 5x+é’(x)s(x)Ws,t: lf s<t= Ts,x where Tsx — inf{r >s, e(x)|x| + Vvs,r = 0}.
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Proof. We follow [[12]] (Lemma 3.1). Assume that x #0,x € D;, 1 <i <pandtakes =0. Let §; =1

N

and consider a set of numbers (3;);<j<y,j» such that Z[J’jaj =0.1If f(he;) = Bjhforall1<j <N,
j=1

then f € D(ay,- -, ay). Set T, = inf{r; K, ,(x)(U;x:D;) > 0} and apply f in (E) to get

f |¥|Ko,(x,dy) = [x|+ W, forall t < 7,. (20)
D;\{o}

—lyl
k

By applying fi.(y) = |y|?e* , k> 1in (E), we have for all t > 0,

t AT,

1
Lio,z,1 (@Ko, (e fOGOW (du) + 2 f Ko ufy (x)du.
0

Ko, enz, fi(x) = fi(x) + J

0

As k — 00, Ko ¢z, fr(x) tends to fot IyIZKO,MfX (x,dy) by monotone convergence. Let A > 0,xe ™ <
Afor all x > 0. Since Ifk’(y) 2|yl <4 +A)lyl,

f 1[O,%X](U)Ko,u(gfk/)(x)w(du)_’f 1[0,@](U)J 2|y |Ko,u(x,dy)W (du)
0 0 G

as k — oo using and dominated convergence for stochastic integrals ([[15]] page 142). From

DI < 2e T+ 4%“I}/I, we get fgmx Ko uf; (x)du — 0 as k — oo. By identifying the limits, we
have

J Iyl = lx| = W, )*Ko  (x,dy) =0 V t < %,.

D;\{0}

This proves that for t < %, Kq(x) = 64z )w,- The fact that 74, = 7, easily follows. O
The previous lemma entails the following

Corollary 2. If (K, W) is a solution of (E), then o(W) C o(K).

Proof. For all x € Dy, we have Ky ((x) = 8¢;(xj+w,) if t < T If f is a positive function on G such
that f;(h) = h, then W, = K, . f (x) — |x| for all t < 7 ,,x € D;. By considering a sequence (x;)x>o
converging to oo, this shows that o(W,) C o(K, .(¥),y € Dy). O

4.1 Unicity of the Wiener solution.

In order to complete the proof of Theorem [I] we will prove the following

Proposition 8. Equation (E) has at most one Wiener solution: If K and K’ are two Wiener solutions,
then for all s < t,x € G,K, [(x) =K. ,(x) a.s.

Proof. Denote by P the semigroup of W(ay, -+ ,ay), A and D(A) being respectively its generator
and its domain on Cy(G). Recall the definition of D’(a,- -+, ay) from and that

Vt>0 P,(Cy(G))cD'(ay, - ,ay)C D(A)
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(see Proposition[3). Define
S ={f:G—R:f,f,f” €Cy(G*) and are extendable by continuity at O on each ray,

limx—mof(x) =0}

For t > 0,h a measurable bounded function on G*, let A h(x) = 2p.h;(|x|), if x € D;, where h; is
the extension of h; that equals 0 on ] — 00,0]. Then, the following identity can be easily checked
using the explicit expression of P:

(P.f) =—=P.f'+A.f" onG* forall f € &. (21)

Fix f € &. We will verify that (P, f)’ € &. For x = hé; € G*, we have

N
PfY(x)=-2> J f{ &y =mp,(0,y)dy + f £y +m)p,(0,y)dy + f f{(y =)p.(0,y)dy
i=1 R R R

Clearly (P.f) € C,(G*) and is extendable by continuity at O on each ray. Furthermore, a simple
integration by parts yields

J f{(y +h)p.(0, y)dy = CJ fily +R)yp.(0, y)dy for some C € R
R R

and since lim,_ . f(x) = 0, we get lim,_,(P.f)(x) = 0. It is also easy to check that
(P.f)",(P.f)" € Cy(G*) and are extendable by continuity at O on each ray which shows that
(Pf) es.

Let (K, W) be a stochastic flow that solves (E) (not necessarily a Wiener flow) and fix x = he; € G*.
Our aim now is to establish the following identity

t

Koof (x) = Pef (x) + f Ko u(D(P—yf ))(x)W (du) (22)

0

where Dg(x) = £(x).g’(x). Note that fot Ko (D(P,_,f))(x)W(du) is well defined. In fact

f E[Kou(D(Pi—f))(x)]*du < f P,((D(P,_f N*)(x)du < f (P f Y112, du
0 0

0

and the right-hand side is bounded since (2I) is satisfied and f’ is bounded. Set g = P.f =
Pngf. Then, since ng € Co(G) (lim,_, 4 ng(x) = 0 comes from lim,_,., f(x) = 0), we have
g€ D'(ay, - ,ay). Now

t n—1
Koo g(x) — Prg(x) — f Kou(D(P_, @)W (die) = Y (K, e P, g = Ko pe Py g)(x)
0 p=0 n n n n

(p+1)t (p+1)t

n—1 — n—1 a
- Z KO,uD((Pt—u - Pt_(P"'l)[ )g)(x)W(du) - Z KO,uD(Pt_Mg)(x)W(du)-
p=0J p=0J & "

Forallp€{0,.,n—1}, g, =P,_ @t g € D’(aq,---,ay) and so by replacing in (E), we get

(p+1)t (p+1)t

KO,uDgp,n(x)W(du) = KO Mgp,n(x) - K(),P_tgp,n(x) - . KO,uAgp,n(x)du
P n p

pt
n
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(p+1)t
n

t
=K, 01 &pn(x) — K, o &), n(x) — —K pAgp, n(x) — (Ko,u — Ko 20 JAgp n(x)du
B ot -
Then we can write

t

Ko,r8(x) = Prg(x) - f Ko u(D(P—yg)) ()W (du) = Ay (n) + Ay(n) + Az(n),
0

where
n—1

t
Ai(n)=— E Ko’p?t [Pt_p?tg — Pt_(p+l)tg - ;.Apt_(erl)t g](x),
p:O n n

(p+1)t
n—1 I

A== KouD((Peey = P,_ e )g) ()W (du),
p=0JE !

(p+1)t

Ay(n) = Z (Ko = Ko e JAP, e g(x)du

Using ||Ko . f |loo < I flleo if f is @ bounded measurable function, we obtain

X t t
A1) < D IIP, o [P g — g = —Ag]lloo < nl|Pg — g — —.Agllos,
- n n n n n

with P

t .8~ 8& t
n||Peg — g — —Aglle = t.|[——— —Aglle (t; := ).
n n t n

n

Since g € D(A), this shows that A;(n) converges to 0 as n — oo. Note that A,(n) is the sum of
orthogonal terms in L2(Q2). Consequently

(p+1)t

||A2(n)||Lz(Q) 2(:) I . KO,uD((Pt—u t (p+1)t )g)(X)W(dU)HLZ(Q)
= bt

n

By applying Jensen inequality, we arrive at

(p+1)t

n—1 "
Moy < 25| - PaVi()du
p=0J"7

where V, = (P,_,8) — (P,_@+1x g)". By (21D, one can decompose V,, as follows:
V=X, +Y; Xy = _Pt—ug/ +Pt_wg/> Y, = )'t—ug/ - lt_mg/
Using the trivial inequality (a + b)* < 2a* + 2b?, we obtain: P,V*(x) < 2P, X?(x) + 2P,Y*(x) and

S0
||A2(n)||L2(Q) < 2B;(n) + 2B,(n)
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(p+1)t (p+1)t

where B, (n) = ZJ PX2(x)du, By(n)= ZJ P,Y2(x)du.

Ifpe[O,n—1]andue [1:, @], then PuXIf(x) < Pu+t_1%1t(g P}%lt_ug’)z(x). The change of
variable v = (p 4+ 1)t — nu yields

t
By(n) < J P x(Prg’ — g/ (x)dv
0

IA

f (Prg”(x) = 2P, (g'P: g")(x) + Pr_xg"(x))dv.
0

By writing P,_»(g’Pxg’)(x) as a function of p, we prove that lim,,_,, P,_»(g’P»g")(x) = P,g"*(x).
Since g’ is bounded, by dominated convergence this shows that B;(n) tends to 0 as n — +o0. For
B, (n), we write

N
PY2(x) =2 aip (YD) (= Ix D) + pu((Y2);)(1x1) = pu((¥2),)(—Ix])
i=1

where (Y,); = 2p,_, 8/ —2p (D g/, defined on R . It was shown before that this quantity tends

to 0 as n — 400 when (p, g;) is nreplaced by (P,g’) in general and consequently B,(n) tends to O as
n — +00. Now

n-1 (p+1)t

143l 2gy < DI (Ko — Ko 2 )AP, i g()dull 2.
:0 pt n n

Set h,, = AP, p+1:g. Then h,, € D'(ay,-++,ay) for all p € [0,n — 1] (if p = n — 1 remark that
h,n= PgAPg f). By the Cauchy-Schwarz inequality

(p+D)t

n—1 o
1As(m)llp2) < VEL D f E[((Kou — Ko 20 )Ry n(x))?*1du
p=0J5 '

Ifue [%t,(er—nl)t]:

E[((Kou — Ko et Yy ()]

IA

E[KO,P_f(KP_f,uhp n—_ hp n)z(x)]
E[Ky ot (Ko B2 = 2k, (Kot Ty o+ 12 ()]

Eu p,n

||Pu_P;[h12,’n - 2hp,nPu_%thp,n + hz ”oo

INIA

IA

u—"=--""p,n

2||hp,n||oo||P _P;thp,n_hp,n“oo—i_”P Pthz hlzj,nHoo

Therefore ||A3(n)l]2(q) < VE(2C;(n) + Cz(n))%, where

(p+1)t n—1 (p+1)t
n n
2 2
Cl(n): E ||hp,n||mft ||Pu_%thp,n_hp,n”oodu; CZ(n): E . ||Pu_%thp,n_hp’n||oodu-
=0 & p=0J5
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From ||hp,n||oo = ||Ag||oo and ”Pu_P[h _hp,n“oo = ”PM_P;[Ag _Ag”ow we get

W P
n—1 (p+1)t ¢
Ci(m) < 11Aglles Y | IUL_&Ag—%%deuSIMngJ~|U§Ag—fmﬂmd&
p=0J & " 0

As Ag € Cy(G), C1(n) tends to 0 obviously. On the other hand, hlz)’n € D(ay,-,ay) (this can be

N
easily verified since h,, , is continuous and Z ai(hp’n);(o—lr) = 0). We may apply (9 to get

i=0
n-1l rt 1 =l ot z
1

Cy(n) = ;ZJ 1P=h2, = h2 [lodz < EZJ f 1(72,)" oo dudz.

p=0v0 p=0J0 JO
Now we verify that h;) n,h;’ , are uniformly bounded with respect to n and 0 < p < n-— 1.
In fact IIh;’,nlloo = [|24h, plleo < 2||AP§f||OO. Write h, , = Pt_l%ltJr%P%APif where PEAPﬁf €
D'(aq,--,ay). Then, by (21D, ||h;’n||Oo is uniformly bounded with respect to n,p € [0,n — 1]
and so the same holds for ||(h12) ) llco- As a result C,(n) tends to 0 as n — oo. Finally

t

Ko, g(x) =P.g(x)+ J Ko,u(D(P;—4g))(x)W (du).
0

Now, let € go to 0, then K ,g(x) tends to K, . f (x) in L?(Q). Furthermore

HJwawH£MﬂWMM—JKMWWHJMMWMwﬁm)
0 0

= J P,((P—yg) = (Pr_uf))*(x)du.

0
Using the derivation formula (21)), the right side may be decomposed as I, + J,., where
t t
Io= f P,(P_yg’ — Pt—uf/)2(x)du: Je = f P,(A—ug’ — At_uf/)z(x)du.
0 0

By Jensen inequality, I, < tP,(g’ — f')*(x). Since g'(y) = —P.f'(y) + 2A.f'(y) — f'(¥) as
e = 0,P(x,dy) a.s., we get . — 0 as € — 0 by dominated convergence. Similarly J, tends to 0
as € — 0. This establishes (22). Now assume that (K, W) is a Wiener solution of (E) and let f € &.
Since Ky . f (x) € LZ(%XO»‘) ,let Ko f (x) =P f(x)+ Z,O;l J{'f (x) be the decomposition in Wiener
chaos of Ky .f (x) in L? sense ([[I5] page 202). By iterating (recall that (P.f) € & ), we see
that foralln > 1

I (x) = f P, (D(Py, g, - D(Py—s fI(x)dWyg, -+ AWy .
0<sy <<, <t

If K is another Wiener flow satisfying (22), then K, .f (x) and K, f (x) must have the same Wiener
chaos decomposition for all f € #, that is K . f(x) = K(’)’t f (x) as. Consequently Ky . f (x) =
K; f(x)as. forall f € D’(ay,---,ay) since this last set is included in & and the result extends for
all f € Cy(G) by a density argument. This completes the proof when x # 0. The case x = 0 can be
deduced from property (4) in the Definition [31 O
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Consequence: We already know that K" given by is a Wiener solution of (E). Since o(W) C
o(K), we can define K* the stochastic flow obtained by filtering K with respect to o(W) (Lemma
3-2 (ii) in [II]). Then Vs < t,x € G, K:jt(x) = E[K, (x)|c(W)] a.s. As a result, (K*, W) solves
also (E) and by the last proposition, we have:

Vs <t,x €G, E[K; (x)loc(W)]= KSV,‘;(X) a.s. (23)

From now on, (K, W) is a solution of (E) defined on (Q2, </, P). Let P! = E [K&’f] be the compatible
family of Feller semigroups associated to K. We retain the notations introduced in Section 3 for all
functions of W (Y; ,(x), Z; ;(x), g&,:(x)---). In the next section, starting from K, we construct a flow
of mappings ¢° which is a solution of (E). This flow will play an important role to characterize the
law of K.

4.2 Construction of a stochastic flow of mappings solution of (E) from K.
Let x € G, t > 0. By (23D, on {t > 7(,},K, .(x) is supported on

{1Zo,c(x)le;, 1<i<p} if Zy,(x)>0

and is supported on
{1Zo,(x)l€;, p+1<i<N} if Zy,(x)<0.

In [[11]] (Section 2.6), the n point motion X" started at (x;,---,x,) € G" and associated with P"
has been constructed on an extension Q x ' of Q such that the law of &’ — X(w, ') is given by
Ko :(x1,dy1) Ko (xp, dyy). For each (x,y) € G%, let (X7,Y; )50 be the two point motion started
at (x, y) associated with P? as preceded. Then X =1Zg (I, )| = |Zo ()| for all t > 0 and so

T :=inf{r > 0,X* =Y’} < +oco a.s.

To (P™"),>1, we associate a compatible family of Markovian coalescent semigroups (P™¢),>; as de-
scribed in [[11]] (Theorem 4.1): Let X" be the n point motion started at (x;,: -, x,,) € G". We denote
the ith coordinate of X} by X['(i). Let

Ty =inf{u>0,3i <j, X () =X"'()}, X =X/, t<[0,Ty].
Suppose that X ;El(i) =X 511 (j) with i < j. Then define the process
XPH () =XMh) for h# j, X" () =X (D), t > T.
Note that the ith coordinate of X! and the jth one are equal. Now set
Ty =inf{u > T, 3h <k,h # j, k # j, X' (R) = X" (k)}.

For t € [Ty, T,], we define X/*° = X/"! and so on. In this way, we construct a Markov process X"
such that for all i, j € [1,n], X™°(i) and X™°(j) meet after a finite time and then stick to gether. Let
P (xq,++ , Xy, dy) be the law of X;"°. Then we have:

Lemma 7. (P™°),> is a compatible family of Feller semigroups associated with a coalescing flow of
mappings ¢°.
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Proof. By Theorem 4.1 [11]], we only need to check that: V¢t > 0,¢ > 0,x € G,

ylilr}(IP’({Tx’y > t}n{d(X),Y)>¢e}) =0 (C).

As X = 1Z,,(x)I, lv)| = |Zo,u(¥)| for all u > 0, we have {t < T*Y} C {t < T(x)x|e(y)lyl}- FOr ¥
close to x, {d(Xf,Yty) > e}  {inf(7q, 7o, ) < t}. Now (C) holds from Lemma 2 O

Consequence: Let v (respectively v©) be the Feller convolution semigroup associated with (P"), >,
(respectively (P™),>1). By the proof of Theorem 4.2 [[12]], there exists a joint realization (K, K?)

1 law 9 law

where K! and K? are two stochastic flows of kernels satisfying K! ‘= & oc» K= = K and such that:

6) I?S’t(x,y) = Ksl,t(x) ®K52’t(y) is a stochastic flow of kernels on G2,
(i) Foralls <t,x €G, th(x) = E[Ks{t(x)u@] a.s.
Fors <t, let
Fi=0(K,,,s<usv<i), 9’;} = U(KL’;,V,S <u<v<t),i=1,2.

Then 9'” = ﬁsft \Y 9527{. To simplify notations, we shall assume that ¢° is defined on the original
space (Q,.e/,P) and that (i) and (ii) are satisfied if we replace (K',K?) by (& oc»K). Recall that (i)

and (ii) are also satisfied by the pair (5,,,K m*,m™) constructed in Section 3 Now

K (x)=E[6 yIK] as.forall s<t,x €@, (24)

es,(x
and using (23)), we obtain

Ks,v'i(x) =E[6 lo(W)] as. forall s<t,x €Gq, (25)

eg ()
with KW being the Wiener flow given by (19).

Proposition 9. The stochastic flow ¢° solves (E).

Proof. Fix t > 0,x € G. By @3], 6, (x) is supported on {|Z (x)[€j,1 < j < N} a.s. and so
|(p8,t(x)| = |Zy,.(x)|. Similarly, using (25), we have

@5 () €GT & Zy (x)=0and ¢, (x)€G™ < Zy,(x) <0. (26)
Consequently e(pf ,(x)) = sgn(Zy (x)) a.s. Since ¢ (x) is an W(ay,---,ay) started at x, it satis-

fies Theorem[3} Vf € D(aq, -, ay),

t 1 t
f(‘P(C),t(X)) =f(x) +J f/((P(C),u(X))dBu + EJ f”(cpg,u(x))du a.s.
0 0

with B, = [0, ()| = L,(I0,()]) = x| = 120, ()] = L(1Z,(x)]) — |x|. Tanaka's formula and
yield

t

B, = J ST (20, ()20, (x) = f @ﬁ(zo,u(x))w(du)zf e(i6, W (duw)
0 0

0
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Likewise for all s < t,x € G, f € D(ay,-- ,ay),

t 1 t
JICHES) =f(x>+f FC0S (el (W (du) + Ef F08 O as.
OJ

We will see later (Remark [3) that ¢ aw ¢ where ¢ is the stochastic flow of mappings constructed
in Section 3.

4.3 Two probability measures associated to K.

Forallt > 7, ., set

S$,X>

V00 = K, (x)(D; \ 0D V1 <i<p

and

Vo () =Ky ()(Dy), V() =K, (x)(D; \ {0}) Vp+1<i<N-1

VE() = (VD)1 <izps Vi 60 = (Vi 0D pasians Voo () = (V5 (), V7, (x)).
For s = 0, we use these abbreviated notations
Z(x) = Zo, (%), V1 (x) =V (), V7 (x) =V, (x), Vi(x) = (V" (x), v, (x))
andif x =0,
Z[‘ = ZO,t(O)J Vt+ = VO-t_t(O)’ Vt_ = VOTt(O)’ Vt = (Vt+) Vt_)'
By (23), Vx € G,s < t, with probability 1

Ks,t(x) = 6x+é'(x)s(x)Ws,t1{tSTS’X}

p N
+,1 =1
+ Qv 8z, oLz, s+ D Var (8512, o1 Lz, o) iese, -
i=1 i=p+1

Define
FK =0&,,,s<v<u<t), FN=0cW,,,s<v<u<t)
and assume that all these o-fields are right-continuous and include all P-negligible sets. When s = 0,

we denote ZX,, Z,". simply by [, FV. Recall that for all s € R, x € G, the mapping t — K ,(x)

defined from [s, +oo[ into & (G) is continuous. Then the following Markov property holds.

Lemma 8. Let x,y € G and T be an (F);»q stopping time such that Ko r(x) = 6, as. Then
Ky.4+7(x) is independent of 97{( and has the same law as K .(y).

As a consequence of the preceding lemma, for each x € G, K., (x) is independent of 9‘50 and
is equal in law to K, .(0).
Consider the following random times:

T=inf{r >0:Z.=1}, L=sup{re[0,T]:Z. =0}
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and the following o-fields:
F,_=0(X;,X is bounded (Z#/');>( — previsible process),

1+ =0(X;,X is bounded (Qf‘tw)tzo — progressive process).

Then &, = #,_ (Lemma 4.11 in [[12]). Let f : RY — R be a bounded continuous function
and set X, = E[f(V,)|oc(W)]. Thanks to (24), the process r — V, is constant on the excursions
of r — Z,.. By following the same steps as in Section 4.2 [12]], we show that there is an Z" -
progressive version of X that is constant on the excursions of Z out of 0 (Lemma 4.12 [12]]). We
take for X this version. Then X is &;, measurable and E[X;|Z;_] = E[f(V;)] (Lemma 4.13
[12]]). This implies that V; is independent of o(W) (Lemma 4.14 [12]]) and the same holds if we
replace T by inf{t > 0: Z, = a} where a > 0.

Define by induction T, =0 and for k > 1:

Slj’n =inf{t > T,:“_l’,1 1 Z, =27, kan =inf{t > Szn . Z, = 0}.

Set V" =V . Then, we have the following
n s

Lemma 9. For all n:(Vk+n)k21 is a sequence of i.i.d. random variables. Moreover, this sequence is
independent of W.

Proof. For all k > 2, kan is U(KO’T]: . +:(0),t > 0) measurable and Vk+_ is ﬁéﬂ measurable

k—1,n
which proves the first claim by Lemma [8l Now, we show by induction on g that (V1+n, ce Vq+n) is

independent of o(W). For ¢ = 1, this has been justified. Suppose (V;*,---, Vqtl ) is independent
of o(W) and write

1,n

O'(Wo’u, u>0)= U(Zu,\thLn, u=>0)Vv U(Zu+Tq+_1,n’u > 0).

i + Lyt )is gk
Since (Vl,n, , Vq_l’n) is 9'Tq+_1n measurable and

U(Zu+Tq+_Ln’u > O) \4 O-(Vq-i_n) - O-(KO’T(;——I,HJ’_LL(O)’ t> 0),
we conclude that (V1+n, cee Vq+n) and o (W) are independent. O

+

Let m; be the common law of (Vk+n)k21 for each n > 1 and define m" as the law of V;" under

P(.|Z; > 0). Then, we have the

Lemma 10. The sequence (mi)na converges weakly towards m™. For all t > 0, under P(:|Z, > 0),
V¥ and W are independent and the law of V,* is given by m*.

Proof. For each bounded continuous function f : R — R,

ELf(VOIWNzng = lim > E[Lersy 1o pf (V)W)
k

n—oo

— 1; +
= nlirrc}o;]-{te[‘s;:n’]}in [} (J fdmn )

= [z, lim f fdm +e,(0)]
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with lim e,(t) = 0 a.s. Consequently
n— oo

n—oo

. 1
lim dem:f = ]P’(Zt—>0)E[f(Vf+)1{Zf>0}]'
The left-hand side does not depend on t, which completes the proof. O

We define analogously the measure m™ by considering the following stopping times: T;, = 0 and
fork > 1:
Sin=inf{t>T | 12 =-2""}, T, =inf{t>S_, :Z =0}

Set Vi = Vs;— and let m_ be the common law of (ijn)kzl- Denote by m™~ the law of V| under

P(.|Z; < 0). Then, the sequence (m, ),>; converges weakly towards m~. Moreover, for all t > 0,
the law of V” under P(.|Z, < 0) is given by m™. As a result, we have

ELF (VW 1 <01 = 117,<01 f fam-

for each measurable bounded f : RN"? — R. If we follow the same steps as before but consider
(Zu+fo,x (x),u > 0) for all x, we show that the law of Voft(x) under P(.|Z, ,(x) > 0,t > 7( ) does
not depend on t > 0. Denote by m} such a law. Then, thanks to Lemmal8] m} does not depend on
x € G. Thus m} = m™* for all x and

E[f (V" CDIW]liz,(050,570,3 = Liz,(0)>0,6570.) J fdm* 27)

for each measurable bounded f : RP — R. Similarly

ETh(V, GDIW 11z, (x)<0,t570,3 = 1{z,(0)<0,t570.,} f hdm~ (28)

for each measurable bounded h: RN P — R.

4.4 Unicity in law of K.

Define
p(x) = |x|€11yeg+; + [X|€p11 1xeg— xz0}> X EG.
Fix x € G, 0 <s < t and let x; = p(¢( ,(x)). Then:
@) ¢S, (0) =x+e(x)e(x)W,, forall r < 7y, (from Lemmalg).
(i) T5x = Tspx) and g (x) = g .(p(x)) for all r > 7 , since p° is a coalescing flow.

(iii) Ts,08 (1) = Tsx, and cpsc,r(cpg,s(x)) = (psc,r(xs) for all r > 7, , by (ii) and the independence of
increments of ¢°.

(iv) On {t> 7, }, 95 () = ¢; (¢g(x)) = ¢ (x;) by the flow property of ¢ and (iii).
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(v) Clearly 7, , = inf{r >s, Z;.(x) = 0} a.s. Since {tg, <s < go.(x)} C {t > 7, } as., we
deduce that
]P’((P(C),t(x) = SDSC,t(stTo,x <s5<go(x))=1

(vi) Recall that  and %, are independent (K is a flow) and F, = Zo, V Z, ;. By @4, we
have K, .(x,) = E[5(psc[(xs)|9(§ft] and as a result of (v),

P(K;,e(x;) = Ko, (x)]To,x <5 < go,(x))=1. (29)

Lemma 11. Let P, .., be the law of (Ko (x1)," " ,Ko(x,), W) where t > 0 and xq,-+,x, € G
Then, P . ... . is uniquely determined by {P, ,,u > 0,x € G}.

Proof. We will prove the lemma by induction on n. For n = 1, this is clear. Notice that if t < 7,
then Ky ,(2) is (W) measurable and if ¢t > T,;, then Ky ,(2;) = Ky ;(2,). Suppose the result holds
for n > 1 and let x,,,; € G. Then by the previous remark, we only need to check that the law of

(Ko, (x1)," -+, Ko ((xp4+1), W) conditionally to A =