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Abstract. A nonlinear perturbation of a linear autonomous retarded functional differ-
ential equation is considered. According to a Perron type theorem, with the possible
exception of small solutions the Lyapunov exponents of the solutions of the perturbed
equation coincide with the real parts of the characteristic roots of the linear part. In this
paper, we study those solutions which are positive in the sense that they lie in a given
order cone in the phase space. The main result shows that if the Lyapunov exponent
of a positive solution of the perturbed equation is finite, then it is a characteristic root
of the unperturbed equation with a positive eigenfunction. As a corollary, a necessary
and sufficient condition for the existence of a positive solution of a linear autonomous
delay differential equation is obtained.
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1 Introduction and the main results

Given r > 0, let C = C([−r, 0], Rn) denote the Banach space of continuous functions from
[−r, 0] into Rn with the supremum norm ‖φ‖ = sup−r≤θ≤0 |φ(θ)| for φ ∈ C, where | · | is any
norm on Rn.

Consider the nonlinear retarded functional differential equation

x′(t) = L(xt) + f (t, xt) (1.1)

as a perturbation of the linear autonomous equation

x′(t) = L(xt), (1.2)

BEmail: pitukm@almos.uni-pannon.hu

https://doi.org/10.14232/ejqtde.2018.1.57
https://www.math.u-szeged.hu/ejqtde/


2 M. Pituk

where xt ∈ C is defined by xt(θ) = x(t + θ) for θ ∈ [−r, 0], L : C → Rn is a bounded linear
functional and f : [σ0, ∞)× C → Rn is a continuous function which satisfies some smallness
condition specified later. According to the Riesz representation theorem, L has the form

L(φ) =
∫ 0

−r
d[η(θ)]φ(θ), φ ∈ C,

where η : [−r, 0] → Rn×n is a matrix function of bounded variation normalized so that η is
left continuous on (−r, 0) and η(0) = 0.

In [17], we proved the following generalization of a well-known Perron type theorem for
ordinary differential equations [6, 16] to Eq. (1.1).

Theorem 1.1. [17, Theorem 3.1] Let x be a solution of (1.1) on [σ0 − r, ∞) such that

| f (t, xt)| ≤ γ(t)‖xt‖, t ≥ σ0, (1.3)

where γ : [σ0, ∞)→ [0, ∞) is a continuous function satisfying∫ t+1

t
γ(s) ds→ 0 as t→ ∞. (1.4)

Then either

(i) for each b ∈ R, we have limt→∞ ebtx(t) = 0, or

(ii) the limit

µ = µ(x) = lim
t→∞

log ‖xt‖
t

(1.5)

exists and is equal to the real part of one of the roots of the characteristic equation

det ∆(λ) = 0, ∆(λ) = λI −
∫ 0

−r
eλθdη(θ). (1.6)

Solutions which satisfy conclusion (i) of Theorem 1.1 are known as small solutions. The
quantity µ = µ(x) defined by the limit (1.5) (if it exists) is called the strict Lyapunov exponent
of the solution x.

For generalizations of Theorem 1.1 to other classes of differential equations and further
related results, see the papers by Barreira, Dragičević and Valls [1], Barreira and Valls [2–5],
Drisi, Es-sebbar and K. Ezzinbi [7], Matsui, Matsunaga and Murakami [14] and the references
therein.

In this paper, we will consider those solutions of (1.1) which are positive with respect to
the partial ordering induced by a given cone in C. Recall that a subset K of a real Banach
space X is a cone if all the three conditions below hold.

(c1) K is a nonempty, convex and closed subset of X,

(c2) tK ⊂ K for all t ≥ 0, where tK = {tx | x ∈ K},

(c3) K ∩ (−K) = {0}, where −K = {−x | x ∈ K}.

Each cone K induces a partial ordering ≤K in X by x ≤K y if and only if y − x ∈ K. An
element x ∈ X is called K-positive if 0 ≤K x and x 6= 0. Thus, x ∈ X is K-positive if and only
if x ∈ K \ {0}. Let K be a cone in C. A solution x of Eq. (1.1) is called K-positive on [σ0 − r, ∞)

if xt ∈ K \ {0} for t ≥ σ0.
In this paper, we will show that if the solution x in Theorem 1.1 is positive, then conclu-

sion (ii) can be considerably improved. Our main result is the following theorem.
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Theorem 1.2. In addition to hypotheses (1.3) and (1.4), suppose that the solution x of (1.1) is K-
positive on [σ0 − r, ∞) for some cone K in C. Then either

(i) x is a small solution, or

(ii) the strict Lyapunov exponent µ of x given by (1.5) is a (real) root of the characteristic equation (1.6)
with a K-positive eigenfunction, i.e. there exists a nonzero vector vµ ∈ Rn such that

∆(µ)vµ = 0 (1.7)

and
φµ ∈ K, where φµ(θ) = eµθvµ for θ ∈ [−r, 0]. (1.8)

The proof of Theorem 1.2 will be given in Section 3.
Note that under the hypotheses of Theorem 1.2 positive small solutions may exist. Indeed,

if n = 1 and K = C([−r, 0], [0, ∞)), then x(t) = e−t2
is a K-positive solution of the equation [11,

p. 67]
x′(t) = −2te1−2tx(t− 1),

a perturbation of the linear autonomous equation (1.2) with L ≡ 0. For conditions under
which a nonautonomous linear scalar delay differential equation has no positive small solu-
tions, see [18, Proposition 4.2].

According to a result due to Henry [13] any small solution of the linear autonomous
equation (1.2) must be identically zero after some finite time. Therefore Eq. (1.2) has no
K-positive small solution for any cone K in C. It follows from the cone property (c2) that
if µ is a real root of the characteristic equation (1.6) with a K-positive eigenfunction (1.8),
then x(t) = eµtvµ is a K-positive solution of (1.2). This, combined with Theorem 1.2, yields the
following necessary and sufficient condition for the existence of a positive solution of Eq. (1.2).

Theorem 1.3. Let K be a cone in C. Then Eq. (1.2) has a K-positive solution on [−r, ∞) if and only if
the characteristic equation (1.6) has a real root with a K-positive eigenfunction.

Theorem 1.3 may be viewed as a generalization of a well-known oscillation criterion for
linear autonomous delay differential equations [9, 10].

We can interpret the solutions of (1.1) in Rn and positivity can be defined with respect to
a cone in Rn. Given a cone K̃ in Rn, a solution x of Eq. (1.1) is called K̃-positive on [σ0 − r, ∞)

if x(t) ∈ K̃ \ {0} for t ≥ σ0 − r. It is easily seen that each cone K̃ in Rn induces a cone in C
by K = {φ ∈ C | φ(θ) ∈ K̃ for θ ∈ [−r, 0]} and every solution of (1.1) which is K̃-positive
on [σ0 − r, ∞) is K-positive there. Consequently, from Theorems 1.2 and 1.3, we obtain the
following results.

Theorem 1.4. In addition to hypotheses (1.3) and (1.4), suppose that the solution x of (1.1) is K̃-
positive on [σ0 − r, ∞) for some cone K̃ in Rn. Then either

(i) x is a small solution, or

(ii) the strict Lyapunov exponent µ of x given by (1.5) is a (real) root of the characteristic equation (1.6)
and there exists a K̃-positive vector vµ satisfying (1.7).

Theorem 1.5. Let K̃ be a cone in Rn. Then Eq. (1.2) has a K̃-positive solution on [−r, ∞) if and only
if the characteristic equation (1.6) has a real root µ with a K̃-positive vector vµ satisfying (1.7).

Theorem 1.5 confirms the conjecture formulated in [19, Sec. 3].
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2 Preliminaries

In this section, we introduce the notations and formulate some known results which will be
used in the proof of Theorem 1.2.

The linear autonomous equation (1.2) generates in C a strongly continuous semigroup
(T(t))t≥0, where T(t) is the solution operator defined by T(t)φ = xt(φ) for t ≥ 0 and φ ∈ C,
xt(φ) being the unique solution of (1.2) with initial value φ at zero [11, 12]. The infinitesimal
generator A : D(A)→ C of this semigroup is defined by

Aφ = lim
t→0+

1
t
[T(t)φ− φ] (2.1)

whenever the limit exists in C. It is known [11, 12] that

D(A) = { φ ∈ C | φ′ ∈ C, φ′(0) = L(φ) } and Aφ = φ′. (2.2)

The spectrum σ(A) of the linear operator A : D(A) → C is a point spectrum and it consists
of the roots of the characteristic equation (1.6). The stability modulus of (1.2) defined by

d = sup{Re λ | det ∆(λ) = 0 } (2.3)

is finite. If Λ is a finite set of characteristic roots of (1.2), then C is decomposed by Λ into a
direct sum

C = PΛ ⊕QΛ, (2.4)

where PΛ is the generalized eigenspace of (1.2) associated with Λ (see [12, Sec. 7.5] for the defi-
nition) and QΛ is the complementary subspace of C such that T(t)QΛ ⊂ QΛ for t ≥ 0. The
corresponding projections of an element φ ∈ C in PΛ and QΛ will be denoted by φPΛ and φQΛ ,
respectively.

In the following proposition, we summarize some important properties of the solutions of
the perturbed equation (1.1) with finite Lyapunov exponents [17].

Proposition 2.1. [17, Theorem 3.4 and Proposition 3.5] Let x be a solution of (1.1) satisfying the
hypotheses of Theorem 1.1 with a finite strict Lyapunov exponent µ(x) = µ. Let P0 = PΛ0 , P1 = PΛ1

and Q = QΛ, where the spectral sets Λ0, Λ1 and Λ are defined by

Λ0 = Λ0(µ) = {λ | det ∆(λ) = 0, Re λ = µ}, (2.5)

Λ1 = Λ1(µ) = {λ | det ∆(λ) = 0, Re λ > µ}, (2.6)

and
Λ = Λ(µ) = {λ | det ∆(λ) = 0, Re λ ≥ µ}, (2.7)

respectively. Then

xt = xP0
t + xP1

t + xQ
t , t ≥ σ0, (2.8)

xP1
t = o(‖xP0

t ‖) as t→ ∞ (2.9)

and

xQ
t = o(‖xP0

t ‖) as t→ ∞. (2.10)

Furthermore, there exists δ > 0 such that

‖xt+r‖
‖xt‖

≥ δ, t ≥ σ0. (2.11)
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The next result gives an estimate on the growth of the solutions of (1.1).

Proposition 2.2. [17, Lemma 3.2] Let x be a solution of (1.1) satisfying the hypotheses of Theorem 1.1.
Then for every ε > 0 there exist constants C1, C2 > 0 such that for all t ≥ σ1 ≥ σ0,

‖xt‖ ≤ C1‖xσ1‖e(d+ε)(t−σ1) exp
(

C2

∫ t

σ1

γ(s) ds
)

, (2.12)

where d is the stability modulus of (1.2) given by (2.3).

Finally, we will need a result from [19] which gives a necessary and sufficient condition
for the existence of a positive orbit of a linear invertible operator in a finite dimensional real
Banach space.

Proposition 2.3. [19, Theorem 3] Let K0 be a cone in a finite dimensional real Banach space X0.
Suppose that S : X0 → X0 is a linear invertible operator. Then the following statements are equivalent.

(i) S has a K0-positive orbit, i.e. there exists x0 ∈ K0 \ {0} such that Smx0 ∈ K0 \ {0} for m = 1, 2, . . .

(ii) S has a positive eigenvalue with a K0-positive eigenvector.

Note that in [19] Proposition 2.3 is proved for X0 = Rn, but the same argument is valid in
an arbitrary finite dimensional real Banach space.

3 Proof of the main theorem

Before we give a proof of Theorem 1.2, we establish an important lemma. It says that if the
perturbed equation (1.1) has a K-positive solution with a finite Lyapunov exponent µ, then
the unperturbed equation (1.2) has a K-positive solution which lies in the finite dimensional
space PΛ0(µ) with Λ0(µ) as in (2.5).

Lemma 3.1. Let K be a cone in C. Suppose that x is a K-positive solution of (1.1) on [σ0 − r, ∞)

satisfying conditions (1.3) and (1.4). Assume also that the strict Lyapunov exponent µ(x) = µ is finite
so that the spectral set Λ0(µ) defined by (2.5) is nonempty (see Theorem 1.1). Let P0 = PΛ0(µ), the
generalized eigenspace of (1.2) associated with Λ0(µ). Then there exists a nonzero φ ∈ K ∩ P0 such
that

T(t)φ ∈ K ∩ P0, t ≥ 0, (3.1)

where (T(t))t≥0 is the solution semigroup of Eq. (1.2).

Proof. Let x be a K-positive solution of (1.1) on [σ0− r, ∞) satisfying conditions (1.3) and (1.4).
For every integer k ≥ σ0/r there exists tk ∈ [kr, (k + 1)r] such that |x(tk)| = ‖x(k+1)r‖. For
t ≥ 0 and k ≥ σ0/r, define

yk(t) = |x(tk)|−1x(tk + t) (3.2)

so that for t ≥ r and k ≥ σ0/r,
(yk)t = |x(tk)|−1xtk+t. (3.3)

We will show that an appropriate subsequence of {yk} converges locally uniformly on [0, ∞) to
a continuous limit function y which is a K-positive solution of the unperturbed equation (1.2)
on [0, ∞).

For k ≥ σ0/r, we have

|x(tk)| ≤ ‖xtk‖ ≤ ‖xkr‖+ ‖x(k+1)r‖ = ‖x(k+1)r‖
(

1 +
‖xkr‖
‖x(k+1)r‖

)
= |x(tk)|

(
1 +

‖xkr‖
‖x(k+1)r‖

)
.
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This, together with inequality (2.11) of Proposition 2.1, yields for k ≥ σ0/r,

|x(tk)| ≤ ‖xtk‖ ≤ |x(tk)|(1 + δ−1). (3.4)

By Proposition 2.2, we have for t ≥ 0 and k ≥ σ0/r,

|x(tk + t)| ≤ ‖xtk+t‖ ≤ C1‖xtk‖e(d+ε)t exp
(

C2

∫ tk+t

tk

γ(s) ds
)

. (3.5)

From this and (3.4), we find for t ≥ 0 and k ≥ σ0/r,

|yk(t)| ≤ C1(1 + δ−1)e(d+ε)t exp
(

C2

∫ tk+t

tk

γ(s) ds
)

. (3.6)

From (1.1) and (1.3), we obtain for t ≥ 0 and k ≥ σ0/r,

|y′k(t)| = |x(tk)|−1|x′(tk + t)| ≤ |x(tk)|−1(‖L‖+ γ(tk + t))‖xtk+t‖,

where ‖L‖ denotes the operator norm of L. From the last inequality, (3.4) and (3.5), we find
for t ≥ 0 and k ≥ σ0/r,

|y′k(t)| ≤ (‖L‖+ γ(tk + t))C1(1 + δ−1)e(d+ε)t exp
(

C2

∫ tk+t

tk

γ(s) ds
)

. (3.7)

We will show that the functions yk, k ≥ σ0/r, are uniformly bounded and equicontinuous on
every compact interval [0, τ], τ > 0. Let τ > 0 be fixed. By virtue of (1.4), we have∫ t+τ

t
γ(s) ds −→ 0, t→ ∞ (3.8)

and hence

M = M(τ) = sup
t≥σ0

∫ t+τ

t
γ(s) ds < ∞. (3.9)

From (3.6) and (3.9), we obtain for t ∈ [0, τ] and k ≥ σ0/r,

|yk(t)| ≤ C1(1 + δ−1)e(|d|+ε)τ+C2 M ≡ C3 (3.10)

which proves the uniform boundedness of the functions yk, k ≥ σ0/r, on [0, τ].
From (3.7) and (3.9), we obtain for t ∈ [0, τ] and k ≥ σ0/r,

|y′k(t)| ≤ C3(‖L‖+ γ(tk + t))

with C3 as in (3.10). From this, we find for 0 ≤ τ1 < τ2 ≤ τ and k ≥ σ0/r,

|yk(τ2)− yk(τ1)| ≤
∫ τ2

τ1

|y′k(t)| dt ≤ C3‖L‖(τ2 − τ1) + C3

∫ τ2

τ1

γ(tk + t) dt

= C3‖L‖(τ2 − τ1) + C3

∫ tk+τ2

tk+τ1

γ(s) ds

and hence

|yk(τ2)− yk(τ1)| ≤ C3‖L‖(τ2 − τ1) + C3

∫ tk+τ

tk

γ(s) ds. (3.11)
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Let η > 0. By virtue (3.8), there exists σ > σ0 such that∫ t+τ

t
γ(s) ds <

η

2C3
whenever t > σ. (3.12)

From (3.11) and (3.12), we see that if k > σ/r so that tk ≥ kr > σ, then

|yk(τ2)− yk(τ1)| < η whenever 0 ≤ τ1 < τ2 ≤ τ and τ2 − τ1 <
η

2C3‖L‖ . (3.13)

The uniform continuity of the functions yk, k ≥ σ0/r, on [0, τ] implies the existence of ρk > 0
such that

|yk(τ2)− yk(τ1)| < η whenever 0 ≤ τ1 < τ2 ≤ τ and τ2 − τ1 < ρk. (3.14)

Define

ρ = min
{

η

2C3‖L‖ , min
σ0/r≤k≤σ/r

ρk

}
.

Then (3.13) and (3.14) imply that for all k ≥ σ0/r,

|yk(τ2)− yk(τ1)| < η whenever 0 ≤ τ1 < τ2 ≤ τ and τ2 − τ1 < ρ. (3.15)

Since η > 0 was arbitrary, this proves the equicontinuity of the functions yk, k ≥ σ0/r, on [0, τ].
By the application of the Arzèla–Ascoli theorem, we conclude that there exists a subsequence
{yk j} of {yk} such that the limit

y(t) = lim
j→∞

yk j(t), t ≥ 0, (3.16)

exists and the convergence is uniform on every compact subinterval of [0, ∞).
Next we show that y is a solution of the unperturbed equation (1.2) on [0, ∞). From (1.1),

we obtain for τ ≥ r and k ≥ σ0/r,

x(tk + τ)− x(tk + r) =
∫ τ

r
x′(tk + t) dt =

∫ τ

r
(L(xtk+t) + f (tk + t, xtk+t)) dt

and hence

|x(tk)|−1x(tk + τ) = |x(tk)|−1x(tk + r) +
∫ τ

r
L(|x(tk)|−1xtk+t) dt

+ |x(tk)|−1
∫ τ

r
f (tk + t, xtk+t) dt.

(3.17)

By virtue of (1.3) and (3.3), we have for t ∈ [r, τ] and k ≥ σ0/r,

|x(tk)|−1| f (tk + t, xtk+t)| ≤ γ(tk + t)|x(tk)|−1‖xtk+t‖ = γ(tk + t)‖(yk)t‖ ≤ C3γ(tk + t),

where the last inequality follows from (3.10). This implies for τ ≥ r and k ≥ σ0/r,

|x(tk)|−1
∫ τ

r
| f (tk + t, xtk+t)| dt ≤ C3

∫ τ

r
γ(tk + t) dt = C3

∫ tk+τ

tk+r
γ(s) ds −→ 0, k→ ∞,

as a consequence of (3.8). By passing to a limit in (3.17) and using (3.2), (3.3) and (3.16), we
obtain for τ ≥ r,

y(τ) = y(r) +
∫ τ

r
L(yt) dt.
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Thus, y is a solution of the linear autonomous equation (1.2) on [0, ∞). We will show that
φ = yr has the desired properties. Clearly, yt = T(t − r)φ for t ≥ r. Since |yk(0)| = 1 for
k ≥ σ0/r, by passing to a limit k = k j → ∞, we have |φ(−r)| = |y(0)| = 1. Thus, φ is a
nonzero element of C. From (3.3), the K-positivity of x and the cone property (c2), we see
that (yk)t ∈ K for t ≥ r. By passing to a limit and using the closedness of K, we find that
yt = T(t− r)φ ∈ K for t ≥ r and hence T(t)φ ∈ K for t ≥ 0. Finally, we show that φ ∈ P0.
Since P0 is invariant under the solution semigroup (T(t))t≥0 [11, 12], this will complete the
proof of (3.1). Applying the spectral projection of (1.2) associated with the set Λ1 = Λ1(µ)

given by (2.6) to Eq. (3.16), we find that

φP1 = yP1
r = lim

j→∞
(yk j)

P1
r . (3.18)

From (3.3), we obtain for k ≥ σ0/r,

(yk)
P1
r = |x(tk)|−1xP1

tk+r. (3.19)

The boundedness of the spectral projections implies that

xP0
t = O(‖xt‖), t→ ∞,

which, together with conclusion (2.9) of Proposition 2.1, yields

xP1
t = o(‖xt‖), t→ ∞. (3.20)

From (3.3) and (3.19), we find for k ≥ σ0/r,

‖(yk)
P1
r ‖ = |x(tk)|−1‖xtk+r‖

‖xP1
tk+r‖

‖xtk+r‖
= ‖(yk)r‖

‖xP1
tk+r‖

‖xtk+r‖
. (3.21)

By similar estimates as in the proof of (3.10), we obtain for k ≥ σ0/r,

‖(yk)r‖ ≤ C1(1 + δ−1)e(|d|+ε)r+C2 M(r).

This, together with (3.20) and (3.21), implies that (yk)
P1
r −→ 0 as k→ ∞. From this and (3.18),

we find that φP1 = yP1
r = 0. It can be shown in a similar manner that φQ = 0. Therefore

φ = φP0 + φP1 + φQ = φP0 ∈ P0

as desired.

Now we give a proof of Theorem 1.2.

Proof of Theorem 1.2. Let x be a K-positive solution of (1.1) on [σ0 − r, ∞). Suppose that x is
not a small solution. By Theorem 1.1, the strict Lyapunov exponent µ(x) = µ is finite and the
spectral set Λ0 = Λ0(µ) given by (2.5) is nonempty. It is known [11, 12] that the generalized
eigenspace P0 = PΛ0 of (1.2) associated with Λ0 is finite dimensional and invariant under
the solution semigroup (T(t))t≥0 of (1.2) with infinitesimal generator given by (2.2). Since
P0 ⊂ D(A) is finite dimensional, it is a closed subspace of C and therefore we can define
the subspace semigroup (T0(t))t≥0 on P0 by T0(t) = T(t)|P0 , the restriction of T(t) to P0

[8, Paragraph I.5.12]. Its generator is A0 = A|P0 with domain D(A0) = P0 [8, Paragraph II.2.3].
It is known [11, 12]) that σ(A0) = Λ0. Since dim P0 < ∞, the generator A0 : P0 → P0 is
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bounded and therefore T0(t) = etA0 for t ≥ 0 [15, Chap. I, Sec. 1.1]. By the spectral mapping
theorem [15], we have

σ(T0(t)) = etσ(A0) = { eλt | λ ∈ Λ0 }, t ≥ 0. (3.22)

Define K0 = K ∩ P0. By the application of Lemma 3.1, we conclude that there exists a
nonzero φ ∈ K0 such that T0(t)φ ∈ K0 for t ≥ 0. Since T0(t) : P0 → P0 is invertible for t ≥ 0,
we have

T0(t)φ ∈ K0 \ {0}, t ≥ 0. (3.23)

It is easily seen that K0 is a cone in P0. Choose a sequence of positive numbers tk → 0 and
for each k consider the linear operator S = T0(tk) in P0. By the semigroup property, we have
Sm = T0(mtk) for m = 1, 2, . . . This, together with (3.23), implies that the orbit of S starting
from φ is K0-positive. According to Proposition 2.3, this implies the existence of a positive
eigenvalue ρk of S = T0(tk) with a K0-positive eigenvector ψk. Without loss of generality, we
may assume that ‖ψk‖ = 1. Otherwise, we replace ψk with ‖ψk‖−1ψk which remains in K0 by
the cone property (c2). By virtue of (3.22), ρk = eλtk for some characteristic root of (1.2) with
Re λ = µ. From this, using the positivity of ρk, we find that

ρk = |ρk| = |eλtk | = etk Re λ = eµtk .

Thus,
T0(tk)ψk = eµtk ψk, ψk ∈ K0, ‖ψk‖ = 1 (3.24)

for k = 1, 2, . . . By passing to a subsequence, we can ensure that the limit

φµ = lim
k→∞

ψk (3.25)

exists in P0. Evidently ‖φµ‖ = 1. The set K0 is closed in P0, therefore φµ ∈ K0. From (3.24), we
find that

T0(tk)ψk − ψk

tk
=

eµtk − 1
tk

ψk.

for k = 1, 2, . . . From this, letting k→ ∞, using (3.25) and the fact that

d+

dt

∣∣∣∣
t=0

T0(t) =
d+

dt

∣∣∣∣
t=0

etA0 = A0,

we obtain
φ′µ = A0φµ = µφµ

which, together with φµ ∈ D(A), implies that φµ has the form as in (1.8).
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