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CONTROLLABILITY OF SERIES CONNECTIONS∗

MARIJA DODIG†

Abstract. In this paper the controllability of series connections of arbitrary many linear systems
is studied. As the main result, necessary and sufficient conditions are given, under which the system
obtained as a result of series connections of arbitrary many linear systems is controllable.
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1. Introduction. Let Si be a time-invariant linear system, with state xi, input
ui and output yi, i = 1, . . . ,m:

ui−−−−→ Si
yi−−−−→ (1.1)

Suppose that the system Si is described by the following system of linear differ-
ential equations:

ẋi = Aixi +Biui, (1.2)
yi = Cixi, (1.3)

where Ai ∈ Kni×ni , Bi ∈ Kni×mi , Ci ∈ Kpi×ni , i = 1, . . . ,m, K ∈ {R,C}; for details
see e.g., [3].

Let j ∈ {1, . . . ,m}. The algebraic properties of the system Sj depend on the
properties of the triple of matrices (Aj , Bj, Cj). Recall that the system Sj is control-
lable if and only if the pair (Aj , Bj) is controllable, where the controllability of a pair
is defined as follows:

Definition 1.1. Let F be a field. Let Aj ∈ Fnj×nj , Bj ∈ Fnj×mj . The pair
(Aj , Bj) is said to be controllable if one of the following (equivalent) conditions is
satisfied:

1) min
λ∈F̄

rank
[
λI −Aj −Bj

]
= nj

2) all invariant factors of the matrix pencil
[
λI −Aj −Bj

]
are trivial (1.4)

3) rank
[
Bj AjBj A2

jBj · · · A
nj−1
j Bj

]
= nj .

In this case, we also say that the matrix
[
Aj Bj

]
and the corresponding matrix

pencil
[
λI −Aj −Bj

]
are controllable.
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† Centro de Estruturas Lineares e Combinatórias, CELC, Universidade de Lisboa, Av. Prof.
Gama Pinto 2, 1649-003 Lisboa, Portugal (dodig@cii.fc.ul.pt).

135

Electronic Journal of Linear Algebra  ISSN 1081-3810 
A publication of the International Linear Algebra Society
Volume 16, pp. 135-156, June 2007

http://math.technion.ac.il/iic/ela



ELA

136 M. Dodig

By series connections of the linear systems S1, . . . , Sm we mean connections where
the input of the system Si+1 is a linear function of the output of Si, i = 1, . . . ,m− 1,
i.e.,

ui+1 = Xiyi, i = 1, . . . ,m− 1, (1.5)

where Xi ∈ Fmi+1×pi . As a result of this connection, we obtain a new linear system
S, with input u1, output ym and state

[
xT

1 · · · xT
m

]T .
Thus, studying the properties of the system S, arise the following matrix com-

pletion control problem:
Problem 1.2. Let F be a field. Find necessary and sufficient conditions for the

existence of matrices Xi ∈ Fmi+1×pi , i = 1, . . . ,m− 1, such that the matrix



A1 0 0 · · · 0 B1

B2X1C1 A2 0
. . . 0 0

0 B3X2C2 A3
. . . 0 0

...
. . . . . . . . .

...
...

0 0
. . . BmXm−1Cm−1 Am 0




(1.6)

is controllable.
In Section 4 (Theorem 4.1), we give a complete solution to Problem 1.2 when F is

an infinite field. Furthermore, in Section 5, we obtain solutions over arbitrary fields
of particular cases of the previous problem.

Similar problems, especially in the case m = 2, have been studied previously; see
for example the results of I. Baragaña and I. Zaballa [1], and F. C. Silva [8].

2. Notation and Auxiliary results. Let F be a field. For any polynomial
f ∈ F[λ], d(f) denotes its degree. If f(λ) = λk − ak−1λ

k−1 − · · · −a1λ − a0 ∈ F[λ],
where k > 0, then the matrix

C(f(λ)) :=
[
e
(k)
2 · · · e

(k)
k a

]T

,

where e(k)
i is the ith column of the identity matrix Ik and a = [a0 · · · ak−1]

T
, is called

the companion matrix for the polynomial f(λ).
If A(λ) ∈ F[λ]n×m, with r = rankA(λ), and ψ1| · · · |ψr are the invariant factors

of A(λ), make a convention that ψi = 1 for i ≤ 0 and ψi = 0 for i ≥ r + 1.
Definition 2.1. Let A,A′ ∈ Fn×n, B,B′ ∈ Fn×l. Two matrices

M =
[
A B

]
, M ′ =

[
A′ B′ ]

(2.1)

are feedback equivalent if there exists a nonsingular matrix

P =
[
N 0
V T

]
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where N ∈ Fn×n, V ∈ Fl×n, T ∈ Fl×l, such that M ′ = N−1MP.
If M and M ′ are feedback equivalent, then we also say that the corresponding

pairs (A,B) and (A′, B′) are feedback equivalent.
It is easy to verify that two matrices M and M ′ are feedback equivalent if and

only if the corresponding matrix pencils

R =
[
λI −A −B ]

and R′ =
[
λI −A′ −B′ ]

(2.2)

are strictly equivalent, for details see [4].
If (A,B) ∈ Fn×n × Fn×m, is a controllable matrix pair, then it is feedback equiv-

alent to the pair (Ac, Bc) with

Ac = diag(A1, . . . , As), Bc =
[
diag(B1, . . . , Bs) 0

]
,

where

Ai =
[
0 Iki−1

0 0

]
∈ F

ki×ki , Bi =




0
...
0
1


 ∈ F

ki×1, 1 ≤ i ≤ s.

The pair (Ac, Bc) is called the Brunovsky canonical form of the pair (A,B), and the
positive integers k1 ≥ · · · ≥ ks are called the nonzero controllability indices of (A,B).
Analogously as in [2], we introduce the following definition.

Definition 2.2. Two polynomial matrices A(λ) ∈ F[λ]p×q and B(λ) ∈ F[λ]p×q

are SP-equivalent if there exist invertible matrices P ∈ Fp×p and Q(λ) ∈ F[λ]q×q such
that

PA(λ)Q(λ) = B(λ).

Lemma 2.3. [2] Let F be an infinite field and f(x), g(x), h(x) be nonzero poly-
nomials over F. Then there exists α ∈ F such that

gcd(f(x) + αg(x), h(x)) = gcd(f(x), g(x), h(x)). (2.3)

In fact, in [2] was proved that (2.3) is not valid only for finitely many α ∈ F.
Hence, (2.3) is valid for a generic (almost every) α ∈ F.

Proposition 2.4. [6, 7, 9] Let D be a principal ideal domain. Let A ∈ D
n×n,

B ∈ Dn×n. Let α1| · · · |αn be the invariant factors of A, and β1| · · · |βn be the invariant
factors of B. Let γ1| · · · |γn be the invariant factors of AB. Then we have

lcm(αn−k−i+1βi+1 : 0 ≤ i ≤ n− k) | γn−k+1 | gcd(αn−i+1βn−k+i : 1 ≤ i ≤ k), (2.4)

k = 1, . . . , n.
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3. Preliminary results. The following proposition deals with the almost cano-
nical form for the SP equivalence of arbitrary square polynomial matrix. Proof goes
analogously as the proof of Proposition 2 in [2], thus will be omitted.

Proposition 3.1. Let F be an infinite field and let A(λ) ∈ F[λ]n×n. Let r =
rankA(λ) ≤ n. Then A(λ) is SP-equivalent to a lower triangular matrix S(λ) =
(sij(λ)), i, j ∈ {1, . . . , n}, with the following properties:

1. sii(λ) = si(λ), i = 1, . . . , r − 1, where s1(λ)| · · · |sr−1(λ)
are the first r − 1 invariant factors of A(λ)

2. sii(λ)|sji(λ), 1 ≤ i ≤ r − 1, i ≤ j ≤ n
3. sr(λ) = gcd(srr(λ), . . . , snr(λ)) and d(srr(λ)) ≥ · · · ≥ d(snr(λ))
where sr(λ) is the r-th invariant factor of A(λ)

4. if i ≤ r − 1 and i < j and sji(λ) �= 0,
then sji(λ) is monic and d(sii(λ)) < d(sji(λ))

5. sij = 0, j > r.

Further on, the matrix S(λ) will be called the SP canonical form of the matrix A(λ).
Lemma 3.2. Let F be a field. Let A ∈ Fn×n, B ∈ Fn×m. If there exists X ∈ Fm×p

such that (A,BX) is controllable, then the pair (A,B) is controllable.
Proof. There exists an invertible matrix P ∈ Fn×n such that

PBX =
[
Y
0

]
, Y ∈ F

rankB×p.

Thus, from the controllability of (A,BX) and since

[
PAP−1 PBX

]
=

[
A1 A2 Y
A3 A4 0

]
, A4 ∈ F

(n−rank B)×(n−rankB),

we have that the pair (A4, A3) is controllable. Furthermore, there exists an invertible
matrix Q ∈ Fm×m such that

PBQ =
[
Irank B 0

0 0

]
.

Hence, the controllability of (A,B) is equivalent to the controllability of (A4, A3),
which concludes our proof.

Lemma 3.3. Let F be an infinite field. Let A(λ) ∈ F[λ]n×n and C(λ) ∈ F[λ]a×b

be such that n = rankA(λ). Let α1| · · · |αn be the invariant factors of A(λ), and let
β1| · · · |βs be the invariant factors of C(λ), where s = rankC(λ).

There exists X ∈ Fn×a such that
[
A(λ) XC(λ)

]
is equivalent to

[
In 0

]
, (3.1)

if and only if

gcd(αi, βn+1−i) = 1, i = 1, . . . , n. (3.2)

Electronic Journal of Linear Algebra  ISSN 1081-3810 
A publication of the International Linear Algebra Society
Volume 16, pp. 135-156, June 2007

http://math.technion.ac.il/iic/ela



ELA

Controllability of Series Connections 139

Proof. If a ≤ b, then there exists an invertible matrix Q(λ) ∈ F[λ]b×b, such
that

C(λ)Q(λ) =
[
D(λ) 0

]
, where D(λ) ∈ F[λ]a×a.

Thus, instead of C(λ) we can consider the matrix D(λ).
If a > b, then instead of the matrix C(λ) consider the matrix

D(λ) =
[
C(λ) 0

]
, where D(λ) ∈ F[λ]a×a.

Thus, without loss of generality, we can assume that a = b.
Necessity:
Suppose that there exists X ∈ F

n×a, such that
[
A(λ) XC(λ)

]
is equiva-

lent to
[
In 0

]
. Denote by A′(λ) and C′(λ) the Smith canonical forms of the

matrices A(λ) and C(λ), respectively. Then
[
A(λ) XC(λ)

]
is equivalent to[

A′(λ) X(λ)C′(λ)
]
, for some X(λ) ∈ F[λ]n×a. Thus, we have that for every

x ∈ F̄, rank
[
A′(x) X(x)C′(x)

]
= n.

If gcd(αn, βs) = 1, then the condition is obviously satisfied. Otherwise, let
i ∈ {1, . . . , n} and j ∈ {1, . . . , s} be such that gcd(αi, βj) �= 1. Let λ0 ∈ F̄ be
a common zero of αi and βj . Let t := mink∈{1,...,n}{k|αk(λ0) = 0} and p :=
minl∈{1,...,s}{l|βl(λ0) = 0}. The rank of the matrix [

A′(λ0) X(λ0)C′(λ0)
]
(which

is equal to n) is less or equal than the number of its nonzero columns. Since the num-
ber of nonzero columns of A′(λ0) is t−1 and the number of nonzero columns of C′(λ0)
is p− 1, we have

n ≤ t− 1 + p− 1, and so i+ j ≥ n+ 2.

Thus, for all indices i and j such that i + j ≤ n+ 1, the polynomials αi and βj are
mutually prime, which proves our condition.

Sufficiency:
Suppose that the condition (3.2) is satisfied. Without loss of generality, we shall

consider A(λ) in its SP canonical form, and C(λ) in its SP equivalent form M(λ)
which we describe below:

First, put the matrix C(λ) ∈ F[λ]a×a, into its SP canonical form:


β1 0 0 0 0
a11β1 β2 0 0 0
...

...
. . .

...
as−21β1 as−22β2 · · · βs−1 0 0
as−11β1 as−12β2 · · · as−1s−1βs−1 X0 0

...
...

. . .
...

...
...

aa−11β1 aa−12β2 · · · aa−1s−1βs−1 Xa−s 0



, (3.3)

where aij ∈ F[λ], 1 ≤ i ≤ a− 1, 1 ≤ j ≤ s− 1, and gcd(X0, . . . , Xa−s) = βs. By using
the condition and Lemma 2.3, there exist x1, . . . , xa−s ∈ F, such that

gcd(αn−s+1, X0 + x1X1 + · · ·+ xa−sXa−s) = 1.
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Let β̄s := X0 + x1X1 + · · · + xa−sXa−s. By multiplying the row s + i by xi, for all
i = 1, . . . , a− s, and adding it to the sth row, we obtain the matrix M(λ), which is
SP equivalent to the matrix C(λ), and at the position (s, s) has the polynomial β̄s.
Further on, the matrixM(λ) will be called the SP-quasi canonical form of the matrix
C(λ). Note that βs|β̄s and gcd(αn−s+1, β̄s) = 1.

Consider the submatrix M̄(λ) of M(λ) formed by the rows 2, . . . , a − 1, and by
the columns 2, . . . , a− 1. If s = a, the invariant factors of M̄(λ) are β2| · · · |βs−1 and
if s < a, the invariant factors of M̄(λ) are β2| · · · |βs−1|β′s, for some polynomial β′s
which satisfies βs|β′s|β̄s.

From now on, we shall consider the matrix M(λ) instead of the matrix C(λ) in
(3.1). The proof is further split into three cases:

Case 1. Let n = a.
The proof goes by induction on n. The case n = 1 is trivial. If n = 2, there are

two nontrivial possibilities on s : s = 1 or s = 2.
If s = 2, it is enough to prove the existence of x ∈ F, such that the matrix

[
α1 0 β1 0

b(λ)α1 α2 (a(λ) + x)β1 β2

]
(3.4)

has two invariant factors both equal to 1, where a(λ), b(λ) ∈ F[λ].
In fact, we shall prove that there exists x ∈ F such that the second determinantal

divisor of (3.4), D2, given by

D2 = gcd(β1β2, α1α2, β1α2, α1β2, α1β1(b(λ) − a(λ)− x)),

is equal to 1.
Since F is infinite, by applying Lemma 2.3, there exists x ∈ F, such that

D2 = gcd(β1β2, α1α2, β1α2, α1β2, α1β1).

Since gcd(β1, α2) = 1 and gcd(β2, α1) = 1, we have D2 = 1, as wanted.
If s = 1, we need to prove the existence of x ∈ F such that the second determi-

nantal divisor of the matrix
[

1 0 p(λ) 0
b(λ) α2 q(λ) + xp(λ) 0

]

is equal to 1, whenever gcd(p(λ), α2) = 1, b(λ), p(λ), q(λ) ∈ F[λ]. By simple calcu-
lation, we have D2 = gcd(p(λ)b(λ) − q(λ) − xp(λ), α2, p(λ)α2, α2). Thus, again by
applying Lemma 2.3, we obtain the existence of x ∈ F such that D2 = 1.

Now suppose that the claim is true for n− 2 and prove that it will be valid for n.
Let Ā(λ) be a submatrix of A(λ) formed by the rows 2, . . . , n−1 and the columns

2, . . . , n−1. Thus, Ā(λ) has α2| · · · |αn−1 as the invariant factors. In both cases, s = a
or s < a, the invariant factors of M̄(λ) and of Ā(λ) satisfy the condition (3.2). Thus,
we can apply the induction hypothesis and obtain that there exists Y ∈ F(n−2)×(n−2)

such that the matrix
[
Ā(λ) Y M̄(λ)

]
is equivalent to

[
In−2 0

]
.
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To finish the proof, we shall show that there exists x ∈ F, such that the matrix[
A(λ) XM(λ)

]
is equivalent to

[
In 0

]
, where

X =


 1 0 0

0 Y 0
x 0 1


 .

Since
[
Ā(λ) Y M̄(λ)

]
is equivalent to

[
In−2 0

]
, and from the forms of

matrices A(λ) andM(λ), the matrix
[
A(λ) XM(λ)

]
is equivalent to the following

one 
 α1 0 0 β1 0 0

0 In−2 0 0 0 0
p(λ)α1 0 αn (q(λ) + x)β1 ∗ βn


 , (3.5)

for some polynomials p(λ) and q(λ) ∈ F[λ] (∗ denotes unimportant entries).
The matrices [

α1 0
p(λ)α1 αn

]
and

[
β1 0

q(λ)β1 βn

]

have α1|αn and β1|βn as the invariant factors, respectively, and they are both in SP
canonical forms.

Since gcd(α1, βn) = gcd(αn, β1) = 1 by applying the case n = 2, there exists
x ∈ F such that [

α1 0 β1 0
p(λ)α1 αn (q(λ) + x)β1 βn

]

is equivalent to
[
I2 0

]
.

Hence, for such x ∈ F we have that the matrix (3.5) is equivalent to
[
In 0

]
,

as wanted.
Case 2. Let n > a.
Let

M̃(λ) =
[
Ia
0

]
M(λ)

[
Ia 0

] ∈ F[λ]n×n.

Then the invariant factors of M̃(λ) are β1| · · · |βs. From the Case 1., there exists
Y ∈ Fn×n such that [

A(λ) Y M̃(λ)
]

is equivalent to
[
In 0

]
. Now, put X := Y

[
Ia
0

]
∈ Fn×a.

Case 3. Let n < a.
Let

M ′(λ) =
[
In 0

]
M(λ)

[
In
0

]
∈ F[λ]n×n.
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If n < s, then the invariant factors of M ′(λ) are β1| · · · |βn, and if n ≥ s, then
the invariant factors of M ′(λ) are β1| · · · |βs−1|β′′s , for some polynomial β′′s such that
βs|β′′s |β̄s. By applying the Case 1, there exists Y ∈ Fn×n such that

[
A(λ) YM ′(λ)

]

is equivalent to
[
In 0

]
. Now, put X := Y

[
In 0

] ∈ Fn×a.
Remark 3.4. Let A(λ) be in its SP canonical form and M(λ) be the SP-quasi

canonical form of the matrix C(λ). Let X0 ∈ Fn×a be the matrix defined in the
previous lemma, such that

[
A(λ) X0M(λ)

]
is equivalent to

[
In 0

]
. (3.6)

Let P ∈ Fn×n be a lower triangular matrix with units on diagonal. From the proof of
Lemma 3.3 (see (3.4)), we have that for a generic matrix P , PX0 also satisfies (3.6).

Further on in this paper, by S we denote the set of all lower triangular matrices
with units on diagonal, P , such that PX0 satisfies (3.6), and we define

G := {PX0|P ∈ S}.

Lemma 3.5. Let F be an infinite field. Let A(λ) ∈ F[λ]n×n be such that n =
rankA(λ), and let α1| · · · |αn be its invariant factors. Let D(λ) ∈ F[λ]m×m be such
that m = rankD(λ) and let β1| · · · |βm be its invariant factors. Let C(λ) ∈ F[λ]a×n,
a ≤ m, and let γ1| · · · |γs be its invariant factors, s = rankC(λ). Let µ1| · · · |µn be the
invariant factors of

[
A(λ)
C(λ)

]
.

If

gcd(γi, βm+1−i) = 1, i = 1, . . . ,m, (3.7)

then there exists X ∈ Fm×a, such that
[
D(λ) XC(λ)

]

is equivalent to
[
Im 0

]
, and such that every zero of a polynomial εXm+i, i =

1, . . . , n, is a zero of the polynomial αi or of the polynomial gcd(βj , µm+i−j+1), for
some j = 1, . . . ,m, where εX1 | · · · |εXm+n are the invariant factors of

T (λ) =
[

A(λ) 0
XC(λ) D(λ)

]
. (3.8)

Proof. Without loss of generality, consider the matrixD(λ) in its SP canonical
form, and the matrix C(λ) in its SP-quasi canonical form. By the condition (3.7),
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and by applying Lemma 3.3 there exists X0 ∈ Fm×a, such that
[
D(λ) X0C(λ)

]
is equivalent to

[
Im 0

]
. Even more, by Remark 3.4, for every X ∈ G, the matrix

[
D(λ) XC(λ)

]
is equivalent to

[
Im 0

]
. (3.9)

Also, note that for every X ∈ G, the invariant factors of[
A(λ)
XC(λ)

]

are exactly µ1| · · · |µn. Indeed, the invariant factors of
[
A(λ)
C(λ)

]
∈ F[λ](n+a)×n are

the same as the invariant factors of


 A(λ)
C(λ)
0


 ∈ F[λ](n+m)×n, since a ≤ m.

If a = m, then by the proof of the previous Lemma, every matrix X ∈ G is

invertible, and so the invariant factors of
[
A(λ)
C(λ)

]
and

[
A(λ)
XC(λ)

]
coincide.

If a < m, then (see case 2. in the previous lemma) we defined X := Y
[
Ia
0

]
,

where Y is an invertible matrix. Thus,

[
A(λ)
XC(λ)

]
=


 A(λ)

Y

[
Ia
0

]
C(λ)


 =

[
In 0
0 Y

] 
 A(λ)
C(λ)
0


 ,

and so its invariant factors are µ1| · · · |µn.
Now, from (3.9), there exist invertible matrices P (λ) ∈ F[λ]m×m, and

Q(λ) =
[
Q1(λ) Q2(λ)
Q3(λ) Q4(λ)

]
∈ F[λ](n+m)×(n+m), where Q1(λ) ∈ F[λ]n×n,

such that[
I 0
0 P (λ)

] [
A(λ) 0
XC(λ) D(λ)

]
Q(λ) =

[
A(λ)Q1(λ) A(λ)Q2(λ)

0 I

]
.

Thus, the invariant factors of A(λ)Q1(λ) are exactly εXm+1| · · · |εXm+n. On the other
hand, we have that[

I 0
0 P (λ)

] [
I 0

XC(λ) D(λ)

]
Q(λ) =

[
Q1(λ) Q2(λ)
0 I

]
.

Hence, the nontrivial invariant factors of Q1(λ) coincide with the nontrivial invariant
factors of D(λ). So, the invariant factors of the matrix Q1(λ), denoted by β′1| · · · |β′n,
satisfy β′i = βi+m−n, i = 1, . . . , n.

Now, by applying Proposition 2.4 to the matrix product A(λ)Q1(λ), we have that
for every X ∈ G

εXi+m| gcd(αiβm, . . . , αnβi+m−n), i = 1, . . . , n. (3.10)
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Denote by φi := gcd(αiβm, . . . , αnβi+m−n), i = 1, . . . , n. Let λi
1, . . . , λ

i
ki

∈ F̄ be
distinct zeros of φi, i = 1, . . . , n.

Let l ∈ {1, . . . , ki}. We shall show the following:
(∗) If λi

l is not a zero of the polynomial αi

∏m
j=1 gcd(βj , µm+i−j+1), then for

a generic X ∈ G, λi
l is not a zero of the corresponding ε

X
m+i.

This will obviously prove that for generic X ∈ G, for every i = 1, . . . , n, every
zero of the polynomial εXm+i is a zero of the polynomial αi or of the polynomial
gcd(βj , µm+i−j+1) for some j = 1, . . . ,m, as wanted.

Thus, we are left with proving (∗).
Let i ∈ {1, . . . , n}, l ∈ {1, . . . , ki}, and λi

l be a zero of φi such that αi(λi
l) �= 0

and gcd(βj , µm+i−j+1)(λi
l) �= 0, for all j = 1, . . . ,m. Let

p = min
w=i,...,n+1

{w|αw(λi
l) = 0}

t = min
w=i+m−n,...,m+1

{w|βw(λi
l) = 0}.

Since φi(λi
l) = 0, we have αp−1(λi

l) �= 0 ⇒ βi+m−p+1(λi
l) = 0, and βt−1(λi

l) �= 0 ⇒
αi+m−t+1(λi

l) = 0, which gives p+ t ≤ i+m+ 1.
Furthermore, since αi(λi

l) �= 0 we have p > i and since gcd(βi+m−n, µn+1)(λi
l) =

βi+m−n(λi
l) �= 0, we have t > i + m − n. Also, since βt(λi

l) = 0, we must have
µm+i−t+1(λi

l) �= 0.
Consider the following equivalent form of the matrix T (λi

l) ∈ F(n+m)×(n+m):


diag(α1(λi
l), . . . , αp−1(λi

l)) 0
0 0 0

XC̄(λi
l)

diag(β1(λi
l), . . . , βt−1(λi

l)) 0
0 0


 , (3.11)

where C̄(λi
l) ∈ Fa×n.

Since X = PX0, P ∈ S (see Remark 3.4), the matrix (3.11) becomes


diag(α1(λi
l), . . . , αp−1(λi

l)) 0
0 0 0

P

[
A B
C D

]
diag(β1(λi

l), . . . , βt−1(λi
l)) 0

0 0


 , (3.12)

where

X0C̄(λi
l) =

[
A B
C D

]
∈ F

m×n, A ∈ F
(t−1)×(p−1).

Let [
A′ B′

C′ D′

]
:= P

[
A B
C D

]
, D′ ∈ F

(m−t+1)×(n−p+1).

Since, µm+i−t+1(λi
j) �= 0, we have

rank
[
B
D

]
≥ rank

[
B′

D′

]
= rank

[
A(λi

l)
XC(λi

l)

]
− p+ 1 =
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= rank



µ1(λi

l)
. . .

µn(λi
l)


 − p+ 1 ≥ m+ i− t− p+ 2 (≥ 1).

On the other hand, εXm+i(λ
i
l) �= 0 is equivalent to

rankD′ ≥ m+ i− t− p+ 2. (3.13)

Indeed, this is because the rank of the matrix (3.11) is equal to p+t−2+rankD′.
Since p ≥ i+ 1 and t ≥ i+m− n+ 1, we have

min{m− t+ 1, n− p+ 1} ≥ m+ i− p− t+ 2.

Thus, for a generic matrix X ∈ G, we have that (3.13) is valid, which finishes our
proof.

4. Main result. The following theorem gives our main result:
Theorem 4.1. Let F be an infinite field. Let Ai ∈ Fni×ni , Bi ∈ Fni×mi , i =

1, . . . ,m, Ci ∈ Fpi×ni , i = 1, . . . ,m − 1. There exist matrices Xi ∈ Fmi+1×pi , i =
1, . . . ,m− 1, such that

M =




A1 0 0
. . . 0 B1

B2X1C1 A2 0
. . . 0 0

0 B3X2C2 A3
. . . 0 0

. . . . . . . . . . . . . . .
...

0 0
. . . BmXm−1Cm−1 Am 0




(4.1)

is controllable if and only if:

(Ai, Bi) are controllable for all i = 1, . . . ,m, (4.2)

and

gcd(γi
k1
, µi+1

k2
, . . . , µj−1

kj−i
, αj

kj−i+1
) = 1, 1 ≤ i < j ≤ m, (4.3)

for all indices k1, . . . , kj−i+1 such that

k1 + · · ·+ kj−i+1 ≤ ni + · · ·+ nj + j − i.
Here γi

1| · · · |γi
yi

are the invariant factors of
[
λI −Ai −Bi

−Ci 0

]
, i = 1, . . . ,m− 1, (4.4)

yi is its rank, αi
1| · · · |αi

ni
are the invariant factors of λI − Ai, i = 1, . . . ,m, and

µi
1| · · · |µi

ni
are the invariant factors of[

λI −Ai

−Ci

]
, i = 1, . . . ,m− 1.
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Proof.
Necessity:
From the controllability of (4.1), we have that the pair (A1, B1) is controllable

and (Ai, BiXi−1Ci−1) are controllable for all i = 2, . . . ,m. By applying Lemma 3.2,
we obtain the condition (4.2).

Furthermore, there exist invertible matrices Pi ∈ Fni×ni , such that

PiBi =
[
Ti

0

]
, Ti ∈ F

rank Bi×mi , i = 1, . . . ,m.

Let

PiAiP
−1
i =

[
Ai

1 Ai
2

Ai
3 Ai

4

]
, Ai

1 ∈ F
rank Bi×rank Bi , i = 1, . . . ,m.

Then (Ai
4, A

i
3) is controllable (moreover the controllability of (A

i
4, A

i
3) is equivalent to

the controllability of (Ai, Bi)) and there exist invertible matrices Qi(λ) ∈ F[λ]ni×ni

and Si(λ) ∈ F[λ]ni×ni , i = 1, . . . ,m, such that

Qi(λ)(λI − PiAiP
−1
i )Si(λ) =

[
Ai(λ) 0
0 I

]
,

where Ai(λ) ∈ F[λ]rank Bi×rank Bi , i = 1, . . . ,m. Note that the first rankBi columns of

the matrices Qi(λ), i = 1, . . . ,m are of the form
[
Irank Bi

0

]
. Denote the invariant

factors of Ai(λ) by α′i
1 | · · · |α′i

rank Bi
, then α′i

j := αi
j+ni−rankBi

, j = 1, . . . , rankBi,
i = 1, . . . ,m.

Let

Yi := Ti+1Xi ∈ F
rank Bi+1×pi , i = 1, . . . ,m− 1.

Let P̄i ∈ Fmi×mi be the invertible matrices such that −TiP̄i =
[
Irank Bi 0

]
,

i = 1, . . . ,m. Denote by P = diag (P1, . . . , Pm), Q(λ) = diag (Q1(λ), . . . , Qm(λ)),
P̄ = diag (P−1

1 , . . . , P−1
m , P̄1) and S(λ) = diag (S1(λ), . . . , Sm(λ), I).

Furthermore, let −CiP
−1
i Si(λ) =

[
Ci(λ) C′

i(λ)
]
, Ci(λ) ∈ F[λ]pi×rank Bi , i =

1, . . . ,m− 1.
Now, consider the matrix

M(λ) = Q(λ)P (λ
[
I 0

] −M)P̄ S(λ).
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The matrix M(λ) has the following form
2
666666666666666664

A1(λ) 0 I 0
0 I 0 0

Y1C1(λ) Y1C
′
1(λ) A2(λ) 0

0 0 0 I

Y2C2(λ) Y2C
′
2(λ) A3(λ) 0

0 0 0 I

. . .
. . .

. . .
. . .

Ym−1Cm−1(λ) Ym−1C
′
m−1(λ) Am(λ)

0 0 0 I

3
777777777777777775

.

Thus, the matrix λ
[
I 0

] −M is equivalent to



Y1C1(λ) A2(λ)
Y2C2(λ) A3(λ)

Y3C3(λ) A4(λ)
. . . . . .

Ym−2Cm−2(λ) Am−1(λ)
Ym−1Cm−1(λ) Am(λ)

I



,

(4.5)
where nonmarked entries are equal to zero.

Since the matrix[
Qi(λ)Pi 0

0 I

] [
λI −Ai −Bi

−Ci 0

] [
P−1

i Si(λ) 0
0 P̄i

]

is equal to the following one

 Ai(λ) 0 I 0

0 I 0 0
Ci(λ) C′

i(λ) 0 0


 , i = 1, . . . ,m− 1,

the invariant factors of the matrix Ci(λ), denoted by γ′i1 | · · · |γ′iyi−ni
, satisfy γ′ij :=

γi
j+ni

, j = 1, . . . , yi − ni, i = 1, . . . ,m− 1.
Moreover, if denote by µ′i1 | · · · |µ′irank Bi

the invariant factors of
[
Ai(λ)
Ci(λ)

]
∈ F[λ](rank Bi+pi)×rank Bi , i = 2, . . . ,m− 1,

from

[
Qi(λ)Pi 0

0 I

] [
λI −Ai

−Ci

]
Si(λ) =


 Ai(λ) 0

0 I
Ci(λ) C′

i(λ)


 ,
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they satisfy µ′ij := µi
j+ni−rank Bi

, j = 1, . . . , rankBi, i = 2, . . . ,m− 1.
Now the condition (4.3) becomes

gcd(γ′ik1
, µ′i+1

k2
, . . . , µ′j−1

kj−i
, α′j

kj−i+1
) = 1, 1 ≤ i < j ≤ m, (4.6)

for all k1, . . . , kj−i+1 such that

k1 + · · ·+ kj−i+1 ≤ rankBi+1 + · · ·+ rankBj + j − i.

Since the matrix (4.5) is equivalent to
[
I 0

]
, every submatrix formed by some

of its rows is also equivalent to
[
I 0

]
. Let i and j be such that 1 ≤ i < j ≤ m.

Consider the submatrix

R(λ) =




YiCi(λ) Ai+1(λ)
Yi+1Ci+1(λ) Ai+2(λ)

Yi+2Ci+2(λ) Ai+3(λ)
. . . . . .

Yj−1Cj−1(λ) Aj(λ)



. (4.7)

Let k1, . . . , kj−i+1 be arbitrary indices such that the polynomials γ′ik1
, µ′i+1

k2
, . . . ,

. . . , µ′j−1
kj−i

, α′j
kj−i+1

have a common zero λ0 ∈ F̄. Then, since R(λ) is equivalent to[
I 0

]
, we have

rankR(λ0) = rankBi+1 + · · ·+ rankBj .

On the other hand, from the form of R(λ), we have

rankR(λ0) ≤ rankCi(λ0) +
j−1∑

l=i+1

rank
[
Al(λ0)
Cl(λ0)

]
+ rankAj(λ0) ≤

≤ k1 − 1 +
j−i∑
l=2

(kl − 1) + kj−i+1 − 1 = k1 + · · ·+ kj−i+1 − (j − i+ 1),

as wanted.
Sufficiency:
Since (Ai, Bi) is controllable for every i = 1, . . . ,m, as in the necessity part of the

proof, the matrix (4.1) is equivalent to the matrix (4.5). Thus, it is enough to define
Y1, . . . , Ym−1 over F, such that the matrix (4.5) is equivalent to

[
I 0

]
, when the

condition (4.6) is satisfied.
Further proof goes by induction on m. For m = 2, the condition (4.6) becomes

gcd(γ′1i , α
′2
rank B2+1−i) = 1, for all i = 1, . . . , rankB2,

and so by Lemma 3.3, there exists a matrix Ym−1 ∈ Frank Bm×pm−1 , such that[
Am(λ) Ym−1Cm−1(λ)

]
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is equivalent to
[
Irank Bm 0

]
.

Now suppose that the condition is sufficient for m− 1 and we shall prove that it
is sufficient for m. Consider the matrix[

Am−1(λ) 0
Ym−1Cm−1(λ) Am(λ)

]
. (4.8)

If pm−1 ≤ rankBm, by Lemma 3.5, there exists a matrix Ym−1 such that the
matrix

[
Am(λ) Ym−1Cm−1(λ)

]
is equivalent to

[
Irank Bm 0

]
, and every zero of the polynomial εi+rank Bm is the

zero of the polynomial α′m−1
i or of the polynomial gcd(α′m

j , µ
′m−1
rank Bm+i−j+1), for some

j = 1, . . . , rankBm, where ε1| · · · |εrank Bm+rank Bm−1 are the invariant factors of (4.8).
If pm−1 > rankBm, instead of Am(λ) consider the matrix Ām(λ) := Am(λ) ⊕

Ipm−1−rank Bm . Now, again by Lemma 3.5, there exists a matrix Y ′
m−1 ∈ Fpm−1×pm−1

such that
[
Ām(λ) Y ′

m−1Cm−1(λ)
]

is equivalent to
[
Ipm−1 0

]
. Then define Ym−1 :=

[
Irank Bm 0

]
Y ′

m−1.
In both cases, the matrix (4.8) is equivalent to the matrix

[
A′

m−1(λ) 0
0 Irank Bm

]
, for some A′

m−1(λ) ∈ F[λ]rank Bm−1×rankBm−1 .

Note that the invariant factors of A′
m−1(λ), denoted by ε′1| · · · |ε′rank Bm−1

, satisfy ε′i =
εi+rank Bm , i = 1, . . . , rankBm−1.

Denote the submatrix of (4.5) formed by the rows 1, . . . ,
∑m−1

i=2 rankBi and by
the columns 1, . . . ,

∑m−2
i=1 rankBi, by E. Now, our problem reduces to defining the

matrices Y1, . . . , Ym−2 such that the matrix
[
E

0
A′

m−1(λ)

]

is equivalent to
[
I 0

]
.

In order to apply the induction hypothesis, and thus to finish the proof, we need
to prove the validity of the following condition

gcd(γ′ik1
, µ′i+1

k2
, . . . , µ′m−2

km−i−1
, ε′km−i

) = 1, (4.9)

for every i = 1, . . . ,m− 2 and for all indices k1, . . . , km−i such that

k1 + · · ·+ km−i ≤ rankBi+1 + · · ·+ rankBm−1 +m− i− 1.

Suppose that the condition (4.9) is not valid. Then there exists λ0 ∈ F̄, a common
zero of the polynomials γ′ik1

, µ′ik2
, . . . , µ′m−2

km−i−1
and ε′km−i

for some indices k1, . . . , km−i

satisfying k1 + · · ·+ km−i ≤ rankBi+1 + · · ·+ rankBm−1 +m− i− 1.
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Hence, λ0 is a zero of the polynomial εkm−i+rank Bm . Now, since Ym−1 is de-
fined by Lemma 3.5, λ0 is a zero of the polynomial α′m−1

km−i
or of the polynomial

gcd(µ′m−1
rank Bm+km−i−l+1, α

′m
l ), for some index l ∈ {1, . . . , rankBm}.

If α′m−1
km−i

(λ0) = 0, then

gcd(γ′ik1
, µ′i+1

k2
, . . . , µ′m−2

km−i−1
, α′m−1

km−i
) �= 1

which is a contradiction by (4.6).
If gcd(µ′m−1

rank Bm+km−i−l+1, α
′m
l )(λ0) = 0, then

gcd(γ′ik1
, µ′i+1

k2
, . . . , µ′m−2

km−i−1
, µ′m−1

rank Bm+km−i−l+1, α
′m
l ) �= 1,

which is again a contradiction. Thus, (4.9) is valid, as wanted.

5. Special cases. In this section we study some special cases of the Problem
1.2 over arbitrary fields.

Theorem 5.1. Let F be a field. Let Ai ∈ F
ni×ni , Bi ∈ F

ni×mi , i = 1, . . . ,m,
Ci ∈ Fpi×ni , i = 1, . . . ,m − 1. Let rankBi = 1, i = 1, . . . ,m, and rankCi = 1,
i = 1, . . . ,m− 1. There exist matrices Xi ∈ Fmi+1×pi , i = 1, . . . ,m− 1, such that




A1 0 0
. . . 0 B1

B2X1C1 A2 0
. . . 0 0

0 B3X2C2 A3
. . . 0 0

. . . . . . . . . . . . . . .
...

0 0
. . . BmXm−1Cm−1 Am 0




(5.1)

is controllable, if and only if

(i) (Ai, Bi) is controllable, i = 1, . . . ,m,
(ii) gcd(γi

ni+1, α
j
nj
) = 1, 1 ≤ i < j ≤ m,

where γi
1| · · · |γi

ni+1 are the invariant factors of the matrix
[
λI −Ai −Bi

−Ci 0

]
, (5.2)

i = 1, . . . ,m − 1. Also, αj
nj

is the only nontrivial invariant factor of λI − Aj , j =
1, . . . ,m.

Proof. First, since rankCi = 1, i = 1, . . . ,m−1, there exist invertible matrices
Pi ∈ Fpi×pi such that

C̄i = PiCi =
[
ci
0

]
, where ci ∈ F

1×ni , i = 1, . . . ,m− 1.
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Let

X̄i = XiP
−1
i , i = 1, . . . ,m− 1.

Further on, instead of matrix (5.1), we shall consider the matrix

M =




A1 0 0
. . . 0 B1

B2X̄1C̄1 A2 0
. . . 0 0

0 B3X̄2C̄2 A3
. . . 0 0

. . . . . . . . . . . . . . .
...

0 0
. . . BmX̄m−1C̄m−1 Am 0



. (5.3)

Necessity:
Suppose that there exist matrices X̄1, . . . , X̄m−1 such that the matrix (5.3) is

controllable. Like in Theorem 4.1, we obtain the condition (i). Also, note that the
fact that rank of the matrix (5.2) is equal to ni +1 follows from the controllability of
the pair (Ai, Bi), i = 1, . . . ,m.

Furthermore, we shall consider the matrix λ
[
I 0

] − M . As in Theorem
4.1, matrix λ

[
I 0

] −M is equivalent to the matrix (4.5), and since in this case
rankBi = 1, i = 1, . . . ,m, the matrix (4.5) is of the following form



q1 α2
n2

q2 α3
n3

q3
. . .
. . . . . .

qm−1 αm
nm

I



, (5.4)

where the polynomials αi
ni

are the only nontrivial invariant factors of the matrices
λI − Ai, i = 2, . . . ,m, and the polynomials qi, i = 1, . . . ,m − 1 (see the proof of
Theorem 4.1) are the last nonzero invariant factors of the matrices[

λI −Ai −Bi

−C̄i 0

]
, (5.5)

i.e.

qi = γi
ni+1, i = 1, . . . ,m− 1.

Hence, we have that the matrix

N =




γ1
n1+1 α2

n2

γ2
n2+1 α3

n3

γ3
n3+1

. . .

. . . . . .
γm−1

nm−1+1 αm
nm




(5.6)
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has only trivial invariant factors. Thus, Dm−1 = 1 (Dm−1 is the (m − 1)th determi-
nantal divisor of (5.6), i.e. the greatest common divisor of minors of order m− 1 of
(5.6)). We shall prove that this is equivalent to the condition (ii).

Indeed, since

Dm−1 = gcd(Πm−1,Πm−2, . . . ,Π0),

where

Πi := γ1
n1+1 . . . γ

i
ni+1α

i+2
ni+2

. . . αm
nm
, i = 0, . . . ,m− 1,

we shall prove that:

Dm−1 = 1 ⇔ gcd(γi
ni+1, α

j
nj
) = 1, 1 ≤ i < j ≤ m, i.e.,

Dm−1 �= 1 ⇔ ∃i, j : 1 ≤ i < j ≤ m, such that gcd(γi
ni+1, α

j
nj
) �= 1.

Let Dm−1 �= 1. Let λ0 ∈ F̄ be a common zero of Πm−1, . . . ,Π0. Since Πm−1

is the product only of γi
ni+1’s, at least one of γi

ni+1, i = 1, . . . ,m − 1, must have
λ0 as its zero. Let k := min{i|γi

ni+1(λ0) = 0}, 1 ≤ k ≤ m − 1. Then Πk−1 =
γ1

n1+1 · · · γk−1
nk−1+1α

k+1
nk+1

· · ·αm
nm

. Thus, there exists j > k such that αj
nj
(λ0) = 0.

Then, obviously, gcd(γk
nk+1, α

j
nj
) �= 1, as wanted.

Conversely, suppose that there exist indices i and j such that 1 ≤ i < j ≤ m
and gcd(γi

ni+1, α
j
nj
) �= 1, i.e., ∃λ0 ∈ F̄ such that γi

ni+1(λ0) = 0 and αj
nj
(λ0) = 0.

Then every Πl, l = 0, . . . ,m − 1, has λ0 as its zero. Indeed, if i ≤ l, then since
γi

ni+1(λ0) = 0, we have Πl(λ0) = 0. If i > l, then j > i ≥ l+1 and since αj
nj
(λ0) = 0,

we have Πl(λ0) = 0.
Sufficiency:
Let the conditions (i) and (ii) be valid. Then as in the proof of Theorem 4.1, we

can consider the matrix λ
[
I 0

] −M in the equivalent form (4.5). Define

Yi =
[
1 0 · · · 0

] ∈ F
1×pi , i = 1, . . . ,m− 1.

Then (4.5) becomes
[
N 0
0 I

]
. (5.7)

In the necessity part of the proof, we have proved that the condition (ii) is
equivalent to the fact that the matrix N has all invariant factors equal to 1. Thus,
the matrix (5.7) has all invariant factors equal to 1, as wanted.

In the following theorem, we consider the series connection of the linear systems
Si, i = 1, . . . ,m, in the case when rankBi = ni, i = 2, . . . ,m, and rankCi = ni,
i = 1, . . . ,m− 1.

Theorem 5.2. Let F be a field. Let Ai ∈ Fni×ni , i = 1, . . . ,m, B1 ∈ Fn1×m1 ,
rankB1 = s. Let li ≥ 0, i = 1, . . . ,m − 1. There exist matrices Xi ∈ Fni+1×ni ,
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i = 1, . . . ,m− 1, such that the matrix



A1 0 0
. . . 0 B1

X1 A2 0
. . . 0 0

0 X2 A3
. . . 0 0

. . . . . . . . . . . . . . .
...

0 0
. . . Xm−1 Am 0




(5.8)

is controllable and such that rankXi ≤ li, i = 1, . . . ,m− 1, if and only if

(i) (A1, B1) is controllable
(ii) min{s, li, ni} ≥ max

j=i+1,...,m
{rj}, i = 1, . . . ,m− 1.

Here, by ri we have denoted the number of nontrivial invariant factors of λI − Ai,
i = 1, . . . ,m.

Proof.
Necessity:
Since the matrix (5.8) is controllable, we directly obtain the condition (i). Also,

considering the submatrices of (5.8) formed by its last
∑j

i=1 nm−i+1, j = 1, . . . ,m,
rows, we can apply the result from Theorem 1 in [8] and thus obtain that s ≥
maxj=2,...,m{rj}, and rankXi ≥ maxj=i+1,...,m{rj}, i = 1, . . . ,m − 1. Thus, we
obtain the condition (ii).

Sufficiency:
Let c1 ≥ · · · ≥ cs > 0 be the nonzero controllability indices of the pair (A1, B1).

Let αi
1| · · · |αi

ni
be the invariant factors of λI − Ai, ri of them nontrivial, and let

Di
j = d(αi

ni−j+1), j = 1, . . . , ri, i = 2, . . . ,m. Then the matrix (5.8) is feedback
equivalent to the following one




Ac 0 0
. . . 0 Bc

X ′
1 N(A2) 0

. . . 0 0

0 X ′
2 N(A3)

. . . 0 0
. . . . . . . . . . . . . . .

...

0 0
. . . X ′

m−1 N(Am) 0




(5.9)

where (Ac, Bc) is the Brunovsky canonical form of the pair (A1, B1) and

N(Ai) = C(αi
ni−ri+1)⊕ · · · ⊕ C(αi

ni
),

is the normal form for similarity of the matrix Ai, i = 2, . . . ,m, see, e.g. [5].
Now, our problem is equivalent to the problem of defining matrices X ′

i, i =
1, . . . ,m − 1, such that the matrix (5.9) is controllable, and such that rankX ′

i ≤ li,
i = 1, . . . ,m− 1.
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Let l′i := min{s, l1, . . . , li, ni, ni+1}, i = 1, . . . ,m− 1. We shall define inductively
matrices X ′

i such that rankX
′
i = l

′
i, i = 1, . . . ,m−1. From the condition (ii) we have

li ≥ max{ri+1, . . . , rm}, i = 1, . . . ,m− 1. (5.10)

First we define X ′
1. Let b

1
j =

∑r2
i=j D

2
i , j = 1, . . . , r2. Put r2 units in the matrix

X ′
1 at the positions

(b1j ,
j−1∑
i=1

ci + 1), j = 1, . . . , r2.

Moreover, let b1r2+1, . . . , b
1
l′1
be any l′1 − r2 distinct numbers from the set {1, . . . , n2} \

{b11, . . . , b1r2
}. Then put l′1 − r2 units at the positions

(b1j ,
j−1∑
i=1

ci + 1), j = r2 + 1, . . . , l′1,

while all other entries in X ′
1 we put to be zeros. Obviously rankX ′

1 = l′1.
Inductively, we define matrices X ′

j , j = 2, . . . ,m− 1:
Let bjk =

∑rj+1
i=k D

j+1
i , k = 1, . . . , rj+1. Moreover, let bjrj+1+1, . . . , b

j
l′j
be any

l′j − rj+1 distinct numbers from the set {1, . . . , nj} \ {bj1, . . . , bjrj+1
}. Now, put l′j units

in the matrix X ′
j in the rows bj1, . . . , b

j
l′j
such that they belong to any l′j different

columns among the following ones:

{bj−1
i + 1, i = 2, . . . , l′j−1} ∪ {1},

while all other entries in X ′
j , j = 2, . . . ,m− 1, we put to be zeros.

Such obtained matrix


Ac 0 0
. . . 0 Bc

X ′
1 N(A2) 0

. . . 0 0

0 X ′
2 N(A3)

. . . 0 0
. . . . . . . . . . . . . . .

...

0 0
. . . X ′

m−1 N(Am) 0




(5.11)

is controllable, and rankX ′
i = l

′
i ≤ li, i = 1, . . . ,m− 1, as wanted.

In order to clarify the way of defining the matrices X ′
1, . . . , X

′
m−1 in the previous

theorem we give the following example:
Example 5.3. Let m = 3, n1 = 4, n2 = 5 and n3 = 4. Let l1 = 4, l2 = 2

and s = 2. Let (A1, B1) be a controllable pair of matrices with 2 ≥ 2 as nonzero
controllability indices. Then

(Ac, Bc) =







0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0


 ,




0 0
1 0
0 0
0 1




 .
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Let r2 = 1, and let α be the only nontrivial invariant polynomial of A2, d(α) = 5,
i.e. α = α2

5, while α
2
1 = · · · = α2

4 = 1. Thus,

N(A2) = C(α).

Let r3 = 2, and let β|γ be the nontrivial invariant polynomials of A3, d(β) = 1
and d(γ) = 3, i.e. α3

3 = β and α3
4 = γ, while α

3
1 = α

3
2 = 1. Thus

N(A3) = C(β) ⊕ C(γ).
Then both conditions (i) and (ii) from Theorem 5.2 are satisfied. Now define

matrices X ′
1 and X

′
2 as explained in the theorem:

Since l′1 = 2, c1 = 2 and b11 = D2
1 = d(α) = 5, put a unit in the matrix X ′

1 at
the position (5, 1). Let b12 = 4 (4 ∈ {1, . . . , 5} \ {5}). Then put a unit at the position
(4, 3), and all other entries in the matrix X ′

1 put to be zeros. Thus,

X ′
1 =




0 0 0 0
0 0 0 0
0 0 0 0
0 0 1 0
1 0 0 0


 .

Moreover, since l′2 = 2 and b21 = D3
1 +D3

2 = d(γ)+d(β) = 4, b22 = D3
2 = d(β) = 1,

put units in the matrix X ′
2 on the positions (4, 1) and (1, b

1
2+1) = (1, 5), and all other

entries in the matrix X ′
2 put to be zeros. Hence,

X ′
2 =




0 0 0 0 1
0 0 0 0 0
0 0 0 0 0
1 0 0 0 0


 .

For such defined X ′
1 and X ′

2 the matrix
 Ac 0 0 Bc

X ′
1 C(α) 0 0
0 X ′

2 C(β) ⊕ C(γ) 0


 (5.12)

is controllable and rankX ′
1 = 2 ≤ 4, rankX ′

2 = 2 ≤ 2, as wanted.
As a direct consequence of the previous result we obtain the following theorem:
Theorem 5.4. Let F be a field. Let Ai ∈ Fni×ni , i = 1, . . . ,m, and B1 ∈ Fn1×m1

be such that the pair (A1, B1) is controllable, rankB1 = s. There exist matrices
Xi ∈ Fni+1×ni , i = 1, . . . ,m− 1, such that




A1 0 0
. . . 0 B1

X1 A2 0
. . . 0 0

. . . . . . . . . . . . . . .
...

0 0
. . . Xm−1 Am 0




(5.13)
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is controllable if and only if the following conditions are valid:

(i) s ≥ max{r2, r3, . . . , rm}
(ii) ni ≥ max{ri, . . . , rm}, i = 2, . . . ,m.

Here ri is the number of the nontrivial invariant factors of λI −Ai, i = 2, . . . ,m.
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