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THE SYMMETRIC MINIMAL RANK SOLUTION OF THE MATRIX
EQUATION AX = B AND THE OPTIMAL APPROXIMATION*
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Abstract. By applying the matrix rank method, the set of symmetric matrix solutions with
prescribed rank to the matrix equation AX = B is found. An expression is provided for the optimal
approximation to the set of the minimal rank solutions.
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1. Introduction. We first introduce some notation to be used. Let C™*™ de-
note the set of all n x m complex matrices; R"*™ denote the set of all n x m real
matrices; SR™*™ and ASR™*"™ be the sets of all n x n real symmetric and antisym-
metric matrices respectively; OR™ "™ be the sets of all n x n orthogonal matrices. The
symbols AT, AT A= R(A), N(A) and r(A) stand, respectively, for the transpose,
Moore-Penrose generalized inverse, any generalized inverse, range (column space),
null space and rank of A € R™*™. The symbols E4 and F4 stand for the two projec-
tors B4 =1— AA™ and Fy = I — A~ A induced by A. The matrices I and 0 denote,
respectively, the identity and zero matrices of sizes implied by the context. We use
< A, B >= trace(BT A) to define the inner product of matrices A and B in R"*™.
Then R™ ™ is an inner product Hilbert space. The norm of a matrix generated by the
inner product is the Frobenius norm ||-||, that is, [|A] = /< A, A > = (trace(ATA))z.

Ranks of solutions of linear matrix equations have been considered previously
by several authors. For example, Mitra [1] considered solutions with fixed ranks for
the matrix equations AX = B and AXB = (; Mitra [2] gave common solutions of
minimal rank of the pair of matrix equations AX = C, X B = D; Uhlig [3] gave the
maximal and minimal ranks of solutions of the equation AX = B; Mitra [4] examined
common solutions of minimal rank of the pair of matrix equations A, X1 By = C7 and
A2 X2Bs = Cs. Recently, by applying the matrix rank method, Tian [5] obtained
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the minimal rank among solutions to the matrix equation A = BX + Y C. Theo-
retically speaking, the general solution of a linear matrix equation can be written as
linear matrix expressions involving variant matrices. Hence the maximal and minimal
ranks among the solutions of a linear matrix equation can be determined through the
corresponding linear matrix expressions.

Motivated by the work in [1,3], in this paper, we derive the minimal and maximal
rank among symmetric solutions to the matrix equation AX = B and obtain the
symmetric matrix solution with prescribed rank. In addition, in corresponding min-
imal rank solution set of the equation, an explicit expression for the nearest matrix
to a given matrix in the Frobenius norm is provided.

The problems studied in this paper are described below.

Problem I. Given X € R™™ B € R™ "™ and a positive integer s, find A €
SR™"such that AX = B, and r(A) = s. Moreover, when the solution set S; = {A €
SR™" AX = B} is nonempty, find

m = min r(A4), M = max r(A),
A€S, A€Sy

and determine the symmetric minimal rank solution in Sy, that is Sy, = {A | r(4) =
m,A € Sl}

Problem II. Given A* € R"*", find A € Sy, such that

14" = Al = min [|A" — Al|

The paper is organized as follows. First, in Section 2, we will introduce several
lemmas which will be used in the later sections. Then, in Section 3, applying the
matrix rank method, we will discuss the rank of the general symmetric solution to
the matrix equation AX = B, where X, B are given matrices in R"*"". Based on this,
the symmetric solution set with prescribed ranks to the matrix equation AX = B
will be presented. Lastly, in Section 4, an expression for the optimal approximation
to the set of the minimal rank solution Sy will be provided.

2. Some lemmas. The following lemmas are essential for deriving the solution
to Problem 1.

LEMMA 2.1. [6] Let A, B, C, and D be m x n, m x k, | x n, | X k matrices,
respectively. Then

(2.1) r ( A > =r(A) +1r(C(I — A A)),
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(2.2) r< é g )—r( é >+r( A B )—r(A) +r[Eqg(D—CA B)Fy],

where G = CFy and H = E4B.

LEMMA 2.2. [7] Assume K € R™*"™ Y € RP*™ are full-column rank matrices,
Z € R™*1 is full-row rank matriz. Then

r(K)=r(YK)=r(KZ)=r(YKZ).

LEMMA 2.3. [7] Suppose that L € R™*" satisfies L?> = L. Then

r(L) = trace(L).

LEMMA 2.4. [7]

r(MM™*) = r(M).

LEMMA 2.5. [7] Given S € R™*", and J € RF*™ W € R™" satisfying J*J =
L, WIW = 1I,,, then

(JSWhHt =wstjT.

LEMMA 2.6 (8). Given X,B € R"*™, let the singular value decompositions of
X be

(2.3) X=U < oY > VT = UV

where U = (U1,Us) € OR™™, Uy € R, V = (W, Va) € OR™ ™, Vi € Rk,
k=r(X), ¥ = diag(o1,02, - 0%), 01 > - > o > 0. Then AX = B is solvable in
SR™™ if and only if

(2.4) BV, =0,XTB=BTX,
and its general solution can be expressed as

Ay UFBVMST SWTBTL,
o UQTBVlZ_l A22

) []T7 VAge € SR(n_k)x(n_k).
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3. General expression of the solutions to Problem I. Now consider Prob-
lem 1 and suppose that (2.4) holds. Then the general symmetric solution of the
equation AX = B can be expressed as

A Ap ) T
3.1 A=U U
(8-1) ( Axr Agp

where
Ay =UI'BViS ' e SRPF Ay, = 2~ BTU, € RF*(=F)
and
Aoy = UFBVin~! e R(m—F)xk
satisfy
A = A1T1, Aoy = A1T2, Agg = A2T2-
By Lemma 2.2 and the orthogonality of U, we obtain

(3.2) rW:%Ziﬁ).

Let

A
’I“( AH )—I—T( Ay Aqs )—’I“(All):t.
21

Applying (2.2) to A in (3.2), we have
T(A) =t4+ T[Egl (AQQ — AglA-li_lAlg)FHl],

where G1 = Ao (I — Aj;A11), Hi = (I — A11A77)A12. Thus the minimal and the
maximal ranks of A relative to Ags are, in fact, determined by the term Eg, (Ass —
A1 AT A12) Fiy, . Tt is quite easy to see that

(3.3) mgn r(A4) = Iqulin r[Eq, (Ase — Ap AT A12)F, ] + ¢,
(3.4) max r(A) = max r[Eq, (Ao — Ao AT, Ayo)Fry ] + t.

Since A;; = AT, Ay = AL, we have G; = HI. By Eg, = I — Gle,
Frg, =1- HfrHl, it is easy to verify that Egl = Fg, = Eg,.
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By Lemma 2.2 and BV, =0, A;; = AT}, we have

(3.5) r ( i; ) =r(UTBVE™Y) = r(BV}) = r(B(V1,V2)) = r(BV) = r(B),

(3.6) r(Au A )=r( AL Ap ) =rE&'V'BTU)=r(BW)

=r(B(W1,12)) = r(BV) = r(B),

(3.7) r(Ayr) = (UL B ™Y = (U] BVY) = r(Vi XU B(V1, V%))

=r(X"BV) =r(X"B).

By (3.2), (3.3) and Lemma 1, when r[Egq, (Aas — Aa1 AT A12)Fr, | = 0, r(A) is
minimal. By (3.5), (3.6), (3.7) we know that the minimal rank of symmetric solution
for the matrix equation AX = B is

(3.8) m = 2r(B) —r(XTB).

If the matrix Ay satisfies 7[Eq, (Aga — Ag1 Af; A12)Fi,] = 0, we obtain the ex-
pression of the symmetric minimal rank solution. Let

(3.9) Agy = Ag1 A A1z + N.

where N € SR(F)x(n=k) gatisfies Eq, NFgr, = 0. Then the symmetric minimal
rank solution of the matrix equation AX = B can be expressed as

(3.10) A=BX"T 4+ (BXT(I - XXT) 4+ Uy AUy,

where Ajg is as (3.9).

When r[Eq, (A2 — AglAflAlg)FHl] is maximal, we can obtain the expression
for the symmetric maximal rank solution of the matrix equation AX = B. Since
Eg, = Fy,, and r[Eg, (A2 — A1 A}, A12)Eg,] being maximal is equivalent to r(A)
being maximal, we have

(311) IQSQX T‘[EGl (AQQ — AglAii_lAlg)Egl] = ’I“(Egl).
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Since E¢, is an idempotent matrix, by Lemma 2.3, 2.4, 2.5, we have

r(Eg,) = trace(Eg,) =n —k —r(G1G) =n —k —r(Gy)
=n—k— T(Agl (I — A-l‘_lAll))

g An
=n—k r(A21>+r(A11)

=n—k—r(B)+r(X'B)=n—-r(X)—-r(B)+r(X"B).

By (3.2), (3.4), (3.5), (3.6), (3.7) and Lemma 2.1, we know the maximal rank of
symmetric solution of the matrix equation AX = B is

(3.12) M =n+r(B)—r(X).

Similar to the discussion of the minimal rank solution, the symmetric maximal
rank solution of the matrix equation AX = B can be expressed as
(3.13) A=BX"T 4+ (BXT(I - XXT) 4+ Uy AUy,
where Ags = A1 Af; A1 + N, the arbitrary matrix N € SRM—Fk)x(n—k) gatisfies
r(Eg,NEg,) =n+r(XTB) —r(X) — r(B).

Combining the above, we can immediately obtain the following theorem about

the general solution to Problem 1.

THEOREM 3.1. Given X,B € R"™ "™ and a positive integer s, consider the
singular value decomposition of X in (2.8). Then AX = B has symmetric solution
with rank of s if and only if

(3.14) BXTX =B,X"B=BTX,

(3.15) 2r(B) — r(X'B) < s <n+r(B) —r(X).
Moreover, the general solution can be written as
(3.16) A=BXT 4+ (BXNT(I - XXT) 4 Uy Apu U,

where Uy € R™*=F) UTUy = I,, 1, N(XT) = R(Us), and Agy = Ay Af, A2 + N,
N € SR =FR)x(n=k) gqtisfies r(Eq, NEq,) = s +r(XTB) — 2r(B).

Now we discuss further the expression of the symmetric minimal rank solution of
AX = B and the solution set Syz. From the foregoing analysis, we know that given
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X, B € R"*™  if the singular value decomposition of X is as in (2.3), and AX = B
satisfies (2.4), then the minimal rank of symmetric solution is 2r(B) — (X T B). Also
the symmetric minimal rank solution can expressed as

(3.17) A=BXt 4+ (BXHT(I - XXT) + UyAs1 AT, A1oUT + UsNUT,

where N € SR("=R)x(n=k) satisfies Fg, NEg, = 0.
Next we will discuss (3.17) further.

Equation (31) says A = UlTBVlE_l, Ag = E_l‘/lTBTUQ, Ao = UQTBVlZ_l.
Combining (2.3) and Lemma 2.5, we obtain

(3.18) xt=wxvl, xx*=uUl,
that is,

XXTBXT =, U BLE UL =AW UL = (XXTBX )T =0, Af,UT.

Thus
(3.19) Al =UN(XXTBXT)*U,,
hence

Up Aoy AT AU = UuUS BV UT (XX BX Y TU 'V BTU,US
= - XXNBXTH(XXTBXN)T(BXNHT(I-XX™T).

Substituting the above formula into (3.17), we obtain that the symmetric minimal
rank solution of AX = B can be expressed as

(3.20) A=Ay +UyNUy ,

where Ag = BXt+(BXH)T(I-XXT)+(I-XXT)BXH(XXTBX*H)*(BXH)T(I-
XX7T),and N € SR(=k)x(n—k) gatisfies Eg,NEg, = 0.

Assume the singular value decomposition of G; = A2 (I — Ai”lAn) is

' 0

(3.21) G =P ( 0 0

> QT = PIFQ’{a
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where

P = (P1,P,) € OR"Mxn=h) = pp ¢ RRIXE 9 = (Q1,Q2) € ORMF,

Ql eRkXtv t:r(Gl)a F:diag(alaa%"'at)v Q> 2o > 0.
Then

(3.22) GGy =P Pl', Eg,=1—-PPl =PP/.

Thus from Eg, NEg, = 0, i.e., P,P{ NP,P] = 0, we have

(3.23) N =P P'MP P,
where M € SR("—*)x(n=k) i5 arbitrary.

Substituting (3.23) into (3.20), we can obtain the following theorem.
THEOREM 3.2. Given X,B € R™ ™, assume the singular value decomposition
of X is as in (2.8). If (2.4) is satisfied and the singular value decomposition of G1

is as in (3.21), then the minimal rank of the symmetric solution of AX = B is
2r(B) — r(XTB), and the expression of the symmetric minimal rank solution is

(3.24) A=Ay +U,P, Pl MP PIUT,
where Ag = BX*+(BXH)T(I-XXH)+(I-XX)BX+(XX+BX*)H(BXH)T(I-
XX1), and M € SR™F)>*(=k) s arbitrary.

4. The expression of the solution to Problem II. From (3.24), it is easy
to verify that Sy is a closed convex set. Therefore there exists a unique solution A
to Problem II. Now we give an expression for A.

The symmetric matrix set SR™ ™ is a subspace of R"*". Let (SR™*")' be the
orthogonal complement space of SR™*™. Then for any A* € R™*™, we have

(4.1) A" = Al + A5

where A7 € SR™", Ay € (SR™*")L. Partition the symmetric matrices
UT AU, UTATU

as

A A Ax AX
4.2 UT AU = ( oL o ) UTAU = ( e ) :
4.2) 0 Aoz Aos ! A5 A3
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where Ag; € SRE** and A}, € SR¥**. Then we have the following theorem.

THEOREM 4.1. Given X, B € R™*™  assume the singular value decomposition of
X is as in (2.3). Assume (2.4) is satisfied, the singular value decomposition of Gy is
as in (3.21) and let A* € R™*" be given. Then Problem II has a unique solution A,
which can be written as

(4.3) A= Ay + Uy P PT (A}, — Aga) P PIUT

where Ay = BX*+(BX )T (I—- XX )+ (I- XX V) BX+H(XXTBX )" (BX ) (I-
XX1),and Asy, and Aoy are given by (4.2).

Proof. For any A* € R"*"  we have
(4.4) A" = A7 + A5,
where A} € SR™" A5 € (SR™*™)L.

Utilizing the invariance of Frobenius norm for orthogonal matrices, for A € Sy,
by (3.24), (4.2) and PPl + PP = I, PLPIP,P] = 0, where P,PL, P,PI are
orthogonal projection matrices, we obtain

(4.5) 14" = AIl? = [|AT + A5 — A|* = ||A] — A|* + [ 43]*.

Thus min || A* — A || is equivalent to min || A7 — A |. Also
A€ESH A€ESH

|47 — A1 = ||A] — Ao — Uy P, PTM P, PTUT |

e (O 0 .
= |41~ 4o U<o P1P1TMP1P1T)U

2

2

0 0
_ TA* _ TA _
iU =T AU = { P, PTM P, PT

1% 5)-(h ) )
A5 A3 Aoz Aoa 0 PP'MPPL
143, — Aot I” + 1A%, — Aoa|® + [ A3y — Aosl®

+ |43, — Aoy — PP M P, PT||?

= (|43 — Ao I” + 1475 — Aozl + 143, — Aosll” + || (A3, — Aos) PoPY |
+||(A3y — Aoa) P PF — PLPTM P PY ||

= |47, — Aor|” + A7, — Aoa® + || A3, — Aosl|® + || (A3, — Aoa) PPy
+ || P PE (A3, — Aga) P PT||* + || PLPT (A3, — Ags) PLPT — PLPTMPPT|

2

I
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Hence min || A* — A || is equivalent to
A€Sy

m

(4.6) min | PPl (A5 — Aoa)PL P — PLPI M P P]||.
MESR(n—k)x(n—k)

Obviously, the solution of (4.6) can be written as
(4.7) M = A%, — Aoy + P, PTM PP, VM € SRR)x(n=k)

Substituting (4.7) into (3.24), we get that the unique solution to Problem II can be
expressed as in (4.3). O
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