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BEHAVIOR OF PLANE RELAXATION METHODS AS MULTIGRID
SMOOTHERS ∗

IGNACIO M. LLORENTE† AND N. DUANE MELSON‡

Abstract. This paper contains the first published numerical results and analysis of the behavior of alternating
plane relaxation methods as multigrid smoothers for cell-centered grids. The results are very satisfactory: plane
smoothers work well in general and their performance improves considerably for strong anisotropies in the right
direction because they effectively become exact solvers. In fact, the convergence rate decreases (improves) linearly
with increasing anisotropy strength. The methods compared are plane Jacobi with damping, plane Jacobi with partial
damping, plane Gauss-Seidel, plane zebra Gauss-Seidel, and line Gauss-Seidel. Based on numerical experiments
and local mode analysis, the smoothing factor and cost per cycle of the different methods in the presence of strong
anisotropies for Dirichlet boundary conditions are compared. A four-color Gauss-Seidel method is found to have
the best numerical and architectural properties of the methods considered in the present work. Although alternating
direction plane relaxation schemes are simpler and more robust than other approaches, they are not currently used
in industrial and production codes because they require the solution of a two-dimensional problem for each plane in
each direction. We verify the theoretical predictions of Thole and Trottenberg that an exact solution of each plane is
not necessary; in fact, a single two-dimensional multigrid cycle gives the same result as an exact solution, in much
less execution time. As a result, alternating-plane smoothers are found to be highly efficient multigrid smoothers for
anisotropic elliptic problems.
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1. Introduction and motivation. Multiblock structured grids are often used in fluid
dynamic applications to capture complex geometries and facilitate parallel implementation
without dealing with unstructured grids. Inside each block where high gradients in the so-
lution are present, stretched grids are used to obtain improved discretization accuracy. As a
result, the local discrete operator may contain strong anisotropies from both the coefficients
of the equation and the highly stretched grid.

Standard multigrid techniques are efficient methods for solving many types of partial
differential equations (pde’s) due to their optimal complexity (work linearly proportional to
the number of unknowns), optimal memory requirement, and good parallel efficiency and
scalability in parallel implementations. Although highly efficient multigrid methods have
been developed for a wide class of problems governed by pde’s, they are underutilized in
production and commercial codes. One reason for this is that the high level of efficiency
is not maintained in anisotropic problems; i.e., the convergence rate of standard multigrid
methods degenerates on problems that have anisotropic discrete operators. There is intensive
ongoing research aimed at combining the high efficiency of multigrid with good robustness
so that multigrid becomes more widely used in production and/or commercial codes.

Several methods have been proposed in the multigrid literature to deal with anisotropic
operators. One popular approach is to use semi-coarsening, where the multigrid coarsening
is not applied uniformly to all of the coordinate directions [18, 19, 21, 24]. By coarsening the
grid only in the direction of the anisotropy, the coarse grid correction process can effectively
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approximate and correct the error left by point relaxation.
Another approach for dealing with anisotropic problems is to develop and use multi-

grid block smoothers which can eliminate all high frequency errors in the presence of strong
anisotropies [20, 23]. Other intermediate alternatives that combine implicit point, line or
plane relaxation with partial and/or full coarsening have been presented in the multigrid liter-
ature [16, 5, 4, 28]. A comparison between the alternatives is difficult because there are many
performance parameters involved that result in a great variety of numerical and architectural
properties. We do not find one method always better than the others; rather, we find that
each one can be optimum in certain situations. See ref. [12] for additional information about
robust alternatives to deal with anisotropic discrete operators.

For rectangular global domains, global definitions of lines and/or planes exist that span
the entire domain. Therefore, semicoarsening combined with block smoothing and full coars-
ening combined with alternating-plane smoothing can be applied to deal with anisotropies.
Both alternatives present similar convergence rates for weak anisotropies. However, the
alternating-plane smoothing process becomes an exact solver for strong anisotropies where
the convergence factor tends to zero, as will be shown in this paper.

On the other hand, for the complex multiblock grids that are often used in computational
fluid dynamics (CFD), the union of the subdomains does not result in a logically rectangular
global domain. Therefore, global definitions of lines and/or planes do not exist and semi-
coarsening cannot be readily applied. Plane-implicit smoothers can still be applied but only
within the current block.

The objective of this work is to study the behavior of traditional plane relaxation methods
as smoothers for the multigrid solution using full coarsening of these discrete anisotropic
operators. The model problem under study is the solution of the anisotropic elliptic model
equation on a cell-centered grid, described in section 2, by afull approximation scheme(FAS)
[2, 17, 26], described in section 3. This multigrid method is more involved than the simpler
correction scheme, but can be applied to solve nonlinear equations.

Plane smoothers are considered in the multigrid literature to have poor numerical and
parallel properties because of the expensive and parallel-inefficient solution of a large number
of two-dimensional (2-D) problems. However, we demonstrate in section 4 that an exact
solution of the planes is not needed and that one 2-D multigrid cycle is sufficient, which
considerably reduces the execution time of a three-dimensional (3-D) smoothing sweep. This
is similar to the result shown in [23] by Thole and Trottenberg for vertex-centered grids. Other
authors have also used plane implicit methods as multigrid smoothers with approximated
solutions for the planes; for example, a preconditioned GMRES method is used as the plane
solver in [20] by Oosterlee.

On the other hand, the solution of each plane by a 2-D multigrid cycle involves the solu-
tion of a very large number of tridiagonal systems of equations (in a general case, band struc-
tured with constant bandwidth). This is not a problem in a sequential setting because very
efficient band solvers exist. A single multigrid cycle could also be used as a 1-D solver. How-
ever, in a fine-grain parallel setting, the tridiagonal systems may be distributed across many
processors, which leads to a high volume of interprocessor communication. The improve-
ment of the parallel efficiency of tridiagonal solvers has been a focus of intensive research in
the last few years, see for example [7, 6, 1, 15, 10].

Section 5 presents analytical formulae for the smoothing factors of some plane relax-
ation smoothers with periodic and Dirichlet boundary conditions. The analytical expressions
are verified with several numerical experiments with Dirichlet boundary conditions and cell-
centered grids. The formulae provide an accurate prediction of the numerical results. The
dependence of the convergence rate on the strength of the anisotropy for the model problem
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on vertex-centered grids has been previously studied for the 2-D case, for example by Wes-
seling [26], and observed for the 3-D case with zebra Gauss-Seidel by Thole and Trottenberg
[23].

Section 6 compares the plane smoothers, not considering the convergence rate per cy-
cle but the convergence rate per work unit in order to include the work per cycle and the
architectural properties of the smoothers in the study. The numerical results show that zebra
Gauss-Seidel does not perform as well as expected; in fact, the standard (lexicographic order)
Gauss-Seidel method obtains better convergence rates. This seems to contradict the results
presented by Thole and Trottenberg in ref. [23] and by Yavneh in ref. [27] for vertex-centered
grids. However, the deterioration of the smoothing factor of Gauss-Seidel with odd-even or-
dering on cell-centered grids has been reported previously by Gjesdal [8] for the 2-D case.

Grid stretching is commonly used in CFD grid generation to pack points in regions with
large solution gradients while avoiding an excess of points in more benign regions. Stretching
causes the strength of the anisotropies to be different in each cell. Section 7 studies the
performance of alternating-direction plane methods as robust smoothers for these problems.

2. The model problem. Consider the following anisotropic elliptic partial differential
equation:

a
∂2u(x, y, z)

∂x2
+ b

∂2u(x, y, z)
∂y2

+ c
∂2u(x, y, z)

∂z2
= f(x, y, z).(2.1)

wherea, b, andc are constants. This anisotropic Poisson-like equation is solved on a 3-D
rectangular domainΩ ⊂ <3 with some suitable boundary conditions.

In cell-centered finite volume discretizations, the domainΩ is divided into cells and the
conserved quantities are stored at the centers of these cells. Cell-centered grids have been
widely used in CFD for the finite volume solution of the incompressible and compressible
Navier-Stokes equations. We focus our attention to cell-centered grids because our goal is to
study the behavior of the smoothers in a CFD setting.

The following difference equations (normalized by the z-direction coefficient), involving
algebraic relationships between grid points, are obtained via a discretization of Eq. (2.1) on
a uniform cell-centered computational grid by a finite volume technique:

ε1(ui−1,j,k − 2ui,j,k + ui+1,j,k) +
ε2(ui,j−1,k − 2ui,j,k + ui,j+1,k) +(2.2)

(ui,j,k−1 − 2ui,j,k + ui,j,k+1) = f ′i,j,k

wherei = 1, ..., n1, j = 1, ..., n2, k = 1, ..., n3, ui,j,k andfi,j,k are the respective scaled
discrete approximations tou(x, y, z) andf(x, y, z) on cell(i− 1

2 , j −
1
2 , k −

1
2 ), andε1 and

ε2 are the strengths of the anisotropies determined by the coefficients in Eq. (2.1) and the
mesh ratioshx, hy andhz used in the discretization.

The experimental convergence factors presented in the paper have been obtained for a
homogeneous problem with right-hand sidef(x, y, z) = 0, boundary conditionu(x, y, z) =
0 and starting with a random initial guess.

The structured grids used in the present work allow a relatively easy sequential and par-
allel implementation using, for example, distribution strategies supported by the current ver-
sions of High Performance Fortran (HPF). Furthermore, parallel implementation and cache
memory exploitation is possible due to the regular data structures in the structured grids.

If we consider the relative size of the resulting terms in the three coordinate directions,
we see that there are several possible scenarios for a given cell:
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• all three terms are relatively equal (isotropic with no directions dominant)
• one term is relatively larger than the other two terms (anisotropic with one direction

dominant)
• two terms are relatively larger than the third term (anisotropic with two directions

dominant)

3. Robust multigrid methods. The multigrid technique has many important advan-
tages from the computational point of view. A well designed multigrid method has a com-
putational complexity ofO(N), whereN is the number of equations in the system, to
achieve a numerical solution to the level of truncation error [2, 3, 17, 26]. Moreover, these
multigrid methods offer very good parallel efficiencies and scalability on parallel computers
[11, 13, 14].

In cell-centered coarsening, a coarse grid is typically obtained by taking unions of fine
grid cells. Consequently, by applying cell-centered coarsening, a sequenceΩl for l = 1, 2, ..., L
of increasingly coarser grids is obtained. We used volume weighted summation for the restric-
tion operatorR (steps 3 and 4). Trilinear interpolation in the computational space was used
for the prolongation operatorP (step 7). It is convenient to write (and program) a scheme in
delta form where the scheme is written as a steady-state residual plus a delta or update at any
point previously updated in the given iteration sweep. The advantage of treating a scheme
in delta form is that it is easier to tell what values are ’new’ and ’old’ which makes the code
easier to change and/or debug. The biggest disadvantage of the delta form is that it may be
computationally less efficient.

The following iterative algorithm represents an FAS V(γ1,γ2)-cycle to solve the system
Lu = f whereΩ1 = Ω.

u← FAS(L,u, f ):

step 1: Application ofγ1 sweeps of the smoothing method onL1u1 = f1

RESTRICTION PART

for l = 2 to L

step 2: Computation of residualrl−1 = f l−1 − Ll−1ul−1

step 3: Restriction of residualrl = Rl−1rl−1

step 4: Restriction of current approximationulold = Rl−1ul−1

step 5: Computation of right-hand sidef l = rl + Llulold

step 6: Application ofγ1 sweeps of the smoothing method onLlul = f l

PROLONGATION PART

for l = L-1 to 1

step 7: Correction of current approximationul = ul − P l(ul+1 − ul+1
old )

step 8: Application ofγ2 sweeps of the smoothing method onLlul = f l

Plane-implicit smoothers (steps 6 and 8) require the solution of a large number of 2-D
boundary value problems (Fig. 1). For example, an (x,y)-plane smoother requires the solution
of n3 problems (K = 1, ..., n3) given by

ε1(ui−1,j,K − 2ui,j,K + ui+1,j,K)+
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FIG. 1. Alternating-plane implicit smoother.

ε2(ui,j−1,K − 2ui,j,K + ui,j+1,K)+
(−2ui,j,K) =f2−D

i,j,K

i = 1, ..., n1, j = 1, ..., n2

wheref2−D
i,j,K depends on the relaxation method. The resulting 2-D problems are more favor-

able because the systems may have more diagonal dominance than the original 3-D system.
The 2-D problems can also be solved efficiently by using 2-D FAS cycles (section 4).

Notice that the grids visited in the 2-D coarsening are different from the grids used for
the 3-D multigrid. Therefore, the grid metrics for the grid hierarchy to solve the planes
does not correspond to the grid metrics for the 3-D grid hierarchy. To precompute all the
metrics for the 2-D grid hierarchy would significantly increase the memory requirements of
the multigrid code. In fact, the required memory for a 3-D cycle with a pointwise smoother
grows in proportion to8

7N , but, to precalculate all the metrics of a planewise smoother, it
would grow as4

3N , which is about 52% larger.
Due to the considerable improvement of convergence rate achieved by multigrid meth-

ods, the solution of pde’s is moving fromtime-critical applicationsto accuracy-critical ap-
plications[14]. In these kinds of applications, memory usage is the limiting factor for solving
larger problems. Savings in computing time are just used to solve even larger problems. Con-
sequently, it is important to maintain the memory requirements of pointwise smoothers when
implementing planewise smoothers. Therefore, the present scheme is coded using just one 2-
D multigrid data structure and recomputing each 2-D system of equations every time a plane
is visited. This implementation maintains the memory requirements of the original point-
wise 3-D multigrid cycle, but increases the execution time. However, because the memory
requirements are the same, the performance of the plane smoother can be more accurately
compared with the performance of point and line smoothers. This implementation alternative
also improves the data locality (temporal and spatial) of the algorithm because the same 2-D
multigrid structure is used to solve each plane. The temporal locality is improved because the
2-D data structure fits in cache and the program uses the same data storage addresses when
solving each of the planes. The spatial locality of the data is improved in this implementation
because data are contiguously stored in memory, whereas the use of a global 2-D multigrid
hierarchy to store all planes would present different memory access strides depending on the
orientation of the plane.

4. The inner 2-D multigrid solver. Although plane relaxation is simpler and more ro-
bust than a semicoarsening approach, it has not been widely applied in practical situations
because it requires the solution of a 2-D problem for each plane in each smoothing sweep.
However, an exact solution for the 2-D problems is not needed. We show that an approx-
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imate solution is sufficient and can be obtained by applying just one 2-D multigrid cycle.
This behavior has been also reported by Thole and Trottenberg [23] and by Oosterlee [20] for
vertex-centered grids. Here we study this behaviour in cell-centered grids in a little depth.

Table 4.1 compares the experimental 3-D convergence rates for just one 2-D cycle in each
plane using two cycling strategies (V(1,0) and V(1,1)) and for a 2-D “exact” solver (four 2-D
V(2,1)-cycles). The results are very interesting. Using a single 2-D V(1,1)-cycle, we obtain
essentially the same convergence factors as with the “exact” solver, but with significantly less
computational work.

The amplification factor of a 2-D multigrid cycle can be approximated by the smoothing
analysis of the relaxation scheme. Observe that we require a line relaxation smoother for
the 2-D cycles because there may be an anisotropy in each plane; for example, to solve the
(x,y)-planes we need ay-line smoother whenε1 ≤ ε2 and anx-line smoother otherwise. (For
robustness in the general variable coefficient case, whereε1 ≤ ε2 in part of the plane and
ε1 ≥ ε2 in part of the plane, an alternating line scheme can be used.)

Cycling strategies of the 2-D cycle
ε1 ε2 V(1,0) V(1,1) Exact

1 1 0.45 0.34 0.34
1 102 0.27 0.25 0.25
1 104 1.8× 10−2 1.0× 10−2 1.0× 10−2

1 106 1.9× 10−4 1.0× 10−4 1.0× 10−4

1 108 1.9× 10−6 1.0× 10−6 1.0× 10−6

TABLE 4.1
Computational convergence factors,ρe, of one 3-D V(1,0)-cycle with (x,y)-plane Gauss-Seidel for differentε2

and ε1 = 1 solving the planes with one 2-D V(1,0)-cycle, one 2-D V(1,1)-cycle, and an “exact” solver (four 2-D
V(2,1)-cycles).

The behavior of the approximated smoothing method can be analyzed as a perturbation
of the exact method. Whenγ2−D multigrid cycles with an amplification factor ofρ2−D are
used to solve each plane, the smoothing factor,ρa, of a plane relaxation smoother can be
approximated by

ρa ≈ ρ+ (ρ2−D)γ2−D ,(4.1)

whereρ is the smoothing factor of the plane smoother with an exact 2-D solver.
The smoothing factor of a 2-D line relaxation method is quite similar to its corresponding

3-D plane version (ρ ≈ ρ2−D)[12]. Consequently, if we use the same block relaxation method
in 2-D and 3-D cycles, the 3-D smoothing factor with one 2-D V(1,0)-cycle is given by

ρa ≈ ρ+ (ρ2−D) ≈ 2ρ,

and with one 2-D V(1,1)-cycle it could be approximated by

ρa ≈ ρ+ (ρ2−D)2 ≈ ρ.

Observe that the decrease of the convergence rate for strong anisotropies is also present
in the 2-D smoother becauseε1 remains fixed andε2 increases, so the 2-D problem solved
in each plane is also anisotropic. However, if both anisotropy values are increased together,
the 3-D problem is anisotropic. The 2-D problem does not present an anisotropy, and so the
convergence rate of the 2-D problem remains fixed, becoming the dominant term in (4.1):

ρa ≈ ρ+ (ρ2−D)γ2−D ≈ ργ2−D
2−D .
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Cycling strategies of the 2-D cycle
ε1 ε2 V(1,0) V(1,1) Exact

1 1 0.45 0.34 0.34
102 102 0.31 0.14 0.20
104 104 0.34 0.12 5.0× 10−3

106 106 0.34 0.12 5.1× 10−5

108 108 0.34 0.12 5.1× 10−7

TABLE 4.2
Computational convergence factors,ρe, of one 3-D V(1,0)-cycle with (x,y)-plane Gauss-Seidel for different

ε2 and ε1 solving the planes with one 2-D V(1,0)-cycle, one 2-D V(1,1)-cycle, and an “exact” solver (four 2-D
V(2,1)-cycles).
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FIG. 2. Residual versus work units for 3-D V(2,1)-cycles to solve four anisotropic equations on a 32×32×32
uniform grid with the following five smoothers: point-wise Gauss-Seidel (rhombus), y-line Gauss-Seidel (plus), (x,y)-
plane Gauss-Seidel with “exact” solver (four 2-D V(2,1)-cycles) in each plane (square), (x,y)-plane Gauss-Seidel
with one 2-D V(1,1)-cycle in each plane (little “x”), and (x,y)-plane Gauss-Seidel with one 2-D V(1,0)-cycle in each
plane (triangle). The smoother used in the 2-D cycles is y-line Gauss-Seidel. Each symbol represents a 3-D cycle in
order to compare the complexity of the cycles of different smoothers.

This behavior is illustrated by Table 4.2. These results may suggest that the “exact”
solver outperforms the approximate solver when both anisotropies are strong. However, we
must take into account that one smoothing sweep with the “exact” solver is considerably more
expensive than a smoothing sweep with an approximate solver, and so the overall efficiency
can be better for the approximate method.

Fig. 2 shows the residual versus work units for 3-D V(2,1)-cycles to solve four anisotropic
equations on a 32×32×32 uniform grid with five smoothers:

• point-wise Gauss-Seidel (rhombus)
• y-line Gauss-Seidel (plus)
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• (x,y)-plane Gauss-Seidel with “exact” solver in each plane (square)
• (x,y)-plane Gauss-Seidel with one 2-D V(1,1)-cycle in each plane (little “x”)
• (x,y)-plane Gauss-Seidel with one 2-D V(1,0)-cycle in each plane (triangle)

These results allow a comparison of the performance of the plane approximate solvers
with that of the plane “exact” solvers and with the behaviors of point and line smoothers. The
smoother used in the 2-D cycles to solve the planes isy-line Gauss-Seidel. Each symbol is
drawn at the completion of a 3-D multigrid cycle to compare the computational complexity
of the cycles corresponding to different smoothers. Here a work unit is conservatively defined
as the computer time consumed in a residual computation on the finest grid. The time needed
to perform one pointwise iteration on the finest grid is about two work units.

As indicated in Fig. 2, the approximate plane solution version with one 2-D V(1,1)-cycle
(little “x”) is more efficient than the approximate version with one V(1,0)-cycle (triangle) and
the “exact” version (square). Even when the 2-D problem solved in each plane is isotropic
and the remaining direction is effectively decoupled (a = b = 10000,c = 1), it is not worth
using the “exact” solver because each 3-D cycle consumes too much time. The behavior of
the plane smoother for strong anisotropies is very good. The residual reduction per work
unit or cycle increases as the anisotropy gets stronger. The two graphics at the bottom of the
figure show similar residual reductions per work unit. In fact, whenε2 = 104, the solution is
achieved to the level of truncation error in just two 3-D cycles (about 50 work units).

It is illustrative to study the behavior of point and line Gauss-Seidel for these cases.
Both smoothers exhibit similar performance for the isotropic problem. The work per cycle
is slightly greater in the line version; however, the asymptotic convergence rate of the line
version is 1.42 times lower (better). The plane smoother, on the other hand, exhibits a less
efficient behavior for the isotropic case. The convergence rate of the plane smoother is twice
as slow as that of the point smoother. The plane smoother reduces the error more per multigrid
cycle than the line smoother does, but its operation count is so much higher that it ends up
being slower (for the isotropic case). The computer program used to generate the present
results is not fully optimized. It was coded to deal with many different methods and situations,
so the plane smoothers results may improve some with coding practice.

As was expected, the point smoother gives very poor convergence rates for aniso-tropic
problems. However, the line smoother performance is very fast whenε2 � ε1, as will be
demonstrated in section 5.5. This is because a single direction dominates the solution in this
case.

5. Smoothing factors of plane relaxation methods.Fig. 2 shows an improvement of
the smoothing properties of the plane relaxation methods with increasing anisotropy strength.
After a brief description of the Fourier smoothing analysis, details of this behavior are given.

A simple and convenient tool to study the smoothing properties of a relaxation method
is Fourier smoothing analysis. The results of this analysis give a measure of the quality
of a numerical method. Fourier smoothing analysis does not consider the intergrid transfer
process and the discrepancy between the coarse grid and fine grid discrete approximations
of the operator, so the actual numerical performance can vary slightly from the predicted
performance. To obtain a more accurate prediction, a two-level analysis, which takes into
account the operations and discrepancies between levels, must be applied. Results of Fourier
analysis can be found in the literature; for further examples, see refs. [22, 25, 26] for the 2-D
case and ref. [27] for the 3-D case.

In spite of the fact that Fourier analysis gives the same results for vertex-centered and
cell-centered grids, we have noticed differences between them with zebra plane Gauss-Seidel
in our numerical experiments. We show how the lexicographic order performs significantly
better than the zebra ordering. These differences have also been reported by Gjesdal [8] for



ETNA
Kent State University 
etna@mcs.kent.edu

100 Behavior of plane relaxation methods as multigrid smoothers

the 2-D case. They may be caused by the coarse grid correction and may be reflected in a
two-level analysis.

The methodology and notations followed in this section are similar to those used by
Wesseling [26]. Only the results of the analysis are presented; a more detailed study can
be found in ref. [12]. The finest grid used in the numerical experiments of this section has
32 points in each direction, and all levels in the grid hierarchy are visited during a cycle.
The asymptotic convergence rate monitored in the numerical tests is the asymptotic rate of
reduction of theL2 norm of the residual function per V(1,0)-cycle for the homogeneous
problem.

5.1. The plane Jacobi method with damping.Assumen1 = n2 = n3 = n and
ε1 ≤ ε2, so the optimum value of the damping parameter, for minimizing the smoothing
factor of the (x,y)-plane Jacobi method applied to Eq. (2.2) is given by

ω =
2 + 2ε1
2 + 3ε1

.(5.1)

With this optimum damping parameter, we have

ρ =
2 + ε1
2 + 3ε1

.(5.2)

If ε1 < 1, the optimum smoothing factor tends to 1; for example,ρ = .99 for ε1 = 10−2. ← Is this correct?
Should it be “When
ε1 → 0, the smooth-
ing...

Therefore, in such cases (x,y)-plane relaxation is not a good smoother for our problem and
we should use (x,z)-plane relaxation.

On the other hand, forε1 ≥ 1, the optimum value ofω depends slightly onε1; we have
4
5 ≥ ω ≥

2
3 and 3

5 ≥ ρ ≥
1
3 .

Forω lower than the optimum, the smoothing factor is given by

ρ = 1− ωε1
1 + ε1

,(5.3)

and forω greater than the optimum,

ρ = |1− 2ω|.(5.4)

We exclude from analysis the Fourier modes withθα = 0. To do this, we letϕ = 2π
n

and considern large enough to approximate(1 − cosϕ) by 2π2

n2 . We obtain the following
optimum damping parameter (always consideringε1 ≤ ε2):

ω = 2

(
ε1 + ε2

2π2

n2 + 2π2

n2

1 + ε1 + ε2
2π2

n2

+
2 + ε1

2π2

n2 + ε2
2π2

n2

1 + ε1
2π2

n2 + ε2
2π2

n2

)−1

,(5.5)

and the corresponding smoothing factor:

ρD =

ε1+ε2
2π2

n2 + 2π2

n2

1+ε1+ε2
2π2

n2
− 2+ε1

2π2

n2 +ε2
2π2

n2

1+ε1
2π2

n2 +ε2
2π2

n2

ε1+ε2
2π2

n2 + 2π2

n2

1+ε1+ε2
2π2
n2

+
2+ε1

2π2

n2 +ε2
2π2

n2

1+ε1
2π2
n2 +ε2

2π2
n2

.(5.6)

If n� ε1, ε2, the previous optimum damping and smoothing factors approach Eq. (5.1)
and Eq. (5.2), respectively. Otherwise, the optimum damping parameter (5.5) approaches 1
and the optimum amplification factor (5.6) approaches 0 asO( 1

ε1
) if n � ε1, or asO( 1

ε2
) if
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n � ε2. Therefore, the plane Jacobi method withω = 1 is a very good smoother for strong
anisotropies with Dirichlet boundary conditions. Observe that this result totally contradicts
the result obtained with periodic boundary conditions.

For damping parameters lower than the optimum, the smoothing factor is given by

ρD = 1− ω +
1− 2π2

n2

1 + ε1 + ε2
2π2

n2

ω,

and for a damping greater than the optimum, the smoothing factor is given by

ρD =

∣∣∣∣∣1− ω +
1

1 + ε1
2π2

n2 + ε2
2π2

n2

ω

∣∣∣∣∣ .
ε1 = ε2

ω
ε1 ε2 0.2 0.4 0.6 0.8 1.0

10−8 10−8 0.99 0.99 0.99 0.99 0.98
10−2 10−2 0.98 0.98 0.98 0.98 0.98

1 1 0.90 0.80 0.70 0.59 0.98
102 102 0.80 0.62 0.42 0.23 0.50
104 104 0.80 0.60 0.40 0.20 1.0× 10−2

106 106 0.80 0.60 0.40 0.20 1.0× 10−4

108 108 0.80 0.60 0.40 0.20 1.0× 10−6

ε1 = 1 and variousε2
ω

ε1 ε2 0.2 0.4 0.6 0.8 1.0

1 1 0.90 0.80 0.70 0.59 0.98
1 102 0.81 0.74 0.62 0.50 0.66
1 104 0.80 0.60 0.40 0.20 1.9× 10−2

1 106 0.80 0.60 0.40 0.20 2.0× 10−4

1 108 0.80 0.60 0.40 0.20 2.0× 10−6

ε1 = 10−4 and variousε2
ω

ε1 ε2 0.2 0.4 0.6 0.8 1.0

10−4 10−2 0.99 0.99 0.99 0.99 0.98
10−4 1 0.99 0.99 0.99 0.99 0.98
10−4 102 0.93 0.87 0.80 0.73 0.66
10−4 104 0.80 0.60 0.40 0.20 2.0× 10−2

10−4 106 0.80 0.60 0.40 0.20 2.0× 10−4

10−4 108 0.80 0.60 0.40 0.20 2.0× 10−6

TABLE 5.1
Computational convergence factors,ρe, of one 3-D V(1,0)-cycle with (x,y)-plane Jacobi with damping param-

eterω.

Therefore:
• If n � ε1 andn � ε2, the smoothing factor approaches the periodic case. See, for

example, in Table 5.1, how the results forε1 ≤ 1 andε2 ≤ 1 fully agree with results
for Eq. (5.1) for the optimum damping parameter and with Eq. (5.3) and (5.4) for
the smoothing factor.
• If n� ε1 andn� ε2, the smoothing factor approaches

ρD = 1− ω +O(
1

ε1 + ε2
)ω
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asε1 andε2 become larger. Forε1, ε2 ≥ 102, the top section of Table 5.1 presents
some results that verify the above expression. Note that the smoothing factor falls
linearly with the strength of the anisotropies when the damping parameter is equal
to 1.
• If n� ε1 andn� ε2, the smoothing factor approaches

ρD = 1− ω +O(
1
ε2

)ω

asε2 becomes larger. The middle and lower sections of Table 5.1 give some numer-
ical results that agree with the above expression. Observe that for low values ofε1
(even thoughε1 � 1) the method is a very good smoother ifε2 is large enough.

We conclude that the periodic case can be considered as an asymptotic limit of the Dirich-
let case whenn approaches∞ (n � ε). However, for practical grid sizes, there is a huge
difference between the cases. The Dirichlet case presents very good convergence rates with
anisotropy values for which the periodic case does not converge. The multigrid algorithm
reaches the solution accurate to the truncation error in just a few cycles for a strong value of
just one of the anisotropies.

The behavior of the smoother with Dirichlet boundary conditions is attributed to the fact
that, as the anisotropy grows, the method becomes an exact solver and so the error is reduced
by a factor of1 − ω. The optimum damping parameter depends strongly onε in this case.
One way to avoid this dependency and get good convergence rates for allω is to apply the
damping parameter only to the diagonal component of the method in the explicit direction,
which is the plane Jacobi method with partial damping. In this way the method approaches
an exact solver for strong anisotropies and all damping parameters.

5.2. The plane Jacobi method with partial damping. Assumen1 = n2 = n3 = n
andε1 ≤ ε2, so the smoothing factor of the (x,y)-plane Jacobi method with partial damping
applied to Eq. (2.2) is given by

ρ = max(1− ω, 1
1 + ε1ω

, |1− 2ω|).(5.7)

If ε1 < 1, the optimum smoothing factor approaches 1; for example,ρ = .99 for ε1 =
10−2.

If 1 ≤ ε1 ≤ 3, the optimum damping parameter can be obtained by equating the second
and the third functions in Eq. (5.7). For example, forε1 = 1, the optimum damping parameter
is 0.78 and the optimum smoothing factor is 0.56. Forω lower than 0.78, the smoothing factor
is given by

ρ =
1

1 + ω
,(5.8)

and, for a damping parameter greater than 0.78, it is given by

ρ = |1− 2ω|.(5.9)

On the other hand, ifε1 ≥ 3, the smoothing factor does not depend on the anisotropy and
is given by

ρ = max(1− ω, |1− 2ω|),

and so the optimum smoothing parameter is1
3 , corresponding to a damping of2

3 . Forω lower
than the optimum, the smoothing factor is given by

ρ = 1− ω,(5.10)
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and, for a damping greater than the optimum, it is given by

ρ = |1− 2ω|.(5.11)

ε1 = ε2
ω

ε1 ε2 0.2 0.4 0.6 0.8 0.9 1.0

10−8 10−8 0.99 0.99 0.99 0.99 0.99 0.98
10−2 10−2 0.99 0.99 0.99 0.99 0.99 0.98

1 1 0.81 0.70 0.65 0.55 0.77 0.98
3 3 0.80 0.59 0.41 0.57 0.76 0.95
10 10 0.76 0.56 0.35 0.53 0.71 0.88
102 102 0.66 0.42 0.27 0.33 0.42 0.5
104 104 4.6× 10−2 1.4× 10−2 7.8× 10−3 7.6× 10−3 9.0× 10−3 1.0× 10−2

106 106 5× 10−4 1.7× 10−4 8× 10−5 7.6× 10−5 9.1× 10−5 9.9× 10−5

108 108 5× 10−6 1.7× 10−6 8× 10−7 7.6× 10−7 9.1× 10−7 9.9× 10−7

ε1 = 1 and variousε2
ω

ε1 ε2 0.2 0.4 0.6 0.8 0.9 1.0

1 1 0.81 0.70 0.65 0.55 0.77 0.98
1 10 0.77 0.66 0.58 0.55 0.72 0.92
1 102 0.75 0.61 0.51 0.44 0.53 0.65
1 104 1.0× 10−1 4.7× 10−2 3.2× 10−2 2.4× 10−2 2.1× 10−2 1.9× 10−2

1 106 1.2× 10−3 5.3× 10−4 3.4× 10−4 2.5× 10−4 2.2× 10−4 2.0× 10−4

1 108 1.2× 10−5 5.3× 10−6 3.4× 10−6 2.5× 10−6 2.2× 10−6 2.0× 10−6

ε1 = 10−4 and variousε2
ω

ε1 ε2 0.2 0.4 0.6 0.8 0.9 1.0

10−4 10−2 0.99 0.99 0.99 0.99 0.99 0.98
10−4 1 0.99 0.99 0.99 0.99 0.99 0.98
10−4 10 0.99 0.98 0.97 0.96 0.95 0.98
10−4 102 0.91 0.84 0.77 0.72 0.69 0.66
10−4 104 1.0× 10−1 4.7× 10−2 3.2× 10−2 2.4× 10−2 2.1× 10−2 1.9× 10−2

10−4 106 1.2× 10−3 5.3× 10−4 3.4× 10−4 2.5× 10−4 2.2× 10−4 2.0× 10−4

10−4 108 1.2× 10−5 5.3× 10−6 3.4× 10−6 2.5× 10−6 2.2× 10−6 2.0× 10−6

TABLE 5.2
Computational convergence factors,ρe, of one 3-D V(1,0)-cycle (x,y)-plane Jacobi with partial damping pa-

rameterω.

We exclude from analysis the Fourier modes withθα = 0. Doing so, definingϕ = 2π
n

and considering thatn is large enough, we obtain an expression for the smoothing factor that
coincides with Eq. (5.7) ifn� ε1, ε2.

Otherwise, ifn � ε1, ε2, and always consideringε1 ≤ ε2, the optimum damping factor
remains2

3 with a corresponding optimum smoothing factor

ρD =
1
3

1 + 2
3

2π2

n2 (ε1 + ε2)
.

Note that the previous optimum amplification factor ofO( 1
ε1+ε2

) approaches 0. For damping
parameters lower than the optimum, the smoothing parameter is given by

ρD =
1− ω

1 + ωε1
2π2

n2 + ωε2
2π2

n2

,
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and, for a damping greater than the optimum, the smoothing factor is given by

ρD =

∣∣∣∣∣ 1− 2ω
1 + ωε1

2π2

n2 + ωε2
2π2

n2

∣∣∣∣∣ .
On the other hand, ifε1 is small enough, the optimum smoothing parameter approaches 1

for increasing values ofε2. For damping parameters lower than the optimum, the smoothing
parameter is given by

ρD =
1− ω 2π2

n2

1 + ωε1 + ωε2
2π2

n2

,

and, for a damping greater than the optimum, the smoothing factor is given by

ρD =

∣∣∣∣∣ 1− 2ω
1 + ωε1

2π2

n2 + ωε2
2π2

n2

∣∣∣∣∣ .
Therefore:
• If n� ε1 andn � ε2, the smoothing factor approaches the periodic case. See, for

example, how the analytical expressions obtained for the periodic case (Eqs. (5.8)
and (5.9) forε1 = 1 and (5.10) and (5.11) forε1 = 3) accurately agree with the
numerical results presented in the top section of Table 5.2.
• If n� ε1 andn� ε2, the smoothing factor for a damping lower than the optimum,

2
3 , approaches

ρD =
1− ω

ωO(ε1 + ε2)
,

and, for a damping parameter greater than the optimum, it approaches

ρD =
∣∣∣∣ 1− 2ω
ωO(ε1 + ε2)

∣∣∣∣
asε1 andε2 become larger. The top section of Table 5.2, forε1, ε2 ≥ 102, contains
some results that verify that the smoothing factor falls linearly with the anisotropy
and is a function ofω.
• If n� ε1 andn� ε2, the smoothing factor for a damping parameter lower than the

optimum approaches

ρD =
1

ωO(ε2)

and, for a damping greater than the optimum, it approaches

ρD =
∣∣∣∣ 1− 2ω
ωO(ε2)

∣∣∣∣
asε2 becomes larger. The optimum damping parameter moves from 0.78 to 1. The
middle and lower sections of Table 5.2 give some numerical results that verify the
above expressions. This method is a very good smoother for very low values ofε1
whenε2 is large enough.
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5.3. The plane Gauss-Seidel method.Assumen1 = n2 = n3 = n andε1 ≤ ε2. The
smoothing factor of the (x,y)-plane Gauss-Seidel method is then given by

ρ = max(
1

1 + 2ε1
,

1√
5

).

Therefore, the smoothing factor is1√
5

for ε1 ≥
√

5−1
2 ≈ 0.6 and 1

1+2ε1
for ε1 < 0.6. For

ε1 < 0.6, the smoothing factor approaches 1 so (x,y)-plane relaxation is not a good smoother;
we should use (x,z)-plane relaxation.

ε1 = ε2
ε1 ε2 ρe

10−8 10−8 0.99
10−2 10−2 0.96
0.66 0.66 0.43

1 1 0.34
102 102 0.20
104 104 5.0× 10−3

106 106 5.1× 10−5

108 108 5.1× 10−7

ε1 = 1 and variousε2
ε1 ε2 ρe

1 1 0.34
1 102 0.25
1 104 1.0× 10−2

1 106 1.0× 10−4

1 108 1.0× 10−6

ε1 = 10−4 and variousε2
ε1 ε2 ρe

10−4 10−2 0.99
10−4 1 0.97
10−4 102 0.50
10−4 104 1.0× 10−2

10−4 106 1.0× 10−4

10−4 108 1.0× 10−6

TABLE 5.3
Computational convergence factors,ρe, of one 3-D V(1,0)-cycle with (x,y)-plane Gauss-Seidel.

Excluding from analysis the Fourier modes withθα = 0, we letϕ = 2π
n and, forn large

enough, we find an expression for the smoothing factor that coincides with the periodic case
if n � ε1, ε2. For example, the top section of Table 5.3 shows that the experimental con-
vergence rate whenε = 0.66 is 0.43, which verifies the analytical prediction of the periodic
case: 1√

5
.

Otherwise, the smoothing factor is

ρD =

∣∣∣∣∣∣ 1√
(2 + 2ε1 2π2

n2 + 2ε2 2π2

n2 )2 + 1

∣∣∣∣∣∣
whenn � ε1, ε2. Note that in this case the smoothing factor approaches 0 asO( 1

ε1+ε2
) for

strong anisotropies. This dependence of the smoothing factor on the anisotropy is verified
numerically by the results presented in Table 5.3.
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However, for small values ofε1, the smoothing factor tends to

ρD =
1√

(1 + 2π2

n2 + 2ε1 + 2ε2 2π2

n2 )2 + 2π2

n2

.

If ε1 is small enough,ρD can be approximated by

ρD ≈
1

1 + 2ε2 2π2

n2

,(5.12)

and the smoothing factor decreases asO( 1
ε2

) for increasingε2 values. This behavior is also
exhibited by the numerical experiments presented in the middle and lower sections of Ta-
ble 5.3. Again we find that very good convergence rates can be achieved even though one
anisotropy is lower than 1.

The numerical results show that it does not pay to use successive over-relaxation (SOR)
(ω > 1) or damped Gauss-Seidel (ω < 1) as a smoother.

5.4. The plane zebra Gauss-Seidel method.The analytical study for this case is more
involved because the Fourier modes are not invariant under this method; that is, the zebra
ordering does not preserve the modes. However, the study can be performed considering that
the operation of an iteration on a mode results in a combination of the mode and its harmonics
[26]. In this section, we restrict ourselves to the presentation and discussion of the numerical
results.

In reference [27], Yavneh presents results on zebra Gauss-Seidel in all combinations of
block and point relaxation with full and partial coarsening for periodic boundary conditions.
He indicates that the smoothing factor withr relaxation sweeps for the present case is given
by

ρ = max{( 1
1 + ε1

)2, (
2r− 1

2r
)2[

1
2(2r− 1)

]
1
r }.(5.13)

Cycling strategies of the 3-D cycle
V(1,0) V(0,1) V(2,0) V(0,2) V(1,1) V(2,1) V(1,2)

GS 0.34 0.34 0.14 0.14 0.13 0.08 0.08
ZGS 0.48 0.42 0.20 0.13 0.24 0.17 0.17
4cGS 0.28 0.35 0.14 0.14 0.12 0.10 0.10

TABLE 5.4
Computational convergence factors,ρe, of 3-D cycles for different V-cycle strategies with (x,y)-plane Gauss-

Seidel (GS), (x,y)-plane zebra Gauss-Seidel (ZGS), and (x,y)-plane four-color Gauss-Seidel (4cGS) as smoothers.

The numerical results presented in Table 5.4 diverge considerably from those that we
expected because the lexicographic ordering performs better than the zebra ordering, and the
result for the isotropic case is larger than the 0.25 predicted by Eq. (5.13). Occurring in
cell-centered grids in relation to vertex-centered grids, the translation of the grid points by
a half space step does not affect the Fourier analysis, but it could affect the behavior of the
zebra method in the coarse grid correction, as is shown in ref. [8] for the 2-D case. Based
on the good results with four-color ordering reported in [8] for the 2-D case, we applied this
ordering and obtained more robustness. (See Table 5.4.)

Table 5.5 shows the behavior of the four-color and zebra Gauss-Seidel methods used
as smoothers. The methods have good behavior for strong values of the anisotropy where
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ε1 = ε2
ε1 ε2 ZGS 4cGS

10−8 10−2 0.99 0.99
10−2 10−2 0.96 0.96

1 1 0.48 0.28
102 102 0.15 0.13
104 104 7.2× 10−4 2.2× 10−3

106 106 7.3× 10−7 2.2× 10−5

108 108 9.3× 10−10 2.2× 10−7

ε1 = 1 and variousε2
ε1 ε2 ZGS 4cGS

1 1 0.48 0.28
1 102 0.22 0.16
1 104 2.0× 10−3 4.6× 10−3

1 106 2.0× 10−6 4.9× 10−5

1 108 2.0× 10−9 4.9× 10−7

ε1 = 10−4 and variousε2
ε1 ε2 ZGS 4cGS

10−4 10−2 0.99 0.99
10−4 1 0.97 0.97
10−4 102 0.45 0.46
10−4 104 2.0× 10−3 4.6× 10−3

10−4 106 2.0× 10−6 4.9× 10−5

10−4 108 2.0× 10−9 4.9× 10−7

TABLE 5.5
Computational convergence factors,ρe, of one 3-D V(1,0)-cycle with (x,y)-plane zebra Gauss-Seidel (ZGS),

and (x,y)-plane four-color Gauss-Seidel (4cGS).

the convergence rate ofO( 1
ε1+ε2

) decreases (improves) linearly with the strength of the
anisotropy. The four-color ordering presents convergence rates similar to the lexicographic
ordering and parallelizes easily, so that it is an attractive smoother.

5.5. The line Gauss-Seidel method.We also include line Gauss-Seidel in this analy-
sis because of its good behavior observed for strong anisotropies in a single direction. Its
performance improves considerably with Dirichlet boundary conditions when one of the
anisotropies is stronger than the other (i.e., when one direction dominates). The applica-
tion of Fourier analysis to study the smoothing properties ofy-line Gauss-Seidel as applied to
Eq. (2.2) is very cumbersome; instead, we present numerical results and some explicit formu-
lae for the smoothing factor obtained by studying the behavior of the numerical results. The
formulae are meant to explain the qualitative behavior of the method, and are not necessarily
quantitatively accurate.

If ε1 > 1, the smoothing factor can be approximated by

ρD ≈
ε1

1 + ε1 + ε2
2π2

n2

,

which is equal to 0.5 forε1 = 1 and approaches 1 for large values ofε1; this behavior
is observed in the results on the top section of Table 5.6. Ifε2 � ε1 > 1, the previous
expression can be approximated by

ρD ≈
1

1 + ε2
ε1

2π2

n2

,(5.14)
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ε1 = ε2 ε1 = 1 and variousε2
ε1 ε2 ρe ε1 ε2 ρe

10−8 10−8 0.99 1 1 0.48
10−2 10−2 0.96 1 102 0.31

1 1 0.48 1 104 1.8× 10−2

102 102 0.95 1 106 1.9× 10−4

104 104 0.98 1 108 1.9× 10−6

106 106 0.99
108 108 0.99

ε1 = 102 and variousε2 ε1 = 104 and variousε2
ε1 ε2 ρe ε1 ε2 ρe

102 1 0.96 104 102 0.99
102 102 0.95 104 104 0.98
102 104 0.49 104 106 0.50
102 106 1.0× 10−2 104 108 1.0× 10−2

102 108 1.0× 10−4 104 1010 1.0× 10−4

ε1 = 10−4 and variousε2 ε1 = 10−2 and variousε2
ε1 ε2 ρe ε1 ε2 ρe

10−4 10−2 0.99 10−2 10−2 0.96
10−4 1 0.97 10−2 1 0.95
10−4 102 0.50 10−2 102 0.50
10−4 104 1.0× 10−2 10−2 104 1.0× 10−2

10−4 106 1.0× 10−4 10−2 106 1.0× 10−4

10−4 108 1.0× 10−6 10−2 108 1.0× 10−6

TABLE 5.6
Computational convergence factors,ρe, of one 3-D V(1,0)-cycle with y-line Gauss-Seidel.

and the method presents good convergence rates. (See the second section of Table 5.6.) Eq.
(5.14) shows that the smoothing factor depends on the ratioε2

ε1
. The results presented in the

lower section of Table 5.6 also show this dependence.
On the other hand, ifε1 < 1, the smoothing factor can be approximated by

ρD ≈
1

1 + ε1 + ε2
2π2

n2

,

which approaches 1 for decreasing values ofε1. (See the top section of Table 5.6.) However,
if ε2 � n, the smoothing factor can be approximated by

ρD ≈
1

1 + ε2
2π2

n2

.

In this case, the smoothing factor decreases linearly withε2 and not withε2ε1 . (See the lower
section of Table 5.6.)

The expressions for the periodic case are obtained by lettingn go to∞ in the previous
expressions. As expected, the convergence rate improves linearly withε2 when ε1 = 1.
However, another very important result is that, whenε1 > 1, the convergence rate grows with
ε2
ε1

and, whenε1 < 1, the convergence rate grows withε2. Consequently, when one of the
anisotropies is stronger than the other, only one term dominates, and the line smoother gives
good convergence rates for practical mesh sizes.

6. Comparison of the plane smoothers.In the present section, we consider the con-
vergence rate per work unit to compare the plane smoothers. Fig. 3 shows residual versus
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FIG. 3. Residual versus work units for 3-D V(2,1)-cycles to solve four anisotropic equations on a 32×32×32
uniform grid with the following five (x,y)-plane smoothers: Gauss-Seidel (rhombus), zebra Gauss-Seidel (plus), four-
color Gauss-Seidel (square), Jacobi with damping 0.7 (little “x”), and Jacobi with partial damping 0.7 (triangle).
One 2-D V(1,1)-cycle is used to solve each plane. The smoother used in the 2-D cycles is the y-line version of the
one used in the 3-D cycles.

work units for 3-D V(2,1)-cycles to solve four anisotropic equations on a 32×32×32 uniform
grid with the following five (x,y)-plane smoothers:

• Gauss-Seidel (rhombus)
• zebra Gauss-Seidel (plus)
• four-color Gauss-Seidel (square)
• Jacobi with damping 0.7 (little “x”)
• Jacobi with partial damping 0.7 (triangle)

The best results are consistently obtained with the four-color plane Gauss-Seidel method.
In general, the three Gauss-Seidel plane implicit methods and the Jacobi plane implicit method
with partial damping give similar results with anisotropic equations. Jacobi with damping
performs worse because its smoothing factor does not improve with the anisotropy. How-
ever, four-color Gauss-Seidel performs better in the isotropic case. Regarding the parallel
implementation, zebra Gauss-Seidel, four-color Gauss-Seidel, and Jacobi methods are fully
parallelizable; however, the Jacobi method is likely to give better parallel efficiencies because
of its coarser granularity. On the other hand, for the Jacobi method the improvement of the
convergence rate for strong anisotropies deteriorates slightly for increasing mesh sizes [12].

7. Isotropic coefficient equation on stretched grids.Grid stretching is commonly
used in CFD. Each cell can have different aspect ratios and so the discretization of Eq. (2.1)
is given by the following general discrete operator:
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2a
hxi

(
ui−1,j,k

hxi + hxi−1
− (

ui,j,k
hxi + hxi+1

+
ui,j,k

hxi + hxi−1
) +

ui+1,j,k

hxi + hxi+1
) +

2b
hyj

(
ui,j−1,k

hyj + hyj−1
− (

ui,j,k
hyj + hyj+1

+
1

hyj + hyj−1
) +

ui,j+1,k

hyj + hyj+1
) +(7.1)

2c
hzk

(
ui,j,k−1

hzk + hzk−1
− (

ui,j,k
hzk + hzk+1

+
ui,j,k

hzk + hzk−1
) +

ui,j,k+1

hzk + hzk+1
) =

fi,j,k, i = 1, ..., n1, j = 1, ..., n2, k = 1, ..., n3

where Dirichlet boundary conditions are imposed at the boundaries of the domain. Note
that Eq. (7.1) includes the case with variable coefficients (different values ofa, b, andc in
different parts of the computational domain). Varying grid aspect ratios and values of the
equation coefficients cause the strength of the anisotropies to be different in each cell.

FIG. 4. 32×32×32 uniform grid, 32×32×32 stretched grid along x-direction (stretching ratio 1.5) and
32×32×32 stretched grid along all directions (stretching ratio 1.5).

In the present work, the stretching of the grid in a given direction is determined by the
stretching ratio (quotient between two consecutive space steps). See Fig. 4 for an example.
Note that for exponential stretching in all directions, every cell can have different levels of
anisotropy between the coefficients of the discrete operator. On the other hand, when there is
exponential stretching in only one direction, two coefficients are similar and the third coeffi-
cient, corresponding to the stretching direction, changes in each cell.

Fig. 5 shows the residual versus work unit for 3-D V(1,0)-cycles to solve the isotropic
equation on four 32×32×32 stretched grids with the following five smoothers:

• point-wise Gauss-Seidel (rhombus)
• alternating-line Gauss-Seidel (plus)
• alternating-plane Gauss-Seidel with exact solver in each plane (square)
• alternating-plane Gauss-Seidel with one 2-D V(1,1)-cycle in each plane (little “x”)
• alternating-plane Gauss-Seidel with one 2-D V(1,0)-cycle in each plane (triangle)

The smoother used in the 2-D cycles to solve the planes is alternating-line Gauss-Seidel.
The approximate plane solver with one V(1,0) or V(1,1)-cycle performs better than the

exact solver. Fig. 5 also shows an unexpected behavior of the alternating-line smoother.
This optimal behavior is due to the use of stretching along the three directions that produces
high discrepancies for the local values of the anisotropy in each cell, and therefore the local
dominance of one of the directions. In fact, the numerical results obtained with grids stretched
along just one direction show a poor behavior of the alternating-line smoother.

Fig. 6, on the other hand, shows residual versus work units for 3-D V(1,1)-cycles to solve
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FIG. 5. Residual versus work units for 3-D V(1,0)-cycles to solve the isotropic equation on four 32×32×32
stretched grids with the following five smoothers: point-wise Gauss-Seidel (rhombus), alternating-line Gauss-Seidel
(plus), alternating-plane Gauss-Seidel with exact solver in each plane (square), alternating-plane Gauss-Seidel with
one 2-D V(1,1)-cycle in each plane (little “x”), and alternating-plane Gauss-Seidel with one 2-D V(1,0)-cycle in
each plane (trianle). The smoother used in the 2-D cycles is alternating-line Gauss-Seidel. Each symbol represents
a 3-D cycle in order to compare the complexity with the cycles of different smoothers.

the isotropic equation on four 32×32×32 stretched grids with the following five alternating-
plane smoothers:

• Gauss-Seidel (rhombus)
• zebra Gauss-Seidel (plus)
• four-color Gauss-Seidel (square)
• Jacobi with damping 0.7 (little “x”)
• Jacobi with partial damping 0.7 (triangle)

In this case, the best results are obtained with the lexicographic ordering.

8. Conclusions and future directions.We have shown numerically and analytically the
smoothing factors of traditional plane relaxation methods with Dirichlet boundary conditions.
For the multigrid solution of a discrete elliptic model equation on a cell-centered grid with
strong anisotropies, the smoothing performance of the following relaxation methods have
been investigated:

• plane Jacobi with damping
• plane Jacobi with partial damping
• plane Gauss-Seidel
• plane zebra Gauss-Seidel
• plane four-color Gauss-Seidel
• line Gauss-Seidel

We found that, as expected, as the anisotropy strength grows:
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FIG. 6. Residual versus work units for 3-D V(1,1)-cycles to solve the isotropic equation on four 32×32×32
stretched grids with the following five alternating-plane smoothers: Gauss-Seidel (rhombus), zebra Gauss-Seidel
(plus), four-color Gauss-Seidel (square), Jacobi with damping 0.7 (little “x”) and Jacobi with partial damping 0.7
(triangle). One 2-D V(1,1)-cycle is used to solve each plane. The smoother used in the 2-D cycles is the alternating-
line version of the one used in the 3-D cycles.

1. for periodic boundary conditions, the smoothing factor of a block smoother with full
coarsening approaches the smoothing factor obtained with the point-wise version
with full coarsening for the lower-dimensional problem defined by the coordinates
that are not relaxed in the block, and

2. for Dirichlet boundary conditions, the smoothing factor of a block smoother with
full coarsening approaches an exact solver.

Although line smoothers give very good results when one of the anisotropies is much
larger than the other, they perform poorly when both anisotropies are similar, and hence
cannot be considered for a robust method. All of the plane-implicit schemes studied, except
the plane Jacobi with damping, show a linear decrease of smoothing factor with increasing
anisotropy strength regardless of the relative strengths of the two anisotropies possible in 3-D
problems considered. The good behavior of the plane smoothers deteriorates very slightly
with an increase in the number of cells per side in the grid. Consequently, we believe that
their excellent performance can be maintained for large, practical problems. Moreover, due
to computer memory limitations, the number of cells per side is usually much lower in 3-D
cases than in 1-D or 2-D cases.

The numerical results indicate that zebra Gauss-Seidel does not perform as well as ex-
pected on cell-centered grids. In fact, the lexicographic order Gauss-Seidel obtains better
convergence rates, and the four-color plane Gauss-Seidel becomes an attractive smoother be-
cause of its good convergence rates and parallel properties. The plane Jacobi with partial
damping is also a very good alternative; it performs worse in the isotropic case, but exhibits
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coarser granularity in a parallel setting.
The practical feasibility of plane relaxation as a multigrid smoother has been demon-

strated. The solution of the 2-D boundary-value problem corresponding to each plane can be
approximated with just one 2-D multigrid cycle. The same behavior can be expected if 1-D
multigrid is applied to the solution of the tridiagonal systems of equations involved in the
plane solution. As a result, alternating-plane smoothers are just two times slower than point-
wise smoothers in the isotropic case and are robust multigrid smoothers that are orders-of-
magnitude faster for anisotropic operators. Moreover, plane smoothers are easy to program,
both on sequential and parallel computers.

Because we are interested in the applicability of plane smoothers with multiblock grids,
we will continue to work on block-structured plane smoothers. In particular, we want to
study the behavior of blocked plane smoothers and determine whether the results relating
block size, overlap, and anisotropy strength obtained by Jones and Melson in ref. [9] hold
in the 3-D case and in more complicated pde’s and problem geometries. We believe that the
smoothing performance will not suffer excessive deterioration with domain decomposition.
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