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1 Transient behavior of powers and exponentials of large Toeplitz matrices. Albrecht

Böttcher.

Abstract.

The message of this paper is that powers of large Toeplitz matrices show critical
behavior if and only if the L∞ norm of the symbol is greater than one. Critical
behavior means that the norms of the powers grow exponentially to infinity or that
they run through a critical transient phase before decaying exponentially to zero.
We summarize several known results that are relevant to the problem. Moreover, the
paper contains some new results and illuminates the question from a perspective that
might be new. The paper may serve as an introduction to a few basic phenomena
one encounters in the field.
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42 Transient behavior of powers and exponentials of large Toeplitz matrices. Susanne
C. Brenner.

Abstract.

Discrete Sobolev and Poincaré inequalities are derived for piecewise polynomial
functions on two dimensional domains. These inequalities can be applied to classical
nonconforming finite element methods and discontinuous Galerkin methods.
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49 Efficient preconditioning for sequences of parametric complex symmetric linear
systems. Daniele Bertaccini.

Abstract.

Solution of sequences of complex symmetric linear systems of the form Ajxj = bj ,
j = 0, ..., s, Aj = A + αjEj , A Hermitian, E0, ..., Es complex diagonal matrices
and α0, ..., αs scalar complex parameters arise in a variety of challenging problems.
This is the case of time dependent PDEs; lattice gauge computations in quantum
chromodynamics; the Helmholtz equation; shift-and-invert and Jacobi–Davidson
algorithms for large-scale eigenvalue calculations; problems in control theory and
many others. If A is symmetric and has real entries then Aj is complex symmetric.
The case A Hermitian positive semidefinite, <(αj) ≥ 0 and such that the diagonal
entries of Ej , j = 0, ..., s have nonnegative real part is considered here.
Some strategies based on the update of incomplete factorizations of the matrix A and
A−1 are introduced and analyzed. The numerical solution of sequences of algebraic
linear systems from the discretization of the real and complex Helmholtz equation
and of the diffusion equation in a rectangle illustrate the performance of the proposed
approaches.
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65 On Hermite interpolation in Rd. Boris Shekhtman.

Abstract.

In this article, we deal with the problem of “Minimal Hermite Interpolation.” That
is, given a number k of distinct points in Rd and the values of several derivatives at
this point, we want to find a subspace of minimal dimension, where this interpolation
problem has a solution, independent of the choice of points. In Section 2, we present
some results on such subspaces in the particular cases of two points and some or all
partial derivatives of the first order. In Section 3, we obtain some general upper
bounds on the dimension of interpolation subspaces.
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73 A New Geršgorin-Type Eigenvalue Inclusion Set. Ljiljana Cvetkovic, Vladimir Kos-
tic, and Richard S. Varga.

Abstract.

We give a generalization of a less well-known result of Dashnic and Zusmanovich
from 1970, and show how this generalization compares with related results in this
area.
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81 Some theoretical results derived from polynomial numerical hulls of Jordan blocks.
Anne Greenbaum.

Abstract.

The polynomial numerical hull of degree k for a square matrix A is a set in the
complex plane designed to give useful information about the norms of functions of
the matrix; it is defined as

{z ∈ C : ‖p(A)‖ ≥ |p(z)| for all polynomials p of degree k or less}.

In a previous paper [V. Faber, A. Greenbaum, and D. Marshall, The polynomial
numerical hulls of Jordan blocks and related matrices, Linear Algebra Appl., 374
(2003), pp. 231–246] analytic expressions were derived for the polynomial numer-
ical hulls of Jordan blocks. In this paper, we explore some consequences of these
results. We derive lower bounds on the norms of functions of Jordan blocks and
triangular Toeplitz matrices that approach equalities as the matrix size approaches
infinity. We demonstrate that even for moderate size matrices these bounds give
fairly good estimates of the behavior of matrix powers, the matrix exponential, and
the resolvent norm. We give new estimates of the convergence rate of the GMRES
algorithm applied to a Jordan block. We also derive a new estimate for the field of
values of a general Toeplitz matrix.
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91 Matrix exponentials and inversion of confluent Vandermonde matrices. Uwe Luther
and Karla Rost.

Abstract.

For a given matrix A we compute the matrix exponential etA under the assumption
that the eigenvalues of A are known, but without determining the eigenvectors. The
presented approach exploits the connection between matrix exponentials and con-
fluent Vandermonde matrices V . This approach and the resulting methods are very
simple and can be regarded as an alternative to the Jordan canonical form methods.
The discussed inversion algorithms for V as well as the matrix representation of
V −1 are of independent interest also in many other applications.
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101 Stability and sensitivity of Darboux transformation without parameter. M. Isabel
Bueno and Froilán M. Dopico.

Abstract.

The monic Jacobi matrix is a tridiagonal matrix which contains the parameters of
the three-term recurrence relation satisfied by the sequence of monic polynomials
orthogonal with respect to a measure. Darboux transformation without parameter
changes a monic Jacobi matrix associated with a measure µ into the monic Jacobi
matrix associated with xdµ. This transformation has been used in several numerical
problems as in the computation of Gaussian quadrature rules. In this paper, we ana-
lyze the stability of an algorithm which implements Darboux transformation without
parameter numerically and we also study the sensitivity of the problem. The main re-
sult of the paper is that, although the algorithm for Darboux transformation without
parameter is not backward stable, it is forward stable. This means that the forward
errors are of similar magnitude to those produced by a backward stable algorithm.
Moreover, bounds for the forward errors computable with low cost are presented.
We also apply the results to some classical families of orthogonal polynomials.
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137 On the shifted QR iteration applied to companion matrices. Dario A. Bini,
Francesco Daddi, and Luca Gemignani.

Abstract.

We show that the shifted QR iteration applied to a companion matrix F maintains
the weakly semiseparable structure of F . More precisely, if Ai − αiI = QiRi,
Ai+1 := RiQi + αiI , i = 0, 1, . . ., where A0 = F , then we prove that Qi, Ri

and Ai are semiseparable matrices having semiseparability rank at most 1, 4 and 3,
respectively. This structural property is used to design an algorithm for performing
a single step of the QR iteration in just O(n) flops. The robustness and reliability
of this algorithm is discussed. Applications to approximating polynomial roots are
shown.
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153 Tikhonov regularization with nonnegativity constraint. D. Calvetti, B. Lewis, L.
Reichel, and F. Sgallari .

Abstract.

Many numerical methods for the solution of ill-posed problems are based on
Tikhonov regularization. Recently, Rojas and Steihaug described a barrier method
for computing nonnegative Tikhonov-regularized approximate solutions of linear
discrete ill-posed problems. Their method is based on solving a sequence of param-
eterized eigenvalue problems. This paper describes how the solution of parametrized
eigenvalue problems can be avoided by computing bounds that follow from the con-
nection between the Lanczos process, orthogonal polynomials and Gauss quadra-
ture.
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174 Implicit for local effects and explicit for nonlocal effects is unconditionally stable.
Mihai Anitescu, Faranak Pahlevani, and William J. Layton.

Abstract.

A combination of implicit and explicit timestepping is analyzed for a system of
ODEs motivated by ones arising from spatial discretizations of evolutionary partial
differential equations. Loosely speaking, the method we consider is implicit in local
and stabilizing terms in the underlying PDE and explicit in nonlocal and unstabi-
lizing terms. Unconditional stability and convergence of the numerical scheme are
proved by the energy method and by algebraic techniques. This stability result is
surprising because usually when different methods are combined, the stability prop-
erties of the least stable method plays a determining role in the combination.
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188 A new source of structured singular value decomposition problems. Ana Marco
and José-Javier Martínez.

Abstract.

The computation of the Singular Value Decomposition (SVD) of structured matrices
has become an important line of research in numerical linear algebra. In this work
the problem of inversion in the context of the computation of curve intersections
is considered. Although this problem has usually been dealt with in the field of
exact rational computations and in that case it can be solved by using Gaussian
elimination, when one has to work in finite precision arithmetic the problem leads
to the computation of the SVD of a Sylvester matrix, a different type of structured
matrix widely used in computer algebra. In addition only a small part of the SVD is
needed, which shows the interest of having special algorithms for this situation.
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198 LDU decompositions with L and U well conditioned. J.M. Peña.

Abstract.

We present, for some classes of matrices, LDU -decompositions whose unit triangu-
lar factors L and U are simultaneously very well conditioned. Our examples include
diagonally dominant matrices by rows and columns and their inverses, Stieljes ma-
trices and M -matrices diagonally dominant by rows or columns. We also show a
construction of an accurate computation of the LDU -decomposition for any M -
matrix diagonally dominant by rows or columns, which in turn can be applied to
obtain an accurate singular value decomposition.
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