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ASYMPTOTICS FOR EXTREMAL POLYNOMIALS WITH VARYING MEASURES∗

M. BELLO HERNÁNDEZ† AND J. Mı́NGUEZ CENICEROS ‡

Abstract. In this paper, we give strong asymptotics of extremal polynomials with respect to varying measures
of the form dσn = dσ

|Yn|p
, where σ is a positive measure on a closed analytic Jordan curve C, and {Yn} is a

sequence of polynomials such that for each n, Yn has exactly degree n and all its zeros (αn,i), i = 1, 2, . . ., lie in
the exterior of C.
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1. Introduction. The first person that worked with varying measures was Gonchar in
1978, in [2]. He used them for studying the speed of the best rational approximation on
an interval E ⊂ R of Cauchy transforms with finite positive measures and whose supports
lie in an interval F ⊂ R, with E and F verifying E ∩ F = ∅. The varying measures
have also been used for other works. Gonchar and López-Lagomasino in [3] studied general
results of convergence of multipoint Padé approximants for Cauchy transform. Moreover,
in [5] López-Lagomasino presented the varying orthogonal polynomials in a way that joins
orthogonal polynomials respect to measures with bounded and unbounded support and he
proved results for orthogonal polynomials respect to measures with unbounded support using
orthogonal polynomials respect to varying measures on |z| = 1. In [6] he gave a Szegő
theorem for polynomials orthogonal with respect to varying measures. We want to extend
this result for Lp-extremal polynomials with respect to varying measures on closed analytic
Jordan curves C. This main theorem will be given in this section and proved in Section 3. In
Section 2 we set some auxiliary results for proving the main theorem. Finally, in Section 4
we give a theorem of density. We begin by introducing some notations.
Let C be a closed analytic Jordan curve with length l in the z-plane in whose interior α lies.
Let σ(s) be a positive measure on [0, l]. We denote by Lp(C, σ) the space of measurable and
complex functions on C, such that

‖f‖p,σ =

{

1

2π

∫

C

|f(ζ)|pdσ(s)

}1/p

<∞, ζ = ζ(s),

with ζ = ζ(s) a parametrization of C. When C = {z : |z| = 1}, as usual, we write Lp(σ).
Let B denote the interior of C. Let

x = ϕ(z) = α+ z + b2z
2 + · · · , |z| < 1, α ∈ B

be the conformal transform which maps D = {z : |z| < 1} onto B, such that α = ϕ(0)
and ϕ′(0) > 0. From Caratheodory theorem ϕ can be continuously extended to a function
which is an one-to-one mapping from {|z| = 1} onto C. Let z = γ(x) denote the inverse
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function of ϕ. Then the measure σ induces an image measure µ on |z| = 1 by µ(E) =
σ(ζ−1(γ−1(E))) = σ((γ ◦ ζ)−1(E)), thus.

σ′(s)|dζ| = σ′(s)|ϕ′(eiθ)|dθ = µ′(θ)dθ,

with σ′ and µ′ absolutely continuous parts of σ and µ, respectively.
Let K be the unbounded component of the complement of C and z = φ(x) a function which
maps K onto E = {z : |z| > 1} so that the points at infinity correspond to each other and
φ′(∞) > 0. Let CR denote generically the curve |φ(x)| = R > 1 in K.

We define the varying measure

dσn =
dσ

|Yn|p
,(1.1)

where {Yn}, n ∈ N is a sequence of polynomials such that for each n, Yn has exactly degree
n, all its zeros (αn,i), i = 1, 2, . . ., lie in the unbounded component of the complement of a
CA, A > 1, and Yn(α) = 1.

We want to study the asymptotic behavior of polynomials that solve the next extremal prob-
lem

ρn,p = inf
Qn(α)=1

‖Qn‖p,σn
= inf

Qn(α)=1

{

1

2π

∫

C

∣

∣

∣

∣

Qn(ζ)

Yn(ζ)

∣

∣

∣

∣

p

dσ(s)

}1/p

.(1.2)

We denote by {Pn,p} a sequence of the extremal polynomials, i. e.,

‖Pn,p‖p,σn
= min

Qn(α)=1
‖Qn‖p,σn

.(1.3)

Hp(C, σ) is defined as the Lp(C, σ) closure of the polynomials in the variable ζ ∈ C.
Lp

s(C, σ) = {f ∈ Lp(C, σ) : f = 0, σ′ − a.e.} and Lp
a(C, σ) = {f ∈ Lp(C, σ) : f =

0, σs − a.e.}, with σs the singular part of σ. Similarly, we define Hp
s (C, σ) and Hp

a(C, σ).
Furthermore, we denote by Hp the classical Hardy space in {|z| < 1} and Hp(µ) the Lp(µ)
closure of the polynomials in eiθ.

We suppose that σ satisfies the Szegő condition, i. e.,
∫

C

logσ′(s)|γ′(ζ)||dζ| > −∞ and this

is the same as, logµ′ ∈ L1. We denote by Dp(µ, z) the Szegő function

Dp(µ, z) = exp

{

1

2pπ

∫ 2π

0

ζ + z

ζ − z
logµ′(θ)dθ

}

, ζ = eiθ, z ∈ D

and

∆p(σ, x) = Dp(µ, γ(x)).(1.4)

The function ∆p(σ, x) satisfies the following properties:
1) ∆p(σ, x) is regular in B, more precisely, ∆p(σ, x) ∈ Hp(C, σ).
2) ∆p(σ, x) 6= 0 in B, and ∆p(σ, α) = Dp(µ, 0) > 0,
3) |γ′(ζ)||∆p(σ, ζ)|p = σ′(s) almost everywhere in C, with ζ ∈ C.
The main result of this paper that will be proved in Section 3 is the following theorem:

THEOREM 1.1. For 0 < p <∞, the following statements are equivalent
i) σ satisfies the Szegő condition.
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ii) The next limit exists and is positive

lim
n→∞

ρn,p > 0.(1.5)

iii) There exists a function S(x) regular in B with S(α) = 1 and ‖S‖p,σ <∞, such that

lim
n→∞

∥

∥

∥

∥

Pn,p(x)

Yn(x)
− S(x)

∥

∥

∥

∥

p,σ

= 0.(1.6)

iv) There exists a function T (x) regular in B such that

lim
n→∞

Pn,p(x)
Yn(x)

∥

∥

∥

Pn,p

Yn

∥

∥

∥

p,σ

= T (x)(1.7)

holds uniformly on each compact subset of B.

Moreover, if i) holds lim
n→∞

ρn,p = ∆p(σ, α), S(x) =
∆p(σ, α)

∆p(σ, x)
, and T (x) =

1

∆p(σ, x)
.

2. Auxiliary Results. Before we can prove the theorems in the following sections, we
need to establish several auxiliary results.
Let F be a closed limited point set and let f(x) be a function continuous on F . Let Fn be the
set of functions of form

πn(x) =
bn,0x

n + bn,1x
n−1 + · · · + bn,n

(x − αn,1)(x− αn,2) · · · (x− αn,n)
.(2.1)

Pick rn(f) ∈ Fn such that it is the best approximation to f(x) on F in the sense of Tcheby-
cheff, i. e.

‖f − rn(f)‖ = min{‖f − πn‖ : πn ∈ Fn}

with ‖ · ‖ the supremun norm on F .
THEOREM 2.1. (see [8], p. 253). Let C be a closed analytic Jordan curve and let the

points {αn,k, k = 1, 2, . . . , n; n = 0, 1, 2, . . .} be given with no limit points interior to CA.
Let f(x) be analytic on and within CT , then there exists a sequence rn(x) of functions of form
(2.1) such that

lim
n→∞

rn(x) = f(x), uniformly for x on each closed subset of CR,

where R =
A2T + T + 2A

2AT +A2 + 1
.

The Keldysh theorem is another auxiliary theorem to prove Theorem 1.1. This theorem can
be seen in [4]. Before introducing it we need the next result which can be found in [1].
If f ∈ Hp(µ), then there exist unique functions f̃ , fs such that

f = Kpf̃ + fs, f̃ ∈ Hp, and fs ∈ Lp
s(µ),(2.2)

with

Kp(µ, z) =

{

Dp(µ,0)
Dp(µ,z) , if z ∈ (Sa ∪ {z : |z| < 1}) ,

0, if z ∈ Ss,
(2.3)
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where Sa and Ss are a disjoint decomposition of the unit circle such that µ′ and µs live on
these sets respectively

THEOREM 2.2. Assume that µ satisfies the Szegő condition and {fn} ⊂ Hp(µ), 0 <

p <∞, such that
i) lim

n→∞

f̃n(0) = 1;

ii) lim
n→∞

‖fn‖p,µ = Dp(µ, 0).

Then
a) lim

n→∞

f̃n(z) = 1 holds uniformly on each compact subset of D.

b) lim
n→∞

‖fn −Kp(µ, z)‖p,µ = 0.

An extension of this theorem is given in [1].

3. Proof of Theorem 1.1. Before proving Theorem 1.1, we are going to prove an inter-
mediate result.

THEOREM 3.1. For 0 < p <∞

lim
n→∞

∥

∥

∥

∥

Pn,p

Yn

∥

∥

∥

∥

p,σ

= ∆p(σ, α).

where 0 replaces ∆p(σ, α) if σ does not satisfy the Szegő condition.
Proof. Let µ be the image measure of σ on |z| = 1 by γ ◦ ζ. From Szegő, [7] p. 297, we

know that if Tn,2(z), are the extremal polynomials such that

‖Tn,2‖2,µ = min{‖Qn‖2,µ : Qn monic of degree n},

then

lim
n→∞

‖Tn,2‖
2
2,µ = lim

n→∞

‖T ∗

n,2‖
2
2,µ = D2(µ, 0)2,(3.1)

with D2(µ, 0) = 0 if logµ′(θ) is not integrable and T ∗

n,2(z) = znT̄n,2(
1

z̄
). Let δn(x) =

(T ∗

n,2(γ(x)))
2/p which is analytic in B since the zeros of T ∗

n,2 lie in {|z| > 1}, then from

Theorem 2.1, there exists a sequence
{

Rmn

Ymn

}

such that

lim
n→∞

sup
ζ∈C

∣

∣

∣

∣

Rmn
(ζ)

Ymn
(ζ)

− δn(ζ)

∣

∣

∣

∣

= 0,

and the convergence is uniform in B. In particular, there is convergence in x = α and as
δn(α) = (T ∗

n,2(0))2/p = 1 = Ymn
(α) we have limn→∞Rmn

(α) = 1. Hence

lim
n→∞

1

2π

∫

C

∣

∣

∣

∣

Rmn
(ζ)

Ymn
(ζ)

∣

∣

∣

∣

p

dσ(s) = lim
n→∞

1

2π

∫

C

|δn(ζ)|pdσ(s) =

lim
n→∞

1

2π

∫ 2π

0

|T ∗

n,2(e
iθ)|2dµ(θ) = D2(µ, 0)2 = Dp(µ, 0)p,

therefore

lim sup
n→∞

∥

∥

∥

∥

Pn,p

Yn

∥

∥

∥

∥

p,σ

≤ Dp(µ, γ(α)) = ∆p(σ, α).(3.2)



ETNA
Kent State University 
etna@mcs.kent.edu

M. Bello Hernández and J. Mínguez Ceniceros 33

On the other hand, using Jensen inequality

1

2π

∫

C

∣

∣

∣

∣

Pn,p(ζ)

Yn(ζ)

∣

∣

∣

∣

p

dσ(s) =
1

2π

∫ 2π

0

∣

∣

∣

∣

Pn,p(ϕ(eiθ))

Yn(ϕ(eiθ))

∣

∣

∣

∣

p

dµ(θ) ≥

1

2π

∫ 2π

0

∣

∣

∣

∣

Pn,p(ϕ(eiθ))

Yn(ϕ(eiθ))

∣

∣

∣

∣

p

µ′(θ)dθ ≥

exp

{

1

2π

∫ 2π

0

log

∣

∣

∣

∣

Pn,p(ϕ(eiθ))

Yn(ϕ(eiθ))

∣

∣

∣

∣

p

dθ

}

exp

{

1

2π

∫ 2π

0

logµ′(θ)dθ

}

≥

∣

∣

∣

∣

Pn,p(ϕ(0))

Yn(ϕ(0))

∣

∣

∣

∣

p

Dp(µ, 0)p = Dp(µ, 0)p.

Hence, with this and (3.2) we obtain

lim
n→∞

∥

∥

∥

∥

Pn,p

Yn

∥

∥

∥

∥

p,σ

= Dp(µ, γ(α)).

Proof of Theorem 1.1:
Proof. i) ⇔ ii). It is done in Theorem 3.1.

i) ⇒ iii). We consider the function

hn(z) =
Pn,p(ϕ(z))Dp(µ, z)

Yn(ϕ(z))Dp(µ, 0)
,(3.3)

that is regular in D and hn(0) = 1. From i) ⇐⇒ ii) and |Dp(µ, e
iθ)|p = µ′(θ), we have

lim
n→∞

{

1

2π

∫ 2π

0

|hn(eiθ)|pdθ

}

= 1,(3.4)

then, applying Theorem 2.2

lim
n→∞

{

1

2π

∫ 2π

0

|hn(eiθ) − 1|pdθ

}

= 0,

hence

lim
n→∞

{

1

2π

∫ 2π

0

∣

∣

∣

∣

Pn,p(ϕ(eiθ))Dp(µ, e
iθ)

Yn(ϕ(eiθ))Dp(µ, 0)
− 1

∣

∣

∣

∣

p

dθ

}

= 0

and then

lim
n→∞

{

1

2π

∫ 2π

0

∣

∣

∣

∣

Pn,p(ϕ(eiθ))

Yn(ϕ(eiθ))
−

Dp(µ, 0)

Dp(µ, eiθ)

∣

∣

∣

∣

p

µ′(θ)dθ

}

= 0.

Therefore, using (3.4) and Theorem 3.1, we have

lim
n→∞

{

1

2π

∫ 2π

0

∣

∣

∣

∣

Pn,p(ϕ(eiθ))

Yn(ϕ(eiθ))
−

Dp(µ, 0)

Dp(µ, eiθ)

∣

∣

∣

∣

p

dµ(θ)

}

= 0,
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and this is the same as iii), where S(x) =
∆p(σ, α)

∆p(σ, x)
.

iii) ⇒ i). It follows from the relation

lim inf
n→∞

∥

∥

∥

∥

Pn,p

Yn
− ψ

∥

∥

∥

∥

p

= 0,(3.5)

where ψ(ζ) is such that ‖ψ‖p 6= 0.
In fact, from (3.5) it follows that there exists a subsequence {nν} such that

lim
ν→∞

∥

∥

∥

∥

Pnν ,p

Ynν

− ψ

∥

∥

∥

∥

p

= 0.

If i) does not hold, from ii)

lim
ν→∞

∥

∥

∥

∥

Pnν ,p

Ynν

∥

∥

∥

∥

p

= 0,

and we obtain ‖ψ‖p = 0, that it is a contradiction.
iii) ⇒ iv). The sequence of functions {hn} as in (3.3) satisfies the hypothesis of Theorem
2.2, hence lim

n→∞

hn(z) = 1, holds uniformly on each compact subset of B. Now, since i) is

equivalent to iii), from Theorem 3.1 we have

lim
n→∞

Pn,p(x)
Yn(x)

∥

∥

∥

Pn,p(x)
Yn(x)

∥

∥

∥

p

=
1

Dp(µ, γ(x))
.

iv) ⇒ i). From iv) and Theorem 3.1 we have

lim
n→∞

Pn,p(α)
Yn(α)

∥

∥

∥

Pn,p(x)
Yn(x)

∥

∥

∥

p

= T (α) =
1

∆p(σ, α)
<∞,

but this is true if and only if i) holds.

4. Density Theorem. In this section we give a density theorem that may be seen as an
“application” of the main theorem.

We introduce the notation: Rn,k = {
h

Yn
: degree h ≤ n− k}.

THEOREM 4.1. Let σa be a measure inC absolutely continuous with respect to Lebesgue
measure, and that satisfies the Szegő condition, then the following statements are equivalent:
i) For each j ∈ Z+

lim
n→∞

∥

∥

∥

∥

Pn,n−j,p

Yn

∥

∥

∥

∥

p,σa

= ∆p(σa, α),

where Pn,n−j,p denotes an extremal polynomial, with Pn,n−j,p(α) = 1, i.e.

∥

∥

∥

∥

Pn,n−j,p

Yn

∥

∥

∥

∥

p,σa

= min

{

∥

∥

∥

∥

Qn−j

Yn

∥

∥

∥

∥

p,σa

: Qn−j ∈ Πn−j , Qn−j(α) = 1

}

.
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ii) For each k ∈ Z+, Rn,k is dense in Hp(σa).
Proof.

ii) =⇒ i) Here we use the same technique as in the proof of Theorem 3.1. From Szegő, [7],
we know that the result is true for Tn−k,2, then

lim
n→∞

‖T ∗

n−k,2‖2 = D2(µ, 0)2.

Let δn−k(x) = (T ∗

n−k,2(γ(x)))
2/p which is analytic in B since the zeros of T ∗

n−k,2

lie in {|z| > 1}, then from ii) there exists a sequence of polynomials {Rmn−k} of
degree mn − k such that

lim sup
ζ∈C

∣

∣

∣

∣

Rmn−k(ζ)

Ymn
(ζ)

− δn−k(ζ)

∣

∣

∣

∣

= 0

and the convergence is uniform in B. Then
a) lim

n→∞

Rmn−k(α) = 1;

b) lim
n→∞

∥

∥

∥

∥

Rmn−k

Ymn

∥

∥

∥

∥

p

p,σa

= ∆p(σa, α)p.

Given Λ ⊂ N an index sequence, from ii) we observe that the sequence {mn} can
be chosen in Λ, so i) follows from a) and b).

i) =⇒ ii). Set i, j ∈ Z+, using i) and Theorem 2.2 we have

Pn,n−(i+j),p(ζ)

Yn(ζ)
−→

∆p(σa, α)

∆p(σa, ζ)
,

in Lp(C, σa), thus

ζiPn,n−(i+j),p(ζ)

Yn(ζ)
−→ ζi ∆p(σa, α)

∆p(σa, ζ)

inHp(C, σa). Because ofHp(C, σa) = Hp(C) · ∆p(σa,α)
∆p(σa,·) andHp(C) is the closure

of the polynomials in Lp(C), Rn,j satisfies ii).
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