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Abstract. This paper analyzes the cache efficiency of two high-performance sparse Cholesky factorization
algorithms: the multifrontal algorithm and the left-looking algorithm. These two are essentially the only two al-
gorithms that are used in current codes; generalizations ofthese algorithms are used in general-symmetric and
general-unsymmetric sparse triangular factorization codes. Our theoretical analysis shows that while both algo-
rithms sometimes enjoy a high level of data reuse in the cache, they are incomparable: there are matrices on which
one is cache efficient and the other is not, and vice versa. Thetheoretical analysis is backed up by detailed experi-
mental evidence, which shows that our theoretical analysesdo predict cache-miss rates and performance in practice,
even though the theory uses a fairly simple cache model. We also show, experimentally, that on matrices arising from
finite-element structural analysis, the left-looking algorithm consistently outperforms the multifrontal algorithm. Di-
rect cache-miss measurements indicate that the differencein performance is largely due to differences in the number
of level-2 cache misses that the two algorithms generate. Finally, we also show that there are matrices where the
multifrontal algorithm may require significantly more memory than the left-looking algorithm. On the other hand,
the left-looking algorithm never uses more memory than the multifrontal one.
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