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1 Separable least squares, variable projection, and thes@dawton algorithm.
M. R. Osborne
Abstract.

A regression problem is separable if the model can be repiesas a linear com-
bination of functions which have a nonlinear parametriceshefence. The Gauss-
Newton algorithm is a method for minimizing the residual sohsquares in such
problems. It is known to be effective both when residuals small, and when
measurement errors are additive and the data set is largelaide data set result
that the iteration asymptotes to a second order rate as theselasize becomes un-
bounded is sketched here. Variable projection is a teclnigmoduced by Golub
and Pereyra for reducing the separable estimation proldesnd of minimizing a
sum of squares in the nonlinear parameters only. The apiplicaf Gauss-Newton
to minimize this sum of squares (the RGN algorithm) is knowibé effective in
small residual problems. The main result presented ishiesRGN algorithm shares
the good convergence rate behaviour of the Gauss-Newtonithign on large data
sets even though the errors are no longer additive. A motiditaf the RGN al-
gorithm due to Kaufman, which aims to reduce its computatiaost, is shown to
produce iterates which are almost identical to those of thesS-Newton algorithm
on the original problem. Aspects of the question of whicloatym is preferable
are discussed briefly, and an example is used to illustrat@thortance of the large
data set behaviour.
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16 Decay bounds an@(n) algorithms for approximating functions of sparse masice
Michele Benzi and Nader Razauk

Abstract.

We establish decay bounds for the entrieg @), whereA is a sparse (in particular,
banded)» x n diagonalizable matrix and is smooth on a subset of the complex
plane containing the spectrum af Combined with techniques from approximation
theory, the bounds are used to compute sparse (or bandedxapations tof (A),
resulting in algorithms that under appropriate conditibage linear complexity in
the matrix dimension. Applications to various types of peofts are discussed and
illustrated by numerical examples.
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Key Words.
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Convergence theory for inexact inverse iteration applieithé generalised nonsym-
metric eigenproblemMelina A. Freitag and Alastair Spence

Abstract.

In this paper we consider the computation of a finite eigarezahd corresponding
right eigenvector of a large sparse generalised eigenpmoAlk = A\Mx using in-
exact inverse iteration. Our convergence theory is quiteegd and requires few
assumptions oA andM. In particular, there is no need ftv to be symmetric
positive definite or even nonsingular. The theory includethbixed and variable
shift strategies, and the bounds obtained are improvemertteose currently in the
literature. In addition, the analysis developed here islisgrovide a convergence
theory for a version of inexact simplified Jacobi-DavidsBaveral numerical exam-
ples are presented to illustrate the theory: includingiappbns in nuclear reactor
stability, withIM singular and nonsymmetric, the linearised Navier-Stogestons
and the bounded finline dielectric waveguide.
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The structured distance to normality of an irreducible re@liagonal matrix.
S. Noschese, L. Pasquini, and L. Reichel

Abstract.

The problem of computing the distance in the Frobenius ndtria given real ir-
reducible tridiagonal matrig” to the algebraic variety of real normal irreducible
tridiagonal matrices is solved. Simple formulas for conmpyithe distance and a
normal tridiagonal matrix at this distance are presenté. §pecial case of tridiag-
onal Toeplitz matrices also is considered.
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Minimization of the spectral norm of the SOR operator in aedixaseA. Hadjidi-
mos and P. Stratis

Abstract.

In this work we solve the problem of the minimization of theespral norm of the
SOR operator associated with a block two-cyclic consitesrdered matrixA €
C™n, assuming that the corresponding Jacobi matrix has eigesac [— 3, 5] U



95

115

[, 20, with 8 € [0,1), a € [0, +00) and: = +/—1. Previous results obtained by
other researchers are extended.
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spectral matrix norm
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A refined unsymmetric Lanczos eigensolver for computingieste eigentriplets of
a real unsymmetric matrixJean Christophe Tremblay and Tucker Carrington Jr

Abstract.

For most unsymmetric matrices it is difficult to compute mangurate eigenvalues
using the primitive form of the unsymmetric Lanczos aldarit(ULA). In this pa-
per we propose a modification of the ULA. It is related to idaasd in [J. Chem.
Phys. 122 (2005), 244107 (11 pages)] to compute resondetienks. Using the
refined ULA we suggest, the calculation of accurate extreandlinterior eigenval-
ues is feasible. The refinement is simple: approximate @gid left eigenvectors
computed using the ULA are used to form a small projectedimatnose eigen-
values and eigenvectors are easily computed. There is hmridwogonalization of
the Lanczos vectors and no need to store large numbers afrséatmemory. The
method can therefore be used to compute eigenvalues of agyg matrices. The
idea is tested on several matrices.

Key Words.
eigenproblem, unsymmetric matrices, Lanczos algorithm

AMS(MOS) Subject Classifications.
15A18, 65F15, 65F50

Derivation of high-order spectral methods for time-depertd®DE using modified
momentsJames V. Lambers

Abstract.

This paper presents a reformulation of Krylov Subspace t8giKSS) Methods,
which build on Gene Golub’s many contributions pertainiogitoments and Gaus-
sian quadrature, to produce high-order accurate appraeistdutions to variable-
coefficient time-dependent PDE. This reformulation serves useful purposes.
First, it more clearly illustrates the distinction betwd€8S methods and existing
Krylov subspace methods for solving stiff systems of ODEiag from discretizions
of PDE. KSS methods rely on perturbations of Krylov subspanehe direction
of the data, and therefore rely on directional derivativeaades and weights of
Gaussian quadrature rules. Second, because these diedcléivatives allow KSS
methods to be described in terms of operator splittingy, fiheilitate stability anal-
ysis. It will be shown that under reasonable assumptionfiercoefficients of the
problem, certain KSS methods are unconditionally stabiés paper also discusses
preconditioning similarity transformations that allow regeneral problems to ben-
efit from this property.

Key Words.
spectral methods, Gaussian quadrature, variable-caeffidianczos method, sta-
bility, heat equation, wave equation
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An application of the finite volume method to the bio-heamsfer-equation in pre-
mature infantsMartin Ludwig, Jochim Koch, and Bernd Fischer

Abstract.

In this report the development of a finite volume method ferttme-accurate simu-
lation of the temperature distribution in a premature ibfaside an incubator or in
an open radiant warmer is described. The real geometry adfragiure infant is ob-
tained from MRT-images. The infants thermoregulation isleied by the so-called
bio-heat-transfer-equation incorporating source temasieumann boundary con-
ditions. The source terms describe the metabolic heat ptmhy the blood flow
and the respiratorical water loss whereas the Neumann laoyednditions model
the heat transfer by transepidermal water loss, radiatimmyection and conduction.
The numerical solution is carried out by the developed findl@me method whose
spatial discretization is done by a 3D-mesh-generator f@#D. For the time in-
tegration a semi-implicit multistep method is used. Thsiag large, sparse linear
systems are efficiently solved with a Krylov subspace metSadne successful test
runs using real life data are presented.
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A weighted-GCV method for Lanczos-hybrid regularizatiodulianne Chung,
James G. Nagy, and Dianne P. O’Leary

Abstract.

Lanczos-hybrid regularization methods have been propasedfective approaches
for solving large-scale ill-posed inverse problems. Lasanethods restrict the so-
lution to lie in a Krylov subspace, but they are hindered byiseonvergence be-
havior, in that the quality of the solution first increased #men decreases. Hybrid
methods apply a standard regularization technique, su€tklasnov regularization,
to the projected problem at each iteration. Thus, regudédr in hybrid meth-
ods is achieved both by Krylov filtering and by appropriateich of a regulariza-
tion parameter at each iteration. In this paper we descrilveighted generalized
cross validation (W-GCV) method for choosing the parametising this method
we demonstrate that the semi-convergence behavior of theziba method can be
overcome, making the solution less sensitive to the numtitgrations.

Key Words.
generalized cross validation, ill-posed problems, iteeaihethods, Lanczos bidiag-
onalization, LSQR, regularization, Tikhonov
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Variable-precision arithmetic considered perilous — adtéte storyDirk Laurie.

The scene of the crime.
In 2002, | was interested in computations to very high pienishaving been chal-
lenged by Nick Trefethen to compute a number he cafleéd 10 000 digits. This
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number is the sum of ten other numbers, each of which was debigea diffi-
cult computational problem. The story is told in [F. BornemaD. Laurie et al.:
The SIAM 100-Digit Challenge: A Study in High-Accuracy Nrioz Computing
SIAM, PA, 2004].

Implementing an interior point method for linear programsaocCPU-GPU system.
Jin Hyuk Jung and Dianne P. O’Leary

Abstract.

Graphics processing units (GPUs), present in every laptopdasktop computer,
are potentially powerful computational engines for salvimumerical problems.
We present a mixed precision CPU-GPU algorithm for solvingdr programming
problems using interior point methods. This algorithm,duben the rectangular-
packed matrix storage scheme of Gunnels and Gustavsorthes@&®U for compu-
tationally intensive tasks such as matrix assembly, Chglésctorization, and for-

ward and back substitution. Comparisons with a CPU implaatem demonstrate
that we can improve performance by using the GPU for suffii¢arge problems.

Since GPU architectures and programming languages amdyaolving, we ex-

pect that GPUs will be an increasingly attractive tool fortrixacomputation in the

future.
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Quantum dynamical entropy and an algorithm by Gene Gd@hibrgio Mantica

Abstract.
The problem of computing the quantum dynamical entropyoohiced by Alicki
and Fannes requires the trace of the operator fundiiit) = —Qlog(2, where

Q2 is a non-negative, Hermitean operator. Physical signifieademands that this
operator be a matrix of large order. We study its propertiesvae derive efficient

algorithms to solve this problem, also implementable omltelmachines with dis-

tributed memory. We rely on a Lanczos technique for largerismabmputations

developed by Gene Golub.
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quantum dynamical entropy, large matrices, Lanczos methMizhtecarlo tech-
niques
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A generalization of the steepest descent method for matngtfions.M. Afanasjew,
M. Eiermann, O. G. Ernst, and S.0Bel.

Abstract.

We consider the special case of the restarted Arnoldi metbodpproximating
the product of a function of a Hermitian matrix with a vectohnieh results when
the restart length is set to one. When applied to the solafanlinear system of
equations, this approach coincides with the method of s&eagpescent. We show
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that the method is equivalent to an interpolation procesghich the node sequence
has at most two points of accumulation. This knowledge isl usequantify the
asymptotic convergence rate.
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matrix function, Krylov subspace approximation, restaikeylov subspace method,
restarted Arnoldi/Lanczos method, linear system of eguati steepest descent,
polynomial interpolation
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