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Abstract. A regression problem is separable if the model can be represented as a linear combination of func-
tions which have a nonlinear parametric dependence. The Gauss-Newton algorithm is a method for minimizing the
residual sum of squares in such problems. It is known to be effective both when residuals are small, and when mea-
surement errors are additive and the data set is large. The large data set result that the iteration asymptotes to a second
order rate as the data set size becomes unbounded is sketchedhere. Variable projection is a technique introduced
by Golub and Pereyra for reducing the separable estimation problem to one of minimizing a sum of squares in the
nonlinear parameters only. The application of Gauss-Newton to minimize this sum of squares (the RGN algorithm)
is known to be effective in small residual problems. The mainresult presented is that the RGN algorithm shares
the good convergence rate behaviour of the Gauss-Newton algorithm on large data sets even though the errors are
no longer additive. A modification of the RGN algorithm due toKaufman, which aims to reduce its computational
cost, is shown to produce iterates which are almost identical to those of the Gauss-Newton algorithm on the original
problem. Aspects of the question of which algorithm is preferable are discussed briefly, and an example is used to
illustrate the importance of the large data set behaviour.
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