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PARALLEL, SYNCHRONOUS AND ASYNCHRONOUS TWO-STAGE
MULTISPLITTING METHODS ∗

RAFAEL BRU† , VIOLETA MIGALLÓN‡ , JOSÉ PENADÉS† , AND DANIEL B. SZYLD§

Abstract. Different types of synchronous and asynchronous two-stage multisplitting algorithms
for the solution of linear systems are analyzed. The different algorithms which appeared in the
literature are reviewed, and new ones are presented. Convergence properties of these algorithms are
studied when the matrix in question is either monotone or an H-matrix. Relaxed versions of these
algorithms are also studied. Computational experiments on a shared memory multiprocessor vector
computer are presented.
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