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1 Simpler Block GMRES for nonsymmetric systems with multigkght-hand sides.
Hualei Liu and Baojiang Zhong

Abstract.

A Simpler Block GMRES algorithm is presented, which is a kleersion of Walker

and Zhou’s Simpler GMRES. Similar to Block GMRES, the newoaiithm also min-

imizes the residual norm in a block Krylov space at every.sidyeoretical analysis
shows that the matrix-valued polynomials constructed leyrtbw algorithm is the
same as the original one. However, Simpler Block GMRES athid factorization
of a block upper Hessenberg matrix. In consequence, it ishnsirapler to pro-

gram and requires less work. Numerical experiments areumiad to illustrate the
performance of the new block algorithm.
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10 Numerical study of normal pressure distribution in entepie flow. K. Shimo-
mukai and H. Kanda

Abstract.

This paper deals with the computation of pipe flow in the entearegion. The
pressure distribution and flow characteristics, partidyltoe effect of vorticity in
the vicinity of the wall, are analyzed for Reynolds numbéte)ranging from 500
to 10000. The pressure gradient in the normal or radial timeds caused by the
normal component of the curl of vorticity, which decreasedRe increases. It is
found, for the first time, that the pressure gradient aloegitbrmal direction near the
pipe inletis negative, i.e., the pressure at the wall is Itlvan that at the central core
for Re < 5000. This result is beyond the scope of the boundary-laggrraption
and contrary to the consequence of Bernoulli’'s law.

Key Words.
computational fluid dynamics, numerical analysis

AMS(MOS) Subject Classifications.
15A15, 15A09, 15A23

26 Gegenbauer polynomials and semiseparable matdess. Keiner

Abstract.
In this paper, we develop a ne@®@(nlogn) algorithm for converting coefficients
between expansions in different families of Gegenbaugmuohials up to a finite
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degreen. To this end, we show that the corresponding linear mapsngpre-
sented by the eigenvector matrix of an explicitly known diagl plus upper trian-
gular semiseparable matrix. The method is based on a newesffalgorithm for
computing the eigendecomposition of such a matrix. Usirsg $ammation tech-
nigues, the eigenvectors of anx n matrix can be computed explicitly witt (n2)
arithmetic operations and the eigenvector matrix can béeapi an arbitrary vec-
tor at costO (nlogn). All algorithms are accurate up to a prefixed accuracWe
provide brief numerical results.

Key Words.
Gegenbauer polynomials, polynomial transforms, semisdgp@matrices, eigende-
composition, spectral divide-and-conquer methods
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Regularization properties of Tikhonov regularization twisparsity constraints.
Ronny Ramlau

Abstract.

In this paper, we investigate the regularization propeuieTikhonov regularization
with a sparsity (or Besov) penalty for the inversion of noahlr operator equations.
We propose an a posteriori parameter choice rule that ensoresergence in the
used norm as the data error goes to zero. We show that the dnettsurrogate
functionals will at least reconstruct a critical point oetfiikhonov functional. Fi-
nally, we present some numerical results for a nonlineartdaratein equation.

Key Words.
inverse problems, sparsity

AMS(MOS) Subiject Classifications.
65J15, 65J20, 65322

Error estimate in the sinc collocation method for VolteFeedholm integral equa-
tions based on DE transformatia. Hadizadeh Yazdi and Gh. Kazemi Gelian

Dedicated to Prof. K. Maleknejad on the occasion of his 6athday.

Abstract.

We present a method and experimental results for approgiswttion of nonlin-
ear \olterra-Fredholm integral equations by double exptiab(DE) transformation
based on the sinc collocation method. It is well known thagpplying DE trans-
formation the rate of convergencHexp(—cN/log N)) is attained, whereV is a
parameter representing the number of terms of the sinc sigran The purpose
of this paper is to develop the work carried out in 2005 by Muhwd et al. [J.
Comput. Appl. Math., 177 (2005), pp. 269-286], for the nuisarsolution of two
dimensional nonlinear Volterra-Fredholm integral equagi We design a numerical
scheme for these equations based on the sinc collocatidroch&tcorporated with
the DE transformation. A new error estimation by truncatsalso obtained which
is shown to have an exponential order of convergence as iravuatad et al. (op.
cit.). Finally, the reliability and efficiency of the propesscheme are demonstrated
by some numerical experiments.
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Key Words.
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Minimal degree rational unimodular interpolation on thetuwircle. Christer
Glader.

Abstract.
We consider an interpolation problem withdistinct nodes, . . ., z,, andn inter-
polation valuesus, . . ., w,, all on the complex unit circle, and seek interpoldrits

of minimal degree in the class consisting of ratios of finitad8hke products. The
focus is on the so-called damaged cases where the intetpdlarinimal degree is
non-uniquely determined. This paper is a continuation efibrk in Glader [Com-
put. Methods Funct. Theory, 6 (2006), pp. 481-492], whigatied the uniquely
solvable fragile and elastic cases.

Key Words.
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A weakly over-penalized symmetric interior penalty meth&lisanne C. Brenner,
Luke Owens, and Li-Yeng Sung

Abstract.

We introduce a new symmetric interior penalty method for syetric positive defi-
nite second order elliptic boundary value problems, whaegumps across element
boundaries are weakly over-penalized. Error estimateslarnged in the energy
norm and the., norm for both conforming and nonconforming meshes. Nuraéric
results illustrating the performance of the method are pisgented.

Key Words.
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The dynamical motion of the zeros of the partial sums#fand its relationship to
discrepancy theonRichard S. Varga, Amos J. Carpenter, and Bryan W. Lewis
Dedicated to Edward B. Saff on his 64th birthday, JanuarypR82

Abstract.

With s,,(2) := Y1, z"/k! denoting then-th partial sum ofe?, let its zeros be
denoted by{z , },,_, for any positive integen. If 6; and¢, are any angles with
0 < 61 < 6y <2, letZy, o, be the associated sector, in the z-plane, defined by

Zo, 0, ={2€C:0 <argz<6y}.

If # ({zk,n}oey N Zo,.,0,) represents the number of zerosf(z) in the sector
Zy, .05, then Szeg6 showed in 1924 that
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where¢; and ¢, are defined in the text. The associatdidcrepancy functiors
defined by

discn (01, 02) i= # {2k} s [) Zoss) = <¢2 = ¢’1> .

2

One of our new results shows, for afiywith 0 < 6; < , that
disc, (01,27 — 01) ~ Klogn, as n — oo,

where K is a positive constant, depending only ®n Also new in this paper is a
study of thecyclical natureof disc,, (6:,62), as a function of:, when0 < 6, < 7
andd, = 27 — 6. An upper bound for the approximate cycle length, in thisscas
is determined in terms af;. All this can be viewed in ouinteractive Supplement
which shows the dynamical motion of the (normalized) zefab® partial sums of
e* and their associated discrepancies.
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A parallel QR-factorization/solver of quasiseparablennas. Raf Vandebril, Marc
Van Barel, and Nicola Mastronardi

Abstract.

This manuscript focuses on the development of a pam@lieifactorization of struc-
tured rank matrices, which can then be used for solving BystE equations. First,
we will prove the existence of two types of Givens transfaiores, named rank de-
creasing and rank expanding Givens transformations. Qumbthese two types of
Givens transformations leads to different patterns foitzlating the lower triangu-
lar part of structured rank matrices. How to obtain différannihilation patterns,
for computing the upper triangular facté, such as the/ and A pattern will be
investigated. Another pattern, namely theattern, will be used for computing the
Q@ R-factorization in a parallel way.

As an example of such a parall@lR-factorization, we will implement it for a qua-
siseparable matrix. This factorization can be run on 2 meoes, with one step
of intermediate communication in which one row needs to ¢ f§em one pro-
cessor to the other and back. Another example, showing haledoce a parallel
Q@ R-factorization for a more general rank structure will algodiscussed.
Numerical experiments are included for demonstrating tteeiacy and speed of
this parallel algorithm w.r.t. the existing factorizatioh quasiseparable matrices.
Also some numerical experiments on solving systems of émpsusing this ap-
proach will be given.
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Calculation of minimum critical Reynolds number for lamirtarbulent transition
in pipe flows.Hidesada Kanda

Abstract.

This article describes the calculation of the minimum catiReynolds number
for laminar-turbulent transition in pipe flows. From the ctusions of our pre-
vious experimental study, it is clear that a transition @scuear the pipe inlet
and the critical Reynolds numbdi, takes the minimum value of about 2000
in the case of a straight pipe. Moreover, in our previousudatons of lam-
inar entrance pipe flow, it was found that near the pipe inldéarge pressure
gradient in the radial direction exists, which decreasethasReynolds number
Re increases. Thus, we have built a new transition macroitoddetermine
R, using the effect of the radial pressure gradient. The caledlresults were
R.(min) = 3750 when the number of radial grid poinf§ = 51 and 2200 when
J0=101.
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Low-rank iterative methods for projected generalized yapv equationsTatjana
Stykel

Abstract.

We generalize an alternating direction implicit method #imel Smith method for
large-scale projected generalized Lyapunov equationsch ®guations arise in
model reduction of descriptor systems. Low-rank versiohthese methods are
also presented, which can be used to compute low-rank ajppatirns to the solu-
tion of projected generalized Lyapunov equations with lawk symmetric, positive
semidefinite right-hand side. Numerical examples are ptege

Key Words.
projected generalized Lyapunov equations, alternatingctdon implicit method,
Smith method, low-rank approximation
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The automatic computation of second-order slope tuplesdore nonsmooth func-
tions. Marco Schnurr

Abstract.

In this paper, we show how the automatic computation of se@yder slope tu-
ples can be performed. The algorithm allows for nonsmoottttions, such as
¢ (z) = |u (z)| andy (z) = max {u (x),v ()}, to occur in the function expression
of the underlying function. Furthermore, we allow the fuantexpression to contain
functions given by two or more branches. By using intervitharetic, second-order
slope tuples provide verified enclosures of the range of tigerlying function. We
give some examples comparing range enclosures given bpad@cder slope tuple
with enclosures from previous papers.
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A simplification of the Laplace method for double integral&pplication to the
second Appell functionJos L. Lopez and Pedro J. Pagala

Abstract.

The main difficulties in the Laplace method of asymptoticamngions of double in-
tegrals result from a change of variables. Generalizingipus work for simple
integrals, we propose a variant of the method for doublegjiatds, which avoids this
change of variables and simplifies the computations. Thautaion of the coeffi-
cients of the asymptotic expansion is remarkably simplerédeer, the asymptotic
sequence is as simple as in the standard Laplace’'s methaglsépowers of the
asymptotic variable. A new asymptotic expansion of the sdddppell’s function
Fy(a,b,V,¢,c;z,y) for larged, v, c andc’ is given as an illustration.

Key Words.
asymptotic expansions of integrals, Laplace method fotbtintegrals, second
Appell function
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Asymptotic behavior for numerical solutions of a semilinparabolic equation with
a nonlinear boundary conditioilabongo Diabate and Hodore K. Boni

Abstract.
This paper concerns the study of the numerical approximédto the following
initial-boundary value problem,

Up = Uge —auP, 0<z <1, t>0,
ug(0,8) =0, wuz(1,t)+bu?(1,¢)=0, >0,
u(z,0) =uo(x) >0, 0<x<1,

wherea > 0,0 > 0 andp > ¢ > 1. We show that the solution of a semidiscrete
form of the initial value problem above goes to zer@ approaches infinity and give
its asymptotic behavior. We provide some numerical expenisithat illustrate our
analysis.

Key Words.
semidiscretizations, semilinear parabolic equationmggtic behavior, conver-
gence
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35B40, 35B50, 35K60, 65M06

Numerical blow-up solutions for some semilinear heat equat Firmin K.
N’Gohisse and Téodore K. Boni

Abstract.
This paper concerns the study of the numerical approximéto the following
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initial-boundary value problem,

b
Up = Ugy + s +uP, x€(0,1), te(0,7),
uz(0,8) =0, u(l,t)=0, te(0,T),
u(z,0) = uo(z), =z €]0,1],

whereb > 0 andp > 1. We give some conditions under which the solution of
a semidiscrete form of the above problem blows up in a finiteetand estimate
its semidiscrete blow-up time. Under some assumptions, la@ show that the
semidiscrete blow-up time converges to the continuous-hlpwme when the mesh
size goes to zero. Finally, we give some numerical resuitiigirate our analysis.

Key Words.
semidiscretizations, discretizations, semilinear hgaa#ons, semidiscrete blow-up
time
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Optimal discretization of PML for elasticity problemgadim Lisitsa

Abstract.

This paper presents a generalization of the optimal finfferénce perfectly
matched layer (PML) approach to isotropic elasticity. lowk the use of methods
of rational approximation theory for a clever choice of digzation parameters in
order to essentially reduce reflection coefficients for aawahge of incident angles
while using a small number of grid points.

Key Words.
artificial boundary conditions, optimal grids, perfectlyatohed layers, finite-
difference schemes, rational approximation
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New quadrature rules for Bernstein measures on the intendall]. Elias Berrio-
choa, Alicia Cachafeiro, J&M. Garda-Amor, and Francisco Marceih.

Abstract.

In the present paper, we obtain quadrature rules for Bemsteasures oh-1, 1],
having a fixed number of nodes and weights such that they lgxiatégrate func-
tions in the linear space of polynomials with real coeffitéen

Key Words.
guadrature rules, orthogonal polynomials, measures oretidine, Bernstein mea-
sures, Chebyshev polynomials
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A convergent adaptive finite element method with optimal pteaxity. Roland
Becker, Shipeng Mao, and Zhong-Ci Shi

Abstract.

In this paper, we introduce and analyze a simple adaptivie fadéement method for
second order elliptic partial differential equations. Tharking strategy depends
on whether the data oscillation is sufficiently small conggltio the error estimator
in the current mesh. If the oscillation is small comparedhi® érror estimator, we
mark as many edges such that their contributions to the kExtahator are at least
a fixed proportion of the global error estimator (bulk ciier for the estimator).
Otherwise, we reduce the oscillation by marking sufficigntiany elements, such
that the oscillations of the marked cells are at least a fixegdgrtion of the global
oscillation (bulk criterion for the oscillation). This mang strategy guarantees a
strict reduction of the error augmented by the oscillatient. Both convergence
rates and optimal complexity of the adaptive finite elemeetirad are established,
with an explicit expression of the constants in the estisate

Key Words.
adaptive finite element method, a posteriori error estimatmvergence rate, opti-
mal computational complexity
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Stability analysis of fast numerical methods for \oltermtepral equations.
G. Capobianco, D. Conte, |. Del Prete, and E. Russo

Abstract.

In this paper the stability properties of fast numerical moels for Volterra integral
equations of Hammerstein type with respect to significasttequations are investi-
gated.

Key Words.
fast numerical methods, Volterra Runge-Kutta methoddpcation methods, nu-
merical stability
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65R20, 45D05, 44A35, 44A10

On algebraic multilevel methods for non-symmetric systemsonvergence results.
Christian Mense and Reinhard Nabben

Abstract.

We analyze algebraic multilevel methods applied to nonsaginic M -matrices.
Two types of multilevel approximate block factorizatiorre @onsidered. The first
one is related to the AMLI method. The second method is theiphightive coun-
terpart of the AMLI approach which we call the multiplicatialgebraic multilevel
(MAMLI) method. The MAMLI method is closely related to ceittageometric and
algebraic multigrid methods, such as the AMGr method. Altgtothese multilevel
methods work very well in practice for many problems, not miscknown about
theoretical convergence properties for non-symmetribleras. Here, we establish
convergence results and comparison results between AMLMAMLI multilevel
methods applied to non-symmetii¢-matrices.
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Key Words.
algebraic multilevel methods, multilevel approximatedidéactorizations, algebraic
multigrid methods, AMLI method
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Parameter-uniform fitted operator B-spline collocatiorthmod for self-adjoint sin-
gularly perturbed two-point boundary value problenvohan K. Kadalbajoo and
Devendra Kumar

Abstract.
In this paper, we develop a B-spline collocation method lier tumerical solution
of a self-adjoint singularly perturbed boundary value peabof the form

—c(a(x)y") + b(z)y(z) = f(x), alz) >a* >0, b(z)>b* >0, a'(x) >0,
y(0) =a, y(1)=4

We construct a fitting factor and use the B-spline collocatieethod, which leads to
a tridiagonal linear system. The method is analyzed forrpatar-uniform conver-
gence. Several numerical examples are reported which dermatethe efficiency
of the proposed method.

Key Words.
B-spline collocation method, self-adjoint singularly pebed boundary value prob-
lem, parameter-uniform convergence, boundary layerdfaerator method
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An overlapping additive Schwarz-Richardson method for atone nonlinear
parabolic problemsvl. Munteanu and L. F. Pavarino

Abstract.

We construct and study a scalable overlapping Additive SehvRichardson (ASR)
algorithm for monotone nonlinear parabolic problems diszed implicitly in time.
At each time step, the Additive Schwarz preconditioner i#t lising the linear part
of the nonlinear operator, partitioning the domain of theljpem into overlapping
subdomains, solving local problems on these subdomainsawithg an additional
coarse problem associated with the subdomain mesh. Thismqa&ioner is then
applied to the nonlinear operator using a Richardson iteratVe prove first an ab-
stract convergence result and then convergence rate ¢éstisteowing the scalability
of the ASR algorithm. The results of numerical experimemtsie plane confirm the
theoretical estimates and illustrate the performancembtie and two-level ASR al-
gorithm and in the presence of discontinuous coefficientiseérparabolic operator.

Key Words.
monotone nonlinear parabolic problems, domain decomipasfireconditioners,
overlapping additive Schwarz, finite elements, impliaitei discretizations
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On the calculation of approximate Fekete points: the uratacasel. P. Bos and
N. Levenberg

Abstract.

We discuss some theoretical aspects of the univariate dabe method recently
introduced by Sommariva and Vianello [Comput. Math. Apfd.appear] for the
calculation of approximate Fekete points for polynomi&éipolation.

Key Words.
polynomial interpolation, Fekete points
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Richard S. Varga, Ljiljiana Cvetkaj and Vladimir Kostt. Approximation of the
minimal GerSgorin set of a square complex matrix.

Abstract.

In this paper, we address the problem of finding a numerigatagimation to the
minimal Gersgorin setl®(A), of an irreducible matrix4 in C™". In particular,
boundary points of *(A) are related to a well-known result of Olga Taussky.

Key Words.
eigenvalue localization, Gersgorin theorem, minimal¥gerin set
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Fast wave propagation by model order reductdrPereyra and B. Kaelin

Abstract.

Large scale wave propagation simulation is currently aelike in reasonable
turnaround times by using distributed computing in muétippu clusters. How-
ever, if one needs to perform many such simulations, as isgbke in optimization,
tomography, or seismic imaging, then the resources redjaire still prohibitive.
Model order reduction of large dynamical systems has beeoessfully used in
several application domains to paliate that problem anhbigygaper we explore one
of its manifestations, Proper Orthogonal Decompositionyfave propagation. We
describe the method and show how it can be easily interfadtidtwo different
high fidelity simulators. We exemplify its use on severallgems of increasing
complexity and size.

Key Words.
wave propagation, model order reduction, proper orthobe@omposition
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