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1 Majorization bounds for Ritz values of Hermitian matric&shristopher C. Paige
and Ivo Panayotav

Abstract.

Given an approximate invariant subspace we discuss thetigéfaess of majoriza-
tion bounds for assessing the accuracy of the resultingdrRghRitz approximations

to eigenvalues of Hermitian matrices. We derive a slightigreger result than previ-
ously for the approximation df extreme eigenvalues, and examine some advantages
of these majorization bounds compared with classical bsuRtbm our results we
conclude that the majorization approach appears to be tatyeous, and that there

is probably much more work to be carried out in this direction

Key Words.

Hermitian matrices, angles between subspaces, majarigzdtidskii's eigenvalue
theorem, perturbation bounds, Ritz values, Rayleigh-Riethod, invariant sub-
space

AMS Subject Classifications.
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12 A fast algorithm for solving regularized total least squapeoblems.Jorg Lampe
and Heinrich Voss

Abstract.

The total least squares (TLS) method is a successful appfoatinear problems if
both the system matrix and the right hand side are contasdriat some noise. For
ill-posed TLS problems Renaut and Guo [SIAM J. Matrix AnappA, 26 (2005),
pp. 457-476] suggested an iterative method based on a sEpoldimear eigenvalue
problems. Here we analyze this method carefully, and welate it substantially
by solving the linear eigenproblems by the Nonlinear Arnoldthod (which reuses
information from the previous iteration step considerallyd by a modified root
finding method based on rational interpolation.
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25 On the decrease of a quadratic function along the projegtadient path Zderék
Dostl.

Abstract.
The Euclidean gradient projection is an efficient tool far #xpansion of an active
setin the active-set-based algorithms for the solutioroofigl-constrained quadratic
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programming problems. In this paper we examine the decr&#abe convex cost
function along the projected-gradient path and extend #nkee estimate given by
Joachim Schoberl. The result is an important ingredietiiéndevelopment of opti-
mal algorithms for the solution of convex quadratic prognaing problems.

Key Words.
bound-constrained quadratic programming, Euclideanignagbrojection, rate of
convergence
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65K05, 90C20, 49M10

Stability results for scattered data interpolation on thtation group Manuel Géaf
and Stefan Kunis

Abstract.

Fourier analysis on the rotation grout)(3) expands each function into the or-
thogonal basis of Wigner-D functions. Recently, fast aidinée algorithms for the
evaluation of finite expansion of such type, referred to aseqoispaced FFT on
SO(3), have become available. Here, we consider the minimal notengolation
of given data by Wigner-D functions. We prove bounds on thed@@ning of this
problem which rely solely on the number of Fourier coeffitsesind the separation
distance of the sampling nodes. The reconstructiaN dfFourier coefficients from
M well separated samples is shown to take @AW log® N + M) floating point
operations.
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On the modeling of entropy producing process@anbakonam R. Rajagopal

Abstract.

A general thermodynamic framework is presented for theysaidhe response of
bodies undergoing entropy producing processes. In geriersilich processes the
natural configuration of a body, i.e., the configuration tihatbody would take on
the removal of all external stimuli, changes. The fact thatarial symmetry of
the body in these various natural configurations could bferdifit allows one to
model the response of bodies that cannot be described hbijidread models that
are in place. It is assumed that the processes take place anaansuch that the
rate at which entropy is produced is maximized. Knowing hbe aterial stores
energy, produces entropy, conducts heat, absorbs or exdittion, etc., allows one
to determine the constitutive equation for the stress ahdratlevant quantities.
The fact that the body’s natural configuration changes aaddim for the stress
response from the natural configuration changes, leadsdbdf thallenges with
regard to the development of analytical as well as numeniethods for the study
of the response of bodies.
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A technique for computing minors of binary Hadamard matriaed application to
the growth problemChristos Kravvaritis and Marilena Mitrouli

Abstract.

A technique to compute all the possible minors of order j of binary Hadamard
matrices with entrieg0, 1) is introduced. The method exploits the properties of
such matrices’ and also the symmetry and special block structure appeatieg
one forms the matrix0” D, whereD is a submatrix of5. Theoretically, the method
works for every pair of values and;j and provides general analytical formulae. The
whole process can be standardized and implemented as a twmafgorithm. The
usefulness of such a method is justified by the applicatiahéogrowth problem.
This study gives also more insight into some structural prigs of these matrices
and leads to the formulation of the growth conjecture foabjrHadamard matrices.

Key Words.
binary Hadamard matrices, determinant calculus, symloolwputations, Gaussian
elimination, growth problem
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A robust and efficient parallel SVD solver based on restartattzos bidiagonal-
ization. Vicente Herandez, Jos E. Roran, and Andes Tonas

Abstract.

Lanczos bidiagonalization is a competitive method for catimy a partial singular
value decomposition of a large sparse matrix, that is, wimdp@subset of the sin-
gular values and corresponding singular vectors are reduidowever, a straight-
forward implementation of the algorithm has the problemasss! of orthogonality
between computed Lanczos vectors, and some reorthogatiafizechnique must
be applied. Also, an effective restarting strategy mustdmsluo prevent excessive
growth of the cost of reorthogonalization per iteration. fa other hand, if the
method is to be implemented on a distributed-memory pa@i@puter, then addi-
tional precautions are required so that parallel efficiéaayaintained as the number
of processors increases.

In this paper, we present a Lanczos bidiagonalization phaeeimplemented in
SLEPc, a software library for the solution of large, spaiigem®value problems on
parallel computers. The solver is numerically robust aradescwell up to hundreds
of processors.

Key Words.
partial singular value decomposition, Lanczos bidiagaatibn, thick restart, par-
allel computing
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Enhancement of Krylov subspace spectral methods by blocicias iteration.
James V. Lambers

Abstract.

This paper presents a modification of Krylov subspace sale(tiSS) methods,

which build on the work of Golub, Meurant and others, peitainto moments

and Gaussian quadrature to produce high-order accuratexapate solutions to

variable-coefficient time-dependent PDEs. Whereas KSS$adstcurrently use
Lanczos iteration to compute the needed quadrature rulesmodification uses
block Lanczos iteration in order to avoid the need to computequadrature rules
for each component of the solution, or use perturbationsiaticature rules. It will

be shown that, under reasonable assumptions on the caficiEthe problem, a
1-node KSS method is unconditionally stable, and methottswbre than one node
are shown to possess favorable stability properties as Welinerical results sug-
gest that block KSS methods are significantly more accuhate their non-block

counterparts.

Key Words.
spectral methods, Gaussian quadrature, variable-cegffjdilock Lanczos method,
stability, heat equation
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Mathematical properties of flows of incompressible povesv-like fluids that are
described by implicit constitutive relationdosef Malek

Abstract.

We report on very recent developments concerning the nmindedf the complex
behaviour of materials within the framework of implicit aiitutive theory due to
K. R. Rajagopal. In this paper, we restrict ourselves to ealnéhy of power-law-like
fluids. For such a class of fluids, we provide an overview oénécesults concerning
the mathematical analysis of the relevant boundary valaoblpms. Mathematical
results are presented for the (Rothe) time discretizatidresolutionary problems.
The main purpose of this paper is to emphasize the mathahtias involved in
the theoretical analysis and to initiate the developmentiofierical methods for the
problems presented here.

Key Words.
power-law fluid, incompressible fluid, implicit constitui theory, Rothe approxi-
mation, time discretization, weak solution, existencgutarity
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On a weighted quasi-residual minimization strategy fovisg) complex symmetric
shifted linear systemd.. Sogabe, T. Hoshi, S.-L. Zhang, and T. Fujiwara

Abstract.

We consider the solution of complex symmetric shifted Imggstems. Such sys-
tems arise in large-scale electronic structure simulatiand there is a strong need
of algorithms for their fast solution. With the aim of solgithe systems efficiently,
we consider a special case of the QMR method for non-Henmégfafted linear
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systems and propose its weighted quasi-minimal residymbagh. A numerical al-
gorithm, referred to as shifted QMRYM(B), is obtained by the choice of a weight
which is particularly cost-effective. Numerical exampées presented to show the
performance of the shifted QMBYM(B) method.

Key Words.
complex symmetric matrices, shifted linear systems, Krytoethods, COCG,
QMR_SYM
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Structured low rank approximations of the Sylvester resulmatrix for approxi-
mate GCDs of Bernstein basis polynomialsab R. Winkler and John D. Allan

Abstract.

A structured low rank approximation of the Sylvester remuifimatrixS(f, g) of the
Bernstein basis polynomiafs= f(y) andg = g(y), for the determination of their
approximate greatest common divisors (GCDs), is compusathithe method of
structured total least norm. Since the GCDf¢§) andg(y) is equal to the GCD of
f(y) andag(y), wherea is an arbitrary non-zero constant, it is more appropriate to
consider a structured low rank approximatiﬁﬁ(f, g) of S(f, ag), where the poly-
nomialsf = f(y) andj = j(y) approximate the polynomial&(y) andag(y), re-
spectively. Different values af yield different structured low rank approximations
S(f, g), and therefore different approximate GCDs. It is shown thatinclusion

of « allows to obtain considerably improved approximationsimeesasured by the
decrease of the singular valuesof S(f, g), with respect to the approximation ob-
tained when the default value = 1 is used. An example that illustrates the theory
is presented and future work is discussed.

Key Words.
Bernstein polynomials, structured low rank approximatigylvester resultant ma-
trix
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Adaptive constraint reduction for training support vectachinesJin Hyuk Jung,
Dianne P. O’Leary, and AnérL. Tits

Abstract.

A support vector machine (SVM) determines whether a giveseoked pattern lies
in a particular class. The decision is based on prior trgimhthe SVM on a set
of patterns with known classification, and training is agba by solving a con-
vex quadratic programming problem. Since there are tylyiealarge number of
training patterns, this can be expensive. In this work, weppse an adaptive con-
straint reduction primal-dual interior-point method foaihing a linear SVM with
£1 penalty (hinge loss) for misclassification. We reduce thematational effort by
assembling the normal equation matrix using only a wellsemosubset of patterns.
Starting with a large portion of the patterns, our algoritexaludes more and more
unnecessary patterns as the iteration proceeds. We exterzgbproach to training
nonlinear SVMs through Gram matrix approximation methatls.demonstrate the
effectiveness of the algorithm on a variety of standardpeslems.
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Key Words.
constraint reduction, column generation, primal-duadiinr-point method, support
vector machine

AMS Subject Classifications.
90C20, 90C51, 90C59, 68W01

Approximation of the scattering amplitude and linear syste Gene H. Golub,
Martin Stoll, and Andy Wathen

Abstract.

The simultaneous solution ofz = b and ATy = g, whereA is a non-singular
matrix, is required in a number of situations. Darmofal andHave proposed a
method based on the Quasi-Minimal Residual algoritomg). We will introduce
a technique for the same purpose based on sigr method and show how its per-
formance can be improved when using the generalizaggk method. We further
show how preconditioners can be introduced to enhance #exdspf convergence
and discuss different preconditioners that can be used. sthtering amplitude
¢Tx, a widely used quantity in signal processing for exampls, &alose connec-
tion to the above problem sincerepresents the solution of the forward problem
andg is the right-hand side of the adjoint system. We show howdhntity can
be efficiently approximated using Gauss quadrature anddotre a block-Lanczos
process that approximates the scattering amplitude, archwhn also be used with
preconditioning.

Key Words.
linear systems, Krylov subspaces, Gauss quadraturenadjstems
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Noise propagation in regularizing iterations for image Ideing. Per Christian
Hansen and Toke Koldborg Jensen

Abstract.

We use the two-dimensional discrete cosine transform wystow the noise from
the data enters the reconstructed images computed by reinddterations, that is,
Krylov subspace methods applied to discrete ill-posedlprob. The regularization
in these methods is obtained via the projection onto theczstsal Krylov subspace.
We focus on CGLS/LSQR, GMRES, and RRGMRES, as well as MINRESR-

Il 'in the symmetric case. Our analysis shows that the noisergprimarily in the
form of band-pass filtered white noise, which appears asKfes” in the reconstruc-
tions, and these artifacts are present in both the signaltendoise components of
the solutions. We also show why GMRES and MINRES are notdddeimage
deblurring.

Key Words.
image deblurring, regularizing iterations, Krylov subsps, CGLS, LSQR, GM-
RES, MINRES, RRGMRES, MR-
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Some remarks on the restarted and augmented GMRES m@dgnoditko.

Abstract.

Starting from the residual estimates for GMRES formulatgdnany authors, usu-
ally in terms of the quotient of the Hermitian part and themarf a matrix or by
using the field of values of a matrix, we present more geneatahates which hold
also for restarted and augmented GMRES. Sufficient comdifior convergence are
formulated. All estimates are independent on the choice afitial approximation.

Key Words.
linear equations, restarted and augmented GMRES methsiduet bounds, non-
stagnation conditions
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Schwarz methods over the course of tifvartin J. Gander

Abstract.

Schwarz domain decomposition methods are the oldest dodwiomposition
methods. They were invented by Hermann Amandus Schwarzgf &8 an ana-
Iytical tool to rigorously prove results obtained by Riemahrough a minimization
principle. Renewed interest in these methods was spark#ukebgrrival of parallel
computers, and variants of the method have been introdumdralyzed, both at
the continuous and discrete level. It can be daunting to nstaied the similarities
and subtle differences between all the variants, even éospecialist.

This paper presents Schwarz methods as they were develtgieddally. From
guotes by major contributors over time, we learn about thsaes for similarities
and subtle differences between continuous and discreigar We also formally
prove at the algebraic level equivalence and/or non-etgrice among the major
variants for very general decompositions and many subdwsn#e finally trace the
motivations that led to the newest class called optimizdoh&cz methods, illustrate
how they can greatly enhance the performance of the solvdrslaow why one has
to be cautious when testing them numerically.

Key Words.
alternating and parallel Schwarz methods, additive, ipligative and restricted ad-
ditive Schwarz methods, optimized Schwarz methods
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Cross-Gramian based model reduction for data-sparsensystgirike Baur and
Peter Benner

Abstract.

Model order reduction (MOR) is common in simulation, cohtxad optimization
of complex dynamical systems arising in modeling of phylgicacesses, and in the
spatial discretization of parabolic partial differentejuations in two or more di-
mensions. Typically, after a semi-discretization of thféedential operator by the fi-
nite or boundary element method, we have a large state-siraessiom. In order
to accelerate the simulation time or to facilitate the coldiesign, it is often desir-
able to employ an approximate reduced-order system of ordéth » < n, instead
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of the original large-scale system. We show how to computdaced-order sys-
tem with a balancing-related model reduction method. Thihatkis based on the
computation of the cross-Gramian which is the solution of a Sylvester equation.
As standard algorithms for the solution of Sylvester equratiare of limited use for
large-scale (possibly dense) systems, we investigatmappes based on the itera-
tive sign function method, using data-sparse matrix agprations (the hierarchical
matrix format) and an approximate arithmetic. Furthermare use a modified it-
eration scheme for computing low-rank factors of the solutt’. The projection
matrices for MOR are computed from the dominant invariamispace oft. We
propose an efficient algorithm for the direct calculatiortafse projectors from the
low-rank factors of¥. Numerical experiments demonstrate the performance of the
new approach.

Key Words.
model reduction, balanced truncation, cross-Gramiarratghical matrices, sign
function method
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93B11, 93B40, 93C20, 37M05

271 Decompositional analysis of Kronecker structured Markuaigs. Yujuan Bao|lker
N. Bozkurt, Tgrul Dayar, Xiaobai Sun, and Kishor S. Trivedi

Abstract.

This contribution proposes a decompositional iterativehoé with low memory
requirements for the steady-state analysis of Kroneckectsired Markov chains.
The Markovian system is formed by a composition of subsystaging the Kro-
necker sum operator for local transitions and the Kronegkeduct operator for
synchronized transitions. Even though the interactionsragrsubsystems, which
are captured by synchronized transitions, need not be weahkerical experiments
indicate that the solver benefits considerably from weakradtions among subsys-
tems, and is to be recommended specifically in this case.

Key Words.
Markov chain, Kronecker representation, decomposititarative method, multi-
grid, aggregation, disaggregation
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295 A counterexample for characterizing an invariant subspca matrix. Hubert
Schwetlick and Kathrin Schreiber

Abstract.

As an alternative to Newton’s method for computing a simpdervalue and cor-
responding eigenvectors of a nonnormal matrix in a stable amapproach based
on singularity theory has been proposed by Schwetlickdh6gZ. Angew. Math.
Mech., 80 (2000), pp. 9-25]. In this paper, by constructinganterexample with
a singular linear block operator, it is shown that a strdigitard extension of this
technique to the computation of invariant subspaces of dawap > 1 will not
work, in general. Finding this counterexample requiredtaitkl study of the linear
block operator.
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Key Words.
eigenvalue problem, simple invariant subspace, block Newnethod, block
Rayleigh quotient iteration
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Structured polynomial eigenproblems related to timeylslgstems. Heike Fass-
bender, D. Steven Mackey, Niloufer Mackey, and Christidmgter.

Abstract.

A new class of structured polynomial eigenproblems arigirthe stability analysis
of time-delay systems is identified and analyzed togethtr meéw types of closely
related structured polynomials. Relationships betweegdfpolynomials are estab-
lished via the Cayley transformation. Their spectral synmnieg are revealed, and
structure-preserving linearizations constructed. Aditmed Schur decomposition
for the class of structured pencils associated with timeydeystems is derived, and
an algorithm for its computation, which compares favoratith the QZ algorithm,
is presented along with numerical experiments.

Key Words.

polynomial eigenvalue problem, palindromic matrix polymal, quadratic eigen-
value problem, even matrix polynomial, structure-presgplinearization, matrix
pencil, structured Schur form, real QZ algorithm, specyathmetry, Cayley trans-
formation, involution, time-delay system, delay-diffeti@l equation, stability anal-
ysis

AMS Subject Classifications.

15A18, 15A21, 15A22, 34K06, 34K20, 47A56, 47A75, 65F15

The RCWA method — A case study with open questions and perspgof algebraic
computationsJohn J. Hench and Zdék Strakos

Abstract.

Diffraction of light on periodic media represents an impottproblem with numer-
ous physical and engineering applications. The Rigorougp(@a Wave Analysis

(RCWA) method assumes a specific form of gratings which ersablstraightfor-

ward separation of space variables. Using Fourier expasstbe solutions of the
resulting systems of ordinary differential equations fue Fourier amplitudes can
be written, after truncation, in form of matrix functionsitlvan elegant formulation
of the linear algebraic problem for integrating constamtsthis paper, we present
a derivation of the RCWA method, formulate open questiongkvktill need to be

addressed, and discuss perspectives of efficient solutitreselated highly struc-

tured linear algebraic problems. A detailed understandinge RCWA method for

the two-dimensional grating is, in our opinion, necessantlie development of a
successful generalization of the method to practical @misl

Key Words.

diffraction of electromagnetic waves, Maxwell's equasprperiodic gratings,
RCWA, truncated Fourier expansions, matrix functiongjcttired matrices, scat-
tering amplitude
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Algorithms for the matrix sector functio®eata Laszkiewicz and Krystyna Zietak

Abstract.

In this paper we consider algorithms for the matrix sectocfion, which is a gen-
eralization of the matrix sign function. We develop algamits for computing the
matrix sector function based on the (real) Schur decomipasitwith and without
reordering and the Parlett recurrence. We prove some sesulthe convergence
regions for the specialized versions of Newton’s and H&layethods applied to
the matrix sector function, using recent results of lanndez the principal matrix
pth root. Numerical experiments comparing the propertiesl@brithms developed
in this paper illustrate the differences in the behaviouthef algorithms. We con-
sider the conditioning of the matrix sector function and stebility of Newton’s
and Halley's methods. We also prove a characterization @fRteéchet derivative
of the matrix sector function, which is a generalizationted tesult of Kenney and
Laub for the Fréchet derivative of the matrix sign functiand we provide a way of
computing it by Newton’s iteration.

Key Words.

matrix sector function, matrix sign function, matgih root, Schur algorithm, Par-
lett recurrence, Newton’s method, Halley’s method, sigbitonditioning, Fréchet
derivative
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65F30

On the equivalence of primal and dual substructuring prditimmers. Bedich
Souseik and Jan Mandel

Abstract.

After a short historical review, we present four popular sulcturing meth-
ods: FETI-1, BDD, FETI-DP, BDDC, and derive the primal verss to the two
FETI methods, called P-FETI-1 and P-FETI-DP, as proposeBragakis and Pa-
padrakakis. The formulation of the BDDC method shows thas ithe same as
P-FETI-DP and the same as a preconditioner introduced bg.Cvide prove the
equality of eigenvalues of a particular case of the FETI-thoe and of the BDD
method by applying a recent abstract result by Fragakis.

Key Words.

domain decomposition methods, iterative substructufinge element tearing and
interconnecting, balancing domain decomposition, BDDDBD FETI, FETI-DP,
P-FETI-DP
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65N55, 65M55, 65Y05

On a multilevel Krylov method for the Helmholtz equation goaditioned by shifted
Laplacian.Yogi A. Erlangga and Reinhard Nabhen

Abstract.

In Erlangga and Nabben [SIAM J. Sci. Comput., 30 (2008), pF2+-1595], a mul-
tilevel Krylov method is proposed to solve linear systemghwymmetric and non-
symmetric matrices of coefficients. This multilevel methethased on an operator
which shifts some small eigenvalues to the largest eigapydéading to a spec-
trum which is favorable for convergence acceleration of Wddr subspace method.
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This shift technique involves a subspace or coarse-grigessdlhe multilevel Krylov
method is obtained via a recursive application of the stpirator on the coarse-
grid system. This method has been applied successfully toa2ection-diffusion
problems for which a standard multigrid method fails to cnge.

In this paper, we extend this multilevel Krylov method to éfidite linear systems
arising from a discretization of the Helmholtz equatioreqanditioned by shifted
Laplacian as introduced by Erlangga, Oosterlee and VuUiR§&D. Sci. Comput.
27 (2006), pp. 1471-1492]. Within the Krylov iteration ar tmultilevel steps,
for each coarse-grid solve a multigrid iteration is usedgpraximately invert the
shifted Laplacian preconditioner. Hence, a multilevel ldsymultigrid (MKMG)
method results.

Numerical results are given for high wavenumbers and sheweffectiveness of
the method for solving Helmholtz problems. Not only can thevergence be made
almostindependent of grid size but also linearly dependent on the wavenumb,er
with a smaller proportional constant than for the multigriécondition ed version,
presented in the aforementioned paper.

Key Words.
multilevel Krylov method, GMRES, multigrid, Helmholtz egtion, shifted-Laplace
preconditioner
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