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ON THE MODELING OF ENTROPY PRODUCING PROCESSES *

KUMBAKONAM R. RAJAGOPALF

Abstract. A general thermodynamic framework is presented for the studlyeofesponse of bodies undergoing
entropy producing processes. In general, in such procéssestural configuration of a body, i.e., the configuration
that the body would take on the removal of all external stinallanges. The fact that material symmetry of the body
in these various natural configurations could be differéiotves one to model the response of bodies that cannot be
described by traditional models that are in place. It is assutingt the processes take place in a manner such that
the rate at which entropy is produced is maximized. Knowing lloevmaterial stores energy, produces entropy,
conducts heat, absorbs or emits radiation, etc., allows@determine the constitutive equation for the stress and
other relevant quantities. The fact that the body’s nattwafiguration changes and the form for the stress response
from the natural configuration changes, leads to a lot oflehgés with regard to the development of analytical as
well as numerical methods for the study of the response of bodie
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1. Introduction. The response of bodies to external stimuli is charactebygdbe many
ways in which bodies store energy, how they release thigggrtbat is stored, the various
ways in which they produce entropy, how they conduct heat,they emit and absorb radia-
tion, the structures for their latent heat and latent enétgydifference in the internal energy
associated with the different phases of the body), how métieovorking that is supplied is
converted into heat, and in general other pertinent infdonavith regard to the electromag-
netic response of bodies. For instance, a particular bodhtie able to store the energy that
is supplied to the body in such a manner that all of it can bever®d in a purely mechanical
process (such bodies are usually called elastic), howeystatline bodies with dislocations
are capable of storing energy due to the rearrangement digloeation structure, that cannot
be recovered in a purely mechanical process, the energy begovered in a thermodynamic
process such as annealing. The external stimuli are noictestto mechanical and thermal
guantities, a body is also stimulated by electrical and retigtields or an active chemical
environment; here we shall restrict ourselves to purelymagaical and thermal stimuli.

The configuration that a body takes in the absence of extstinallli is called a natural
configuration. Given a set of external stimuli, it is possitilat different natural configura-
tions might be achieved in the manner in which the exterimaldt are removed. The natural
configuration achieved might be different based on whetheekternal loading is removed
instantaneously or very slowly. In an elastic body the mammevhich the external load is
removed is irrelevant and one attains the same stress frdiguaation. It is however impor-
tant to recognize that a traction free configuration doesneaessarily lead to a stress free
configuration. A simple example for the same is the case ofastie hemisphere; it could
be traction free in a stress free state or traction free invanted stressed state. This leads
to the important fact that all equilibrium solutions for gfi@ bodies cannot be obtained by
requiring that the stored energy be a global minimum.

As the body is undergoing a thermodynamic process, the lyiigmnatural configura-
tion can change, that is the configuration that the bodyrettan the removal of external
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stimuli, at different actual configurations of the body urgdeéng a thermodynamic process,
could change. An elastic material is a body that has one alatanfiguration and thus, on the
removal of external loading from any natural configuratithre, body will return to the same
natural configuration. However, an inelastic body, suclhastmetal that has been deformed
so that it has “yielded”, has an infinity of natural configivas, and a body that is under-
going solid to solid phase transition has a finite number d¢firad configurations; se€lf]
and [L8, 19 for a detailed discussion of the role of natural configunasiin thermomechan-
ics. The question then arises as to whether there is soro@ahtneans for determining how
the natural configuration changes. It turns out that natwafigurations change whenever
entropy production takes place (thus the reason for thealatanfiguration not changing for
an elastic body, though it is possible that one can consé&ucathematical theory wherein
the natural configurations do not change even when entropyoduced). Eckart4] seems
to have been the first to recognize the important role thatrabtonfigurations play in spec-
ifying the response of materials. For instance, classilzgtigity can be viewed as infinity
of response functions from infinity of evolving natural cgpfiations. His work is amongst
the most important studies in the thermomechanics of eptpopducing processes and it is
unfortunate that this seminal work has been largely ignaneti recently. While Eckart’s
work made a significant advance on the state of entropy prodyrocesses and the notion
of natural configurations, he did not recognize the role efthanging material symmetry
associated with these natural configurations and otheterklasues; see Rajagopab] for

a discussion of the same.

We shall find that requiring the thermodynamic processegdoged according to the
rate of entropy production being maximized, leads natyrtalldetermining the manner in
which the natural configurations evolve. As we shall seegaldpg to this idea has been
successful in developing models to describe a disparags ofamaterial responses.

Suppose that the current configuration of the body is dertoed, and further suppose
that on the removal of the external stimuli the body attahesdonfigurations,;), the pre-
ferred natural configuration of the body amongst the seveatlral configurations that are
available to the body. As mentioned earlier, different reltaonfigurations can be attained
based on the class of allowable thermodynamic processep@nds on the way in which the
external stimuli are removed, for instance if the extertiatsli are removed instantaneously
the process under consideration would be adiabatic, whileey are removed slowly the
process would be isothermal). Also, a body might have onejte fiumber or infinity of nat-
ural configurations associated with it while undergoingextiodynamic process. Twinning
and solid to solid phase transitions are examples of a bodynda finite number of natural
configurations.

Given a body, we have to decide on the set of properties tHatedthe state of each
material point that belongs to the body. For instance, tlierdation gradient, temperature,
stress, velocity gradient, the various temporal and dpdgidvatives of the above quantities
as well as several other quantities could qualify to defieestate of a particle. An important
point to bear in mind is that the set of natural configuratitrag a body can attain will also
be a part of the specification of the state variables. Caistt relations are in their most
general form implicit relationships between the varioagestariables. Once the state space
associated with the body can be defined, we can discuss thegses that take the particle
from one state to another. These processes cannot be Brbitr@y have to be such that in
addition to the balance equations the second law of thermaodics is met. The second law
requires the rate of entropy production to be non-negatiMee second law is enforced in
a variety of ways; see Thomsog]], Clausius P], and Planck 14]. However, at times more
stringent restrictions than the second law are enforcedraghsons for the same being that
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the second law allows for too many possible candidates ®ictnstitutive relations. One
such more stringent requirement is the one introduced bya@as see Onsaget ], Pri-
gogine [L3], Glansdorff and Prigogines]. Onsager’s requirement, which is often referred to
as Onsager’s Principle, does not have the same univeraalttye second law and is expected
to hold for only special materials in special processesaggal and Srinivasa, in a series
of recent papers, require that the rate of entropy produdi® maximal to choose a subset
of constitutive relations from those that are non-negativbile Ziegler 3] had earlier ap-
pealed to such a requirement, he did not use it to obtain itotigt relations in the manner of
Rajagopal and Srinivasa; see Rajagopal and Srinii§ddr a discussion of the differences
between their approach and that of Ziegler. It might seem tite requirement demanded
by Rajagopal and Srinivasa contradicts Onsager’s Priadjpice they demand that the rate
of entropy production is maximal while the latter demands thbe minimal in equilibrium.
There is no contradiction whatsoever between the demanBsjafjopal and Srinivasa and
that of Onsager as they refer to totally different circumsés.

2. Kinematics and basic equations.An abstract body3 is a set that has a topological
and measure theoretic structure (a detailed treatmentaffiwimeant by a body can be found
in Truesdell R2)). Let x be a reference placer that maps the abstract body onto ifiggen
ration x(B) in a three dimensional Euclidean space. kgtB) denote the configuration of
the bodyB, at timet. By the motiony of the body, we mean a one to one mapping at each
instant of timet, that associates a partick € «(B) with a particlex € x:(B), i.e.,

x = xx(X,1).

Properties associated with the body can be defined on the bhstference configuration
(usually referred to as a Lagrangian representation, thdugas introduced by Euler), the
current configuration (usually referred to as Eulerianespntation, though it was used earlier
by D’Alembert and Bernoulli), or for that matter any otherspible configuration the body
can be placed in, i.e., a propertycan be defined through

Y= @N(th) = Pry (X,t).

We shall use the following notation to represent the derigatbased on referential and
current configurations:

. a(p,{ - &pm d£ o 830/{ aﬁ o 3%%
Ve=ogx e E T W T e o ot
The gradient of the motion (usually called the deformaticadient) is defined through
Xk
F, =& 2.1
«=Tx (21)
and the velocity is defined through
X
vix,0) = 25000y ) = v (x0).). (2.2)
Consequently,
dp Oy
s a+v«grad<p.

We also define the Cauchy-Green stretch tenBareindC,; through
B, =F.F!, C, =FIF,,
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and the velocity gradierit and its symmetric paid through
1
L = grad D=_(L+L%).
gradv, 5 ( + )

It immediately follows from 2.1) and @.2) that

dF
L=—"2F_1 2.3
o F (23)
Analogously to the above setting, we introduce the defaonagradientF,, , as the

measure of the deformation between, (B) andx(53), and we set

=F, FT C =FT

Kop(t) Kp(t) ™ Kp(t)? Kp(t) Kop(t) Fﬂp(t) :

B

Finally, we useG to denote the measure of deformation betwe€R) andr,(B). Obvi-

ously,F,, = F, , G. Motivated by @.3), we define
G ,_,
Kp(t) EG
and we also set
1 T
Kp(t) §(Lﬂp<t> + Lﬁpm)-

The minimal kinematical definitions provided above suffieedur discussions here.
Any process undergone by the body has to meet the balancesst tireear and angular
momentum, and energy which are given by
dp

prii divv,

d
pd—: =divT + pb,

T =T, (2.4)
d
pd—i =T-L—divqg+ pr,

wherep denotes the densityf, the Cauchy stres$ the specific body force; the specific
internal energyy the heat flux and the radiant heating.

3. On the modeling of entropy producing process.Finally, we record the second law
of thermodynamics which the body has to meet in every précess

dn . /q pr
! v(i=)="— >

i (9) g e €20,
wheren is the entropyf the temperaturey the heat flux, and is the rate of entropy pro-
duction. The second law expressed as above is different henusual expression, where

1 It would be more appropriate to refer loandD asL,;, andD,,,, but we have dropped the suffix. from
which these measurements are made for the sake of conveniema&tdn.

2The second law, unlike the other laws that have been postlliatinviolate. For instance, during radioactivity
the balance of mass is violated. The balance laws, as statleldfion classical mechanics and have to be restated for
processes such as radioactivity, etc.
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the last term in the above equation is omitted and the egualiteplaced by an inequality.
The above approach was used by Green and Nagthnfd more recently by Rajagopal and
Srinivasa (see the review articles by Rajagopal and SsaiJa8, 19] for a discussion of
its use in a variety of applications) to study the thermodyitaresponse of bodies, and we
shall find it convenient to use the second law in the above fdtnis common practice in
continuum thermodynamics to obtain restrictions on thestiartive response functions by
allowing the body to undergo arbitrary thermodynamic psses. Such a procedure assumes
that the forms assumed for the constitutive response fumstre valid in all these arbitrary
processes, but this is not the case as the type of respomggerhedeled might not be possible
in all arbitrary processes. Thus, one would have to ensatetie process the body is subject
to is compatible with the assumed form for the response foimct

On combining the balance of energy with the above equatiooltain

B q-gradd

de dn
T-L-p% 402
Pa TP 9

=p§ =:¢ =0, (3.1)
where we refer t@ as the rate of dissipation. Usually the rate of dissipatifers to the
product of the density, temperature and the rate of entropyyztion associated with working
being converted to heat, i.e., energy in its thermal fornt,Hewme we shall use it to mean the
product of the density, temperature and the rate of entrapgyction associated with all
forms of entropy production.

On introducing the specific Helmholtz potential

1/} =&—- 6777
we can rewrite the above equation as

T~prdw p dfﬂiq'gradéz

o ndt ) C. (3.2)

If one further assumes that the rate of entropy producfiocan be expressed additively
(it is not necessary to make this assumption and one can digamere complicated forms
of entropy production) as

¢ = e+ Ga,

where(, is the rate of entropy production due to conduction gnthe rate of entropy pro-
duction due for the various other entropy producing proegsand if we further assume that

_q-grad9 <

c = 07
¢ 200>

then we are left with (using als@ {))

dyp do
T -D—p— —pn—=C(3>0.
Par TP >0

Now, depending on the problem under consideration we wilehia assume appropriate
forms for the specific Helmholtz potentigl, the rate of entropy productiafy, and the en-
tropy n. It is worth observing a definite advantage of the above aaprocompared to the
usual assumption for the constitutive relation for thesstymamely that of making assump-
tions concerning two scalar functions instead of six schlactions for the components of



ETNA
Kent State University
etna@mcs.kent.edu

ON THE MODELING OF ENTROPY PRODUCING PROCESSES 45

the stress. Let us consider, for the sake of illustrationthisrmat processes. In this case,
equation 8.2) will further simplify to

T-Dfp%:CdZO. (3.3)

It is important to bear in mind that the specific Helmholtzgrdtal was introduced to
simplify the mathematical manipulations. Thus, in genewak has to prescribe constitutive
relations for the specific internal energy and the specifitogs.

The crux of the idea is to maximize the rate of entropy prodacsubject to the second
law expressed in the forn8(3) (or in the more general casg.{)) enforced as a constraint.
If any other constraints such as those of incompressikaligyto be enforced, then one has
to incorporate them into the function which is being maxiedizy introducing the appro-
priate Lagrange multipliers. A few words concerning théorzadle for the maximization are
warranted. In an isolated system, the entropy of the sysésmistto a maximum and the
system attains equilibrium. The quickest way for the systemttain the maximal value of
entropy is to undergo processes that produce the maxingabfa@ntropy. Though this might
seem a reasonable expectation for closed (isolated) systershall also require this to open
systems. It is important to bear in mind that the above reqguént of the maximal rate of
entropy production is not a “principle” of thermodynamicsly a plausible and reasonable
assumption. Ziegler3] appealed to such an assumption, but from a different petispe
see Rajagopal and Srinivasa] for a detailed discussion of the distinction between Zegl
approach and the one advocated here.

It is also important to discuss another idea in thermodynatrifiat is used a great deal,
especially when dealing with linear constitutive relaipnamely the Onsager’s “principle”.
This “principle” requires that the rate of entropy prodoatibe minimal. This requirement
seems to contradict the requirement advocated earlieiif Buhot so. The rate of entropy
production is a Liapunov function. The procedure of maxingzthe rate of entropy pro-
duction picks one (or more) amongst numerous possible ndats for the choice of the rate
of entropy production. Once a choice for the rate of entromdpction is made, as it is a
Liapunov function, it decreases to a minimal value with ezgpo time, and it is to this mini-
mality Onsager’s “principle” refers to; see Onsadgl][ de Groot and Mazurd], Glansdorff
and Prigogine]. A detailed discussion of the differences between theirement of maxi-
mal rate of entropy production, for the choice of the raterdf@py production function, and
Onsager’s “principle” can be found in the paper by Rajag@al SrinivasaZ(]. In fact,
Rajagopal and Srinivas&()] also provide a way for generalizing Onsager’s “principte”
non-linear phenomenological laws. For the special caskeofate of entropy production be-
ing quadratic in an appropriate variable, one obtains tipb@nomenological relations such
as Fourier’s law of heat conduction, Darcy’s law or Fick®/i4a The linear phenomenolog-
ical relations satisfy Onsager’s relations and, as theaf@mtropy productions is quadratic
and a Liapunov function, it attains a minimum with time. Howe when the rate of entropy
production is not quadratic, one does not obtain linear ptresmological relations, and one
cannot apply Onsagers’s relations. Rajagopal and Sriaifz& show how one can deal with
a rate of entropy production that is not quadratic and leadsh-linear phenomenological
relations. We shall not discuss these issues in detail bateefer the interested reader to the
paper by Rajagopal and Srinivasd], where all the relevant issues are discussed at length.

In the case of isothermal processes, we are then requiredxmize the rate of entropy
production(, subject to the constrainB(3). Thus, we maximize the function

3A fully thermodynamic theory that allows for phase transfoiiova, conduction, radiation, etc., can be found
in the papers by Kannan et af][ Rao and Rajagopallp] and Rajagopal and Srinivasad].
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D =g+ N\ <<d—T~D+pC§f>.

If in addition the body under consideration is incomprelssithen we have to also take
into consideration that

I-D=divv =0,

and thus we have to maximize

d
P=(Cs+ M\ (Cd—T~D+p;f> + X 1-D.
3.1. An example: viscoelastic fluids.In order to illustrate the efficacy of the idea we
apply our ideas to viscoelastic fluids. Suppose the spec#lmHoltz potential and the rate

of entropy production are given by

and

wherey, andn are constants.
A straightforward application of the procedure (see Rgpaj@nd Srinivasall/] for
details) leads to the following representation for the @gustress for the fluid

T=—pl+uB,,,,
where
f; % ko~ LB,y — B, LT| = % [Bryy = AL
and
e el
p(t)

The above model is a generalization of the non-linear Makweldel. Such a fluid
stores energy like a non-linear neo-Hookean solid andphi$ss it like a viscous fluid that
takes into account the change in the underlying natural gordtion. If one assumes that the
elastic response is that of a linearized elastic solid, them obtains the three dimensional
generalization of the one dimensional model developed byvd [11] in his seminal paper
on the viscoelastic response of bodies. Different choioeshie stored energy and the rate
of entropy production will lead to different models for visdastic fluids. The reader can
find how one could obtain models for different rate type vidastic fluids in Rajagopal and
Srinivasa 7).

The above procedure does not apply to merely viscoelastasfllAppropriate choices
for the stored energy and the rate of entropy productiontiead the known models for the
inelastic response of solids in addition to leading to neefuismodels, including models
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within the context of finite deformations. An important poio observe is that the methodol-
ogy automatically provides the “yield condition” and théseno need to make additionad
hocassumptions for the “yield condition”.

Itis also worth mentioning that the procedure has been wsdeMelop implicit constitu-
tive models. For example, 8dek and Rajagopa8] develop models for incompressible fluids
wherein the viscosity depends on the pressure (the meanahstrass) and the symmetric
part of the velocity gradient (the model being a special iniffluid model).

The above thermodynamic framework is able to describe agiatof diverse phenom-
ena of materials: viscoelasticity, traditional inelagsgsponse, twinning, solid to solid transi-
tions in shape memory alloys (see Rajagopal and Srinivd §]), crystallization of poly-
mers (Rao and Rajagopdld]), shape memory polymers (Barot et dl])[ granular materials
(Malek and RajagopaB]), mixtures (Malek and Rajagopall[)), etc. The procedure seems
to have a lot of promise, but it is important to recognize thatprocedure is not universal;
there are probably responses of bodies that cannot be loedariithin the purview of the
above thermodynamic framework. However, the fact thatatdg most of the known forms
of materials response provides a certain amount of asseiesio its applicability.
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