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Approximate Fekete points for weighted polynomial intdgbion. A. Sommariva
and M. Vianello

Abstract.

We compute approximate Fekete points for weighted polyabimierpolation by a

recent algorithm based on QR factorizations of Vandermamateices. We consider
in particular the case of univariate and bivariate functiaith prescribed poles or
other singularities, which are absorbed in the basis by ghtdéunction. Moreover,

we apply the method to the construction of real and complaghted polynomial

filters, where the relevant concept is that of weighted norm.
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Block approximate inverse preconditioners for sparse ymonsetric linear systems.
J. Cerdan, T. Faraj, N. Malla, J. Main, and J. Mas

Abstract.

In this paper block approximate inverse preconditionesdtee sparse nonsymmet-
ric linear systems with iterative Krylov subspace methadsstudied. The computa-
tion of the preconditioners involves consecutive updat@aable rank of an initial
and nonsingular matri¥, and the application of the Sherman-Morrison-Woodbury
formula to compute an approximate inverse decompositioth@fupdated matri-
ces. Therefore, they are generalizations of the precamditipresented in Bru et
al. [SIAM J. Sci. Comput., 25 (2003), pp. 701-715]. The digbof the precon-
ditioners is studied and it is shown that their computat®iieakdown-free for
H-matrices. To test the performance the results of numlegiqaeriments obtained
for a representative set of matrices are presented.

Key Words.
approximate inverse preconditioners, variable rank wsjablock algorithms,
Krylov iterative methods, Sherman-Morrison-Woodburynfioita
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Analysis of the finite element method for transmission/rdixeoundary value
problems on general polygonal domainklengguang Li, Anna Mazzucato, and
Victor Nistor.

Abstract.

We study theoretical and practical issues arising in thdémpntation of the Finite
Element Method for a strongly elliptic second order equatidgth jump disconti-
nuities in its coefficients on a polygonal doméirthat may have cracks or vertices
that touch the boundary. We consider in particular the eguat div(AVu) = f €
H™~1(Q) with mixed boundary conditions, where the matrixhas variable, piece-
wise smooth coefficients. We establish regularity and Fedhesults and, under
some additional conditions, we also establish well-posediin weighted Sobolev
spaces. When Neumann boundary conditions are imposed aceadjsides of the
polygonal domain, we obtain the decompositios- u,es + o, into a functionu,eg
with better decay at the vertices and a functiothat is locally constant near the
vertices, thus proving well-posedness in an augmentecsfde theoretical anal-
ysis yields interpolation estimates that are then used mstoact improved graded
meshes recovering the (quasi-)optimal rate of convergimgeecewise polynomi-
als of degreen > 1. Several numerical tests are included.

Key Words.
Neumann-Neumann vertex, transmission problem, augmemgéghted Sobolev
space, finite element method, graded mesh, optimal ratenvecgence
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The analytic SVD: On the non-generic points on the pafbasa Janovsk and
Vladirrir Janovsk.

Abstract.

A new technique for computing the Analytic SVD is proposeleTdea is to follow
a branch of just one simple singular value and the correspgneft/right singular
vector. Numerical computation may collapse at non-genpariiats; we will consider
the case when the continuation gets stuck due to a nonzetplawgingular value.
We interpret such a point as a singularity of the branch. Weleynsingularity
theory in order to describe and classify this point. Sinsed@dimension is one, we
meet such a point “rarely.”

Key Words.
SVD, ASVD, continuation, singularity theory

AMS Subject Classifications.
65F15

Convergence rates for regularization with sparsity caists. Ronny Ramlau and
Elena Resmerita

Abstract.

Tikhonov regularization wittp-powers of the weighted, norms as penalties, with
€ (1,2), have been employed recently in reconstruction of sparkgimos of
ill-posed inverse problems. This paper shows convergestes ffor such a regu-
larization with respect to the norm of the weighted spaces$suming that the
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solutions satisfy a certain smoothness (source) condifibe meaning of the latter
is analyzed in some detail. Moreover, converse resultssiedbkshed: Linear con-
vergence rates for the residual, together with convergehttee approximations to
the solution, can be achieved only if the solution satisfisswace condition. Further
insights for the particular case of a convolution equatien@ovided by analyzing
the equation both theoretically and numerically.

Key Words.
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On the approximation of analytic functions by théBernstein polynomials in the
caseg > 1. Sofiya Ostrovska

Abstract.

Since forg > 1, the g-Bernstein polynomial#3,, , are not positive linear operators
on C[0, 1], the investigation of their convergence properties turristole much
more difficult than that in the case < ¢ < 1. In this paper, new results on the
approximation of continuous functions by theBernstein polynomials in the case
q > 1 are presented. Itis shown thatfife C[0, 1] and admits an analytic continua-
tion f(z) into {z : |z| < a}, thenB,, ((f;z) — f(z) asn — oo, uniformly on any
compactsetifz : |z| < a}.

Key Words.
g-integersg-binomial coefficientsg-Bernstein polynomials, uniform convergence
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On weighted lacunary interpolatioklargit Lénard.

Abstract.

In this paper the regularity of a special lacunary interpotaproblem is investi-
gated, where for a given (»r > 2, » € N) the derivatives up to the-2nd order
together with the weightedth derivative are prescribed at the nodes. Sufficient
conditions on the nodes and the weight function, for the lgrobto be regular,
are derived. Under these conditions a method to constrecexiplicit formulae
for the fundamental polynomials of the regular weightedifeary interpolation is
discussed. Examples are presented using the roots of $mozhorthogonal poly-
nomials.

Key Words.
Birkhoff interpolation, lacunary interpolation, Hermitaterpolation, weighted
(0, 2)-interpolation, weightedo, 1, 3)-interpolation, regularity, explicit formulae

AMS Subject Classifications.
41A05

An aggregation-based algebraic multigrid methgdan Notay

Abstract.

An algebraic multigrid method is presented to solve largaesys of linear equa-
tions. The coarsening is obtained by aggregation of the amvks. The aggrega-
tion scheme uses two passes of a pairwise matching algoaitiphed to the matrix
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graph, resulting in most cases in a decrease of the numbaraiiles by a fac-
tor slightly less than four. The matching algorithm favane strongest negative
coupling(s), inducing a problem dependent coarsenings @bgregation is com-
bined with piecewise constant (unsmoothed) prolongagosuring low setup cost
and memory requirements. Compared with previous aggmgatised multigrid
methods, the scalability is enhanced by using a so-callegdte multigrid scheme,
providing Krylov subspace acceleration at each level. phjser is the logical con-
tinuation of [SIAM J. Sci. Comput., 30 (2008), pp. 1082—-1]l0&ere the analysis
of a anisotropic model problem shows that aggregationéimse grid methods may
have optimal order convergence, and of [Numer. Lin. Alg. Agb (2008), pp. 473—
487], where it is shown that K-cycle multigrid may providetiopal or near optimal
convergence under mild assumptions on the two-grid schévhereas in these pa-
pers only model problems with geometric aggregation wensicered, here a truly
algebraic method is presented and tested on a wide rangeaéeth second order
scalar elliptic PDESs, including nonsymmetric and unsuicexd problems. Numerical
results indicate that the proposed method may be significartre robust as black
box solver than the classical AMG method as implementeddrctiie AMG1R5 by
K. Stuben. The parallel implementation of the method is aiscussed. Satisfac-
tory speedups are obtained on a medium size multi-procelssier that is typical
of today computer market. A code implementing the methodeisly available for
download both as a FORTRAN program and a MATLAB function.

Key Words.
multigrid, linear systems, iterative methods, AMG, preditioning, parallel com-
puting
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Computingexp(—7A)b with Laguerre polynomialsBernard N. Sheehan, Yousef
Saad, and Roger B. Sidje

Abstract.

This paper discusses a method based on Laguerre polynoroialsined with a
Filtered Conjugate Residual (FCR) framework to computepttoeluct of the expo-
nential of a matrix by a vector. The method implicitly usesapansion of the expo-
nential function in a series of orthogonal Laguerre polyirasy much like existing
methods based on Chebyshev polynomials do. Owing to thetattorthogonal
polynomials satisfy a three-term recurrence, what thegessexpansion methods
offer over other approaches such as Krylov subspace meliesds the elimination
of inner products and the economy in storage since therenmgead to compute and
keep a set of basis vectors. Compared with Chebyshev polatothat are orthog-
onal within a restricted interval and need estimates of thtermost eigenvalues,
Laguerre polynomials offer the added feature that they ategonal on the half
real line, alleviating therefore the need to estimate aigkres.

Key Words.
conjugate residual, filtered conjugate residual, polyrabrfiitering, exponential
propagation, orthogonal polynomials
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A gradient recovery operator based on an oblique projecBahnu P. Lamichhane

Abstract.

We present a construction of a gradient recovery operat®@dan an oblique pro-
jection, where the basis functions of two involved spacdisfgaa condition of
biorthogonality. The biorthogonality condition guaraegethat the recovery oper-
ator is local.

Key Words.
gradient recovery, a posteriori error estimate, biorthajsystem
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65N30, 65N 15, 65N50

An implicit approximate inverse preconditioner for saddb@int problems.
Sabine Le Borne and Che Ngufor

Abstract.

We present a preconditioner for saddle point problems wtidased on an ap-
proximation of an implicit representation of the inversetttd saddle point matrix.
Whereas this preconditioner does not require an approiamét the Schur com-
plement, its theoretical analysis yields some interestationship to some Schur-
complement-based preconditioners. Whereas the evatuatithis new precondi-
tioner is slightly more expensive than the evaluation aidéad block precondition-
ers from the literature, it has the advantage that, sinolaohstraint preconditioners,
the iterates of the preconditioned system satisfy the cainsequations exactly. We
will demonstrate the performance of the implicit approxieiaverse preconditioner
in the iterative solution of the discrete two- as well as #hdémensional Oseen equa-
tions.

Key Words.
saddle point problem, preconditioning
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New quadrilateral mixed finite elementunkyong Hyon and Do Y. Kwak

Abstract.

In this paper, we introduce a new family of mixed finite eletngpaces of higher
order ¢ > 1) on general quadrilateral grids. A typical element has tweefe
degrees of freedom than the well-known Raviart-Thomasfieiéementr1];;, yet
enjoys an optimal-order approximation for the velocityZit-norm. The order of
approximation in the divergence norm is one less than thecitg] as is common
to all other known elements, except for a recent elemertditced by Arnold et al.
[SIAM J. Numer. Anal., 42 (2005), pp. 2429-2451]. Howeveg,wtroduce a local
post-processing technique to obtain an optimal ord&fimorm of divergence. This
technique can be used to enhance the resuttiof; element as well, and hence, can
be easily incorporated into existing codes.

Our element has one lower order of approximation in presthae theRTj;, el-
ement. However, the pressure also can be locally post-psedeto produce an
optimal-order approximation. The greatest advantage offinite element lies in
the fact that it has the fewest degrees of freedom amongalknlown quadrilat-
eral mixed finite elements and thus, together with the postgssing techniques,

\"
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provides a very efficient way of computing flow variables inxed formulation.
Numerical examples are in quite good agreement with theryteeen for the case
of almost degenerate quadrilateral grids.

Key Words.
mixed finite element method, quadrilateral grid, optimdbeéy, post-processing
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On a non-stagnation condition for GMRES and applicatioratidée point matrices.
Valeria Simoncini

Abstract.

In Simoncini and Szyld [Numer. Math., 109 (2008), pp. 477448 new non-
stagnation condition for the convergence of GMRES on indefiproblems was
proposed. In this paper we derive an enhanced strategynipéalia more general
non-stagnation condition. Moreover, we show that the aisiso provides a good
setting to derive asymptotic convergence rate estimatasdefinite problems. The
analysis is then explored in the context of saddle point icedr when these are
preconditioned in a way so as to lead to nonsymmetric andimitiesystems. Our
results indicate that these matrices may represent arhifisigraining set towards
the understanding of the interaction between indefiniteaas stagnation.

Key Words.
saddle point matrices, large linear systems, GMRES, stagna
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A weakly over-penalized symmetric interior penalty metHod the biharmonic
problem.Susanne C. Brenner, Thirupathi Gudi, and Li-Yeng Sung

Abstract.

We study a weakly over-penalized symmetric interior pgnaéthod for the bihar-
monic problem that is intrinsically parallel. Bo#hpriori error analysis and poste-
riori error analysis are carried out. The performance of the ndathilustrated by
numerical experiments.

Key Words.
biharmonic problem, finite element, interior penalty methoweak over-
penalization, Morley element, fourth order

AMS Subject Classifications.
65N30, 65N15

Two-level nonlinear elimination based preconditionersfiexact Newton methods
with application in shocked duct flow calculatidfeng-Nan Hwang, Hsin-Lun Lin,
and Xiao-Chuan Cai

Abstract.

The class of Newton methods is popular for solving largespaonlinear algebraic
systems of equations arising from the discretization ofiglatifferential equations.
The method offers superlinear or quadratic convergence i solution is suf-

ficiently smooth and the initial guess is close to the dess@dtion. However, in

4



many practical problems, the solution may exhibit some swieothness in part of
the computational domain, due to, for example, the presefieeshock wave. In
this situation, the convergence rate of Newton-type mettdederiorates consider-
ably. In this paper, we introduce a two-level nonlinear étiation algorithm, in
which we first identify a subset of equations that preventstde from having the
fast convergence and then iteratively eliminate them frioenglobal nonlinear sys-
tem of equations. We show that such implicit nonlinear ediaion restores the fast
convergence for problems with local non-smoothness. Asxample, we study a
compressible transonic flow in a shocked duct.

Key Words.
nonlinear PDESs, nonlinear elimination, inexact Newtonitdirdifference, shock
wave
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65H10, 65N06, 65N55

252 Accumulation of global error in Lie group methods for lineadinary differential
equationsBojan Orel

Abstract.

In this paper we will investigate how the local errors acclateito the global error
in Lie group methods for linear ODEs. The concept of the l@cal global errors
has to be redefined to fit in the framework of Lie groups andtatge Formulas for
tracking the global error are proposed and demonstratediorerical examples.

Key Words.
ordinary differential equations, Lie group methods, gladyeor, local error
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263 A streaming approach for sparse matrix products and itsicgin in Galerkin
multigrid methodsJoachim Georgii and Rdiger Westermann

Abstract.

In this paper, we present a numerical algorithm for compupiroducts of the form
RKRT, whereR, RT, and K are sparse matrices. By reformulating the problem
into the simultaneous processing of a sequential data amdotstream, cache miss
penalties are significantly reduced. Even though the algorincreases memory
requirements, it accelerates sparse matrix products emrecocessor architectures
by a factor of up to 4 compared to previous approaches. Weydpplalgorithm

to compute consistent system matrices at different résoluévels in a dynamic
multigrid elasticity simulation, and we show its efficierfoy nested and non-nested
mesh hierarchies.

Key Words.
sparse matrix products, cache-awareness, multigrid ridalepdate
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Adaptive reduction-based multigrid for nearly singuladémghly disordered phys-
ical systemsJ. Brannick, A. Frommer, K. Kahl, S. MacLachlan, and L. Zataiv

Abstract.

Classical multigrid solution of linear systems with magscthat have highly vari-
able entries and are nearly singular is made difficult by tremounding difficulties
introduced by these two model features. Efficient multigiatltion of nearly sin-
gular matrices is known to be possible, provided the seddfirandt-McCormick
(or eigenvector approximation) criterion is satisfied, ethiequires building inter-
polation to fit the near-null-space modes with high accurathen these modes
are known, traditional multigrid approaches may be vergaite. In this pa-
per, we consider the case of matrices describing highlyrdesed systems, such
as those that arise in lattice quantum chromodynamics (Q@B3re the near-null
modes cannot be easily expressed in closed form. We devetajedional adaptive
reduction-based algebraic multigrid preconditioner facts systems and present a
two-level convergence theory for the approach for Hermitiad positive-definite
systems. The proposed method is applied to a two-dimerisioodel known as
the Gauge Laplacian, a common test problem for developnfestleers in quan-
tum dynamics applications, showing promising numericalilts. The proposed
reduction-based setup uses compatible relaxation caagseygether with a sparse
approximation to the so-called ideal interpolation opar#éd recursively construct
the coarse spaces.

Key Words.
algebraic multigrid, lattice QCD, gauge Laplacian, iteatmethods, adaptive
multigrid
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65N55, 65N22, 65F10

A robust spectral method for finding lumpings and meta staiddées of non-
reversible Markov chaingviartin Nilsson Jacobi

Abstract.

A spectral method for identifying lumping in large Markovaths is presented. The
identification of meta stable states is treated as a speasel cThe method is based
on the spectral analysis of a self-adjoint matrix that is acfion of the original
transition matrix. It is demonstrated that the techniqguadse robust than existing
methods when applied to noisy non-reversible Markov chains

Key Words.
Markov chain, stochastic matrix, metastable states, laqy@ggregation, modular-
ity, block diagonal dominance, block stochastic
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An analysis of low-rank modifications of preconditioners $addle point systems.
Chen Greif and Michael L. Overton

Abstract.
We characterize the spectral behavior of a primal Schurptement-based block
diagonal preconditioner for saddle point systems, sulbjeloiv-rank modifications.

viii



321

337

This is motivated by a desire to reduce as much as possiblthputational cost
of matrix-vector products with the (1,1) block, while keegithe eigenvalues of the
preconditioned matrix reasonably clustered. The fornmudieads to a perturbed
hyperbolic quadratic eigenvalue problem. We derive iatgng results, highlighting
the differences between this problem and perturbed lingenealue problems. As
an example, we consider primal-dual interior point methfmissemidefinite pro-
grams, and express the eigenvalues of the preconditiongrikriraterms of the
centering parameter.

Key Words.

saddle point systems, preconditioners, Schur complensentjdefinite program-
ming
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Semi-convergence and relaxation parameters for a classIRF @lgorithms.
Tommy Elfving, Touraj Nikazad, and Per Christian Hansen

Abstract.

This paper is concerned with the Simultaneous IterativeoRsttuction Technique
(SIRT) class of iterative methods for solving inverse peoh$. Based on a careful
analysis of the semi-convergence behavior of these methwapropose two new
techniques to specify the relaxation parameters adaptiging the iterations, so
as to control the propagated noise component of the erra.atiantage of using
this strategy for the choice of relaxation parameters omsynand ill-conditioned
problems is demonstrated with an example from tomographgde reconstruction
from projections).

Key Words.
SIRT methods, Cimmino and DROP iteration, semi-converggmtaxation param-
eters, tomographic imaging
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Mapping directed networks. Jonathan J. Crofts, Ernesto Estrada,
Desmond J. Higham, and Alan Taylor

Abstract.

We develop and test a new mapping that can be applied to eiteciweighted net-
works. Although not a “matrix function” in the classical mattheory sense, this
mapping converts an unsymmetric matrix with entries of zgrone into a symmet-
ric real-valued matrix of the same dimension that geneitadly both positive and
negative entries. The mapping is designed to reveal appairi directed bipartite
communities within a complex directed network; each suamrooinity is formed

by two set of nodes; and.S; such that the connections involving these nodes are
predominanthfrom a node inS; andto a node inS,. The new mapping is moti-
vated via the concept @iiternating walkshat successively respect and then violate
the orientations of the links. Considering the combinawadf these walks leads us
to a matrix that can be neatly expressed via the singulaev@geomposition of the
original adjacency matrix and hyperbolic functions. Weuarghat this new matrix
mapping has advantages over other, exponential-basedimeaks performance is

IX
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illustrated on synthetic data, and we then show that it ie &blreveal meaningful
directed bipartite substructure in a network from neuresce.

Key Words.
bipartivity, clustering, communities, exponential, netks, neuroscience, sticki-
ness
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Benchmarking aggregation AMG for linear systems in CFD sations of com-
pressible internal flowdMaximilian Emans

Abstract.

The performance of parallel implementations of three funelatally different ag-
gregation AMG (algebraic multigrid) solvers, includinguabk-cycle methods, for
systems of linear equations appearing in industrial CFDukitions are examined.
The results show that the k-cycle methods are a good chaioages with less than
20000 unknowns per process if the cost of the setup tendsctante critical; for
most other applications, however, established methodednm be equally efficient
Or superior.

Key Words.
algebraic multigrid, fluid dynamics, finite volumes, pragsuelocity coupling
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Coarsening invariance and bucket-sorted independenfaetdégebraic multigrid.
David M. Alber and Luke N. Olson

Abstract.

Independent set-based coarse-grid selection algoritbmaldebraic multigrid are

defined by their policies for weight initialization, indepent set selection, and
weight update. In this paper, we develop theory demonstrdtiat algorithms em-

ploying the same policies produce identical coarse griegamless of the imple-
mentation. The coarse-grid invariance motivates a newseegrid selection algo-
rithm, called Bucket-Sorted Independent Sets (BSIS),ithatore efficient than an
existing algorithm (CLJP-c) using the same policies. Ekpental results highlight-

ing the efficiency of two versions of the new algorithm arespraed, followed by a

discussion of BSIS in a parallel setting.

Key Words.
algebraic multigrid, parallel, coarse-grid selection
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A spectral method for the eigenvalue problem for elliptic uatipns.
Kendall Atkinson and Olaf Hansen

Abstract.
Let ©2 be an open, simply connected, and bounded regidfin/ > 2, and assume
its boundan®f? is smooth. Consider solving the eigenvalue problem= A\u for

X
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an elliptic partial differential operatdr over(2 with zero values for either Dirichlet
or Neumann boundary conditions. We propose, analyze, arsiridte a ‘spectral
method’ for solving numerically such an eigenvalue probléris is an extension
of the methods presented earlier by Atkinson, Chien, andselafAdv. Comput.
Math, 33 (2010), pp. 169-189, and to appear].

Key Words.
elliptic equations, eigenvalue problem, spectral mettmodltivariable approxima-
tion
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Analysis of a non-standard finite element method based ondary integral oper-
ators.Clemens Hofreither, Ulrich Langer, and Clemens Pechstein

Abstract.

We present and analyze a non-standard finite element mets®tilon element-
local boundary integral operators that permits polyheelehent shapes as well as
meshes with hanging nodes. The method employs element®igeharmonic trial
functions and can thus be interpreted as a local Trefftz atetfThe construction
principle requires the explicit knowledge of the fundanaésblution of the partial
differential operator, but only locally, i.e., in every gpbkedral element. This allows
us to solve PDEs with elementwise constant coefficientshithngaper we consider
the diffusion equation as a model problem, but the methodbeageneralized to
convection-diffusion-reaction problems and to systemBIBEs such as the linear
elasticity system and the time-harmonic Maxwell equatieith elementwise con-
stant coefficients. We provide a rigorous error analysishefrhethod under quite
general assumptions on the geometric properties of thessiesnNumerical results
confirm our theoretical estimates.

Key Words.
finite elements, boundary elements, BEM-based FEM, Treftthods, error esti-
mates, polyhedral meshes
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