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CASCADIC MULTIGRID PRECONDITIONER FOR ELLIPTIC EQUATIONS
WITH JUMP COEFFICIENTS ∗

ZHIYONG LIU† AND YINNIAN HE †

Abstract. This paper provides a proof of robustness of the cascadic multigrid preconditioner for the linear finite
element approximation of second order elliptic problems with strongly discontinuous coefficients. As a result, we
prove that the convergence rate of the conjugate gradient method with cascadic multigrid preconditioner is uniform
with respect to large jumps and mesh sizes.
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1. Introduction. In this paper, we will discuss the cascadic multigrid preconditioned
conjugate gradient method for the linear finite element approximation of the second order
elliptic boundary value problem

(1.1)















−∇ · (ω∇u) = f, in Ω,

u = gD, onΓD,

−ω
∂u

∂n
= gN , onΓN ,

whereΩ ∈ Rd (d = 1, 2, 3) is a polygonal or polyhedral domain with Dirichlet boundary
ΓD and Neumann boundaryΓN . The coefficientω = ω(x) is a positive and piecewise
constant function. More precisely, we assume that there areM open disjointed polygonal or
polyhedral regionsΩm (m = 1, . . . ,M ) satisfying

⋃M
m=1 Ωm = Ω with

ω|Ωm
= ωm, m = 1, . . . ,M,

where eachωm > 0 is a constant. The analysis can be carried through to a more general case
whenω(x) varies moderately in each subdomain.

We assume that the subdomainsΩm, m = 1, . . . ,M , are given and fixed, but may
possibly have complicated geometry. We are concerned with the robustness of the precon-
ditioned conjugate gradient method with regard to both the mesh size and jump coefficients.
This model problem is relevant to many applications, such asgroundwater flow [1, 9], fluid
pressure prediction [13], electromagnetics [7], semiconductor modeling [4], electrical power
network modeling [8], and fuel cell modeling [14, 15], where the coefficients have large
discontinuities across interfaces between subdomains with different material properties.

The goal of this paper is to provide a proof of the robustness of the cascadic multi-
grid preconditioner (CMG-PCG). In this paper, we improve the condition number bound for
CMG-PCG toC1/(1− C2h

2).
The rest of the paper is organized as follows. In Section2, we introduce some basic

notation, the PCG algorithm, and some theoretical foundations. In Section3, we introduce
the cascadic multigrid method and analyze the condition number of the CMG preconditioner.
Section4 contains our conclusions. Following [16], x . y meansx ≤ Cy.
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2. Preliminaries.

2.1. Notation. We introduce the bilinear form

a(u, v) =
M
∑

m=1

ωm(∇u,∇v)L2(Ωm), u, v ∈ H1
D(Ω),

whereH1
D(Ω) = {v ∈ H1(Ω) : v|ΓD

= 0}, and define theH1-norm and seminorm with
respect to any subregionΩm by

|u|1,Ωm
= ‖∇u‖0,Ωm

, ‖u‖1,Ωm
= (‖u‖20,Ωm

+ |u|21,Ωm
)

1

2 .

Thus,

a(u, u) =

M
∑

m=1

ωm|u|21,Ωm
:= |u|21,ω .

We also need the weightedL2-inner product

(u, v)0,ω =

M
∑

m=1

ωm(u, v)L2(Ωm)

and the weightedL2- andH1-norms

‖u‖0,ω = (u, u)
1

2

0,ω, ‖u‖1,ω = (‖u‖20,ω + |u|21,ω)
1

2 .

2.2. The discrete systems.Given a quasi-uniform triangulationTh with mesh sizeh,
let

Vh = {v ∈ H1
D(Ω) : v|τ ∈ P1(τ), ∀τ ∈ Th}

be the piecewise linear finite element space, whereP1 denotes the set of linear polynomi-
als. The finite element approximation of (1.1) (with homogeneous Dirichlet boundary) is the
functionu ∈ Vh, such that

a(u, v) = (f, v) +

∫

ΓN

gNv, ∀v ∈ Vh.

We define a linear symmetric positive definite operatorA : Vh → Vh by

(Au, v)0,ω = a(u, v).

The related inner product and the induced energy norm are denoted by

(·, ·)A := a(·, ·), ‖ · ‖A :=
√

a(·, ·).

Then, we have the following operator equation

(2.1) Au = F.

Indeed, (2.1) can be reduced to a linear system of equations with coefficient matrix

A = (aij)n×n, aij = a(φi, φj) =

∫

Ω

ω∇φi · ∇φj .

Here, {φi}
n
i=1 are natural nodal basis in the spaceVh. For the sake of simplicity, in the

following sections we still viewA as the coefficient matrix.
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2.3. Preconditioned conjugate gradient (PCG) method.The well known conjugate
gradient method is the basis of the preconditioning technique to be studied in this paper. The
PCG method can be viewed as a conjugate gradient method applied to the preconditioned
systems

BAu = BF.

Here,B is a symmetric positive definite operator, known as a preconditioner of A. Note
thatBA is symmetric with respect to the inner product(·, ·)B−1 (or (·, ·)A). Regarding the
implementation of the PCG algorithm, we refer to monographs[2, 10, 11].

Let uk, k = 0, 1, . . . , be the solution sequence of the PCG algorithm. It is well known
that

(2.2) ‖u− uk‖A ≤ 2

(

√

k(BA)− 1
√

k(BA) + 1

)k

‖u− u0‖A,

which implies that the PCG method generally converges faster the smaller the condition num-
berk(BA) is.

Consider now the right-preconditioned method for the systems (2.1),

ABx = F, u ≡ Bx.

Simple calculations give

(u, u)A = (x, x)BTAB ,

(u,BAu)A = (x,ABx)BTAB ,

(BAu,BAu)A = (ABx,ABx)BTAB .

So, the convergence rate estimate (2.2) is accurate also for the right-preconditioned method.

3. Cascadic multigrid preconditioner. In this section, we introduce the cascadic multi-
grid preconditioner. The cascadic conjugate-gradient method (CCG-algorithm, in short) was
proposed by P. Deuflhard [5] and developed by V. V. Shaidurov [12]. In 1996, F. A. Borne-
mann [3] extended it to the case where the CG iteration on each refinement level is replaced
by some general smoother, like the traditional candidates symmetric Gauss-Seidel, SSOR or
damped Jacobi iteration. They call such “one-way multigrid” methods cascadic multigrid
methods. In this paper, we will apply the ideas of both P. Deuflhard and F. A. Bornemann.
We only use CG iteration at the finest level while using traditional iteration methods on other
levels. That is to say, we will obtain a better preconditioner at the finest level through com-
putation on some coarse levels. And then, by (2.2), we can prove the convergence rate of the
cascadic multigrid method.

3.1. Some notation.For problem (1.1) (with homogeneous Dirichlet boundary), given
a nested family of triangulations, we have the linear finite element spaces

V0 ⊂ V1 ⊂ · · · ⊂ VL := V ⊂ H1
0 (Ω).

The finite element approximations at levelℓ are given byu ∈ Vℓ such that

(3.1) a(u, v) = (f, v) +

∫

ΓN

gNv, ∀v ∈ Vℓ .

The cascadic multigrid method for (1.1) can be defined as follows:
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• smoothingm0 times of (3.1) on the coarsest level with a given initial guessu∗
0 = u0,

to obtain an initial guess for the next finer level through interpolation;

. . .

• smoothingmL times of (3.1) on the finest level, to obtain a final approximation to
the solution.

Following [3], denoting the basic iterative procedure on each level by the operatorT ,
the cascadic multigrid method can be rewritten as:

1. u∗
0 = u0;

2. u∗
ℓ = Tℓ,mℓ

u∗
ℓ−1, ℓ = 1, 2, . . . , L.

HereTℓ,mℓ
denotesmℓ steps of the basic iteration applied at levelℓ.

We consider the following type of basic iteration for the given problem at levelℓ, with
initial vectorv ∈ Vℓ:

(3.2) u− Tℓ,mℓ
v = Rℓ,mℓ

(u− v),

with a linear mappingRℓ,mℓ
: Vℓ → Vℓ for the error propagation. We call the basic iteration

an energy reducing smoother, if it obeys the smoothing properties

(3.3) ‖Rℓ,mℓ
v‖A ≤ c

h−1
ℓ

mr
ℓ

‖v‖L2

and

(3.4) ‖Rℓ,mℓ
v‖A ≤ ‖v‖A,

for anyv ∈ Vℓ.
Here0 < r ≤ 1, andmℓ is the number of steps of the basic iteration applied at levelℓ.

As shown in [3] and [6], the symmetric Gauss-Seidel, SSOR and damped Jacobi iteration are
smoothers in the sense of (3.3) and (3.4), with parameterr = 1/2. A detailed proof of (3.3)
and (3.4) is provided in [6].

For the sake of simplicity, we writeTℓ,mℓ
andRℓ,mℓ

asTℓ andRℓ respectively. Then
the right cascadic multigrid preconditionerB can be defined as:

B =

L
∏

ℓ=1

Tℓ .

3.2. Eigenvalue analysis of BA.The analysis of the cascadic multigrid preconditioner
relies on the following three lemmas.

LEMMA 3.1. The linear operator

P =
L−1
∏

ℓ=1

TℓA

is bounded onV .
Proof. We only need to prove thatP is continuous at 0. For anyvn ∈ Vℓ ⊂ V such that

vn → 0, from (3.2) we have

u− Tℓvn = Rℓ(u− vn),

u− Tℓ0 = Rℓ(u− 0),
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which implies

Tℓvn = Rℓvn .

Using (3.4), we have

0 ≤ ‖Tℓvn‖A = ‖Rℓvn‖A ≤ ‖vn‖A → 0,

which impliesTℓvn → 0. SinceTℓ is bounded,P is bounded too.
LEMMA 3.2. LetD, L, andLT be the diagonal, lower triangular, and upper triangluar

part ofA, respectively. Then(D−1u, u)A . h2(u, u)A, for anyu ∈ V . Hereh = hL is the
mesh size at the finest level.

Proof. Sinceφi is a piecewise linear function,

aii =

∫

Ω

ω |∇φi|
2 = ωi

∫

Ωi

|∇φi|
2 & ωih

d−2.

Following [17], we have

(Du, u)A & hd−2
n
∑

i=1

ωi|ui|
2
1,ω & h−2(u, u)A .

LEMMA 3.3. If Rℓ satisfies(3.4), then for anyu ∈ V there exist a constantm > 0 such
that

(Rℓu, u)A ≤ m(D−1u, u)A .

Proof. If not, then for any natural numbern there existsvn ∈ V such that

(Rℓvn, vn)A > n(D−1vn, vn)A .

Takeun = vn/‖vn‖A ∈ V , so that‖un‖A = 1. By dividing both sides of the above
inequality by‖vn‖2A, we obtain

(D−1un, un)A <
1

n
(Rℓun, un)A ≤

1

n
‖Rℓun‖A‖un‖A ≤

1

n
.

SinceV is complete,un → u0 in V . Sou0 ∈ V and‖u0‖A = 1. Taking the limit of the
above inequality, we have

(D−1u0, u0)A
(u0, u0)A

< 0.

This is a contradiction with the definition ofaii.
THEOREM 3.4. There exist constantsC1 > 0 andC2 > 0, which depend only on the

connectivity of the mesh, such that

λmax(AB) ≤ C1, λmin(AB) & 1− C2h
2 .



ETNA
Kent State University 

http://etna.math.kent.edu

338 Z. LIU AND Y. HE

Proof. To prove the upper bound, we use (3.2), (3.4), the Schwarz inequality, and
Lemma3.1. Lettingv = Pu, for anyu ∈ V , we obtain

(u,BAu)A
(u, u)A

=
(u,TLv)A
(u, u)A

=
(u, u)A − (u,RLu)A + (u,RLv)A

(u, u)A

≤ 1 +
(u,RLv)A
(u, u)A

≤ 1 +
(u, u)

1/2
A (RLv,RLv)

1/2
A

(u, u)A

= 1 +

{

(RLv,RLv)A
(u, u)A

}1/2

≤ 1 +

{

(v, v)A
(u, u)A

}1/2

= 1 +
‖Pu‖A
‖u‖A

≤ C1.

To prove the lower bound, we use (3.2), Lemma3.2, and Lemma3.3

(u,BAu)A
(u, u)A

=
(u,TLv)A
(u, u)A

=
(u, u)A − (u,RLu)A + (u,RLv)A

(u, u)A

≥ 1−
m(D−1u, u)A

(u, u)A
& 1− C2h

2.

REMARK 3.5. From Theorem3.4, we know that

k(AB) ≤
C1

1− C2h2
.

Whenh → 0, k(AB) ≤ C.

The following theorem states that the CMG-PCG algorithm introduced above behaves much
better than other methods.

THEOREM 3.6. For the CMG-PCG algorithm, the convergence rate estimate(2.2) be-
comes

‖u− uk‖A
‖u− u0‖A

.

(

C1 − 1 + C2h
2

C1 + 1− C2h2

)k

,

whereC1 andC2 are constants independent of coefficients and mesh size. Thenumber of
iterations needed to satisfy‖u−uk‖A

‖u−u0‖A
< ǫ, for a given toleranceε ∈ (0, 1), satisfies

k ≥
log(ε)

log C1−1+C2h2

C1+1−C2h2

.

4. Conclusions. In this paper, we provided a proof of robustness of the cascadic multi-
grid preconditioner for the linear finite element approximation of second order elliptic prob-
lems with strongly discontinuous coefficients. We analyzedthe eigenvalues of the CMG-
preconditioner and found that the condition number of the preconditioned systems can be
bounded byC1/(1−C2h

2). The convergence rate of the CMG-PCG method is uniform with
respect to the jump coefficients and mesh size.
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