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A SURVEY AND COMPARISON OF CONTEMPORARY ALGORITHMS FOR
COMPUTING THE MATRIX GEOMETRIC MEAN �
BEN JEURISy, RAF VANDEBRILy, AND BART VANDEREYCKENz

Abstract. In this paper we present a survey of various algorithms for computing matrix geometric means and de-
rive new second-order optimization algorithms to compute the Karcher mean. These new algorithms are constructed
using the standard definition of the Riemannian Hessian. Thesurvey includes the ALM list of desired properties for
a geometric mean, the analytical expression for the mean of two matrices, algorithms based on the centroid compu-
tation in Euclidean (flat) space, and Riemannian optimization techniques to compute the Karcher mean (preceded by
a short introduction into differential geometry). A changeof metric is considered in the optimization techniques to
reduce the complexity of the structures used in these algorithms. Numerical experiments are presented to compare
the existing and the newly developed algorithms. We conclude that currently first-order algorithms are best suited
for this optimization problem as the size and/or number of the matrices increase.
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