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GRADIENT DESCENT FOR TIKHONOV FUNCTIONALS WITH SPARSITY
CONSTRAINTS: THEORY AND NUMERICAL COMPARISON OF

STEP SIZE RULES�
DIRK A. LORENZy, PETER MAASSz, AND PHAM Q. MUOIz

Abstract. In this paper, we analyze gradient methods for minimizationproblems arising in the regularization
of nonlinear inverse problems with sparsity constraints. In particular, we study a gradient method based on the
subsequent minimization of quadratic approximations in Hilbert spaces, which is motivated by a recently proposed
equivalent method in a finite-dimensional setting. We proveconvergence of this method employing assumptions
on the operator which are different compared to other approaches. We also discuss accelerated gradient methods
with step size control and present a numerical comparison ofdifferent step size selection criteria for a parameter
identification problem for an elliptic partial differential equation.
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