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AN ANALYSIS OF THE POLE PLACEMENT PROBLEM.
I. THE SINGLE-INPUT CASE ∗

VOLKER MEHRMANN† AND HONGGUO XU‡

Abstract. For the solution of the single-input pole placement problem we derive explicit ex-
pressions for the feedback gain matrix as well as the eigenvector matrix of the closed-loop system.
Based on these formulas we study the conditioning of the pole-placement problem in terms of per-
turbations in the data and show how the conditioning depends on the condition number of the closed
loop eigenvector matrix, which is a similar to a generalized Cauchy matrix, the norm of the feedback
vector and the distance to uncontrollability.
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1. Introduction. We study single-input time-invariant linear systems

ẋ = dx(t)/dt = Ax(t) + bu(t), x(0) = x0,(1.1)

where A ∈ Cn,n(Rn,n), b, x(t) ∈ Cn(Rn), and u(t) ∈ C(R). One of the most studied
problems for such systems is the pole placement problem. Here we discuss the single-
input case:

Problem 1. Single-input pole placement (SIPP):Given a set of n complex num-
bers P = {λ1, . . . , λn} ⊂ C, find a vector f ∈ Cn, such that the set of eigenvalues of
λ(A − bfT ) is equal to P . (Here we assume in the real case that the set P is closed
under complex conjugation.)

The vector f is called feedback gain vector, since if u(t) = −fTx(t), then (1.1)
is the closed-loop system and the solution is x(t) = e(A−bfT )tx0. It is well known
[14, 25] that the feedback gain vector f exists for all sets P ⊂ C if and only if (A, b)
is controllable, i.e.,

rank[b, A− λI] = n,∀λ ∈ C,(1.2)

or equivalently

if wHA = λwH and wHb = 0 then w = 0.(1.3)

For the solution of the SIPP problem explicit formulas were introduced in [1, 3] and
numerous numerical algorithms for computing f have been devised; see for example
[15, 18, 17, 21, 24].

There are several papers that study the perturbation theory of this problem [2,
19, 22, 20] and the stability of the numerical algorithms [4, 5].

Note that it is important to distinguish between two aspects of the pole placement
problem, the computation of the feedback f and the computation of the closed loop
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matrix A − bfT or its spectrum, repectively. This leads to some confusion in the
literature. In our opinion the most important goal of the pole placement is that
the implemented poles of the closed loop system are close to the desired ones. If
the desired poles of the exact closed loop system are very sensitive to perturbations
then this ultimate goal cannot be guaranteed. And this may happen even if the
computation of f is reliable or even exact. See Example 2 below, where although the
exact f is used the desired stabilization could not be achieved, although the desired
poles were far away from the imaginary axis.

To analyze these problems and to get first order perturbation results we derive
several explicit formulas for f and for the Jordan canonical form of A− bfT in terms
of A, b, and P .

The results support the statements made in [12] that in general one cannot ex-
pect that the closed loop system has a spectrum close to the desired one, since it is
very likely that at least one of three contributing factors in the perturbation result,
the norm of the feedback vector, the spectral condition number of the closed loop
matrix, or the distance to uncontrollability, is large. Clearly there are pole placement
problems, which are well-conditioned, for example, when all the poles are moved only
slightly or not at all, and the original eigenvalues of A are insensitive to perturba-
tions. But in many practical problems, where pole placement is used, for example in
stabilization, moving the poles just slightly will not be enough and in this case it is
very likely that the problem is ill-conditioned.

Throughout this paper, AT , AH represent the transpose and conjugate transpose
of the matrix A, respectively; N (A) denotes the nullspace and Λ(A) the set of eigen-
values of A. By σ1(A) ≥ σ2(A) ≥ · · · ≥ σn(A) ≥ 0 we denote the singular values of A
in decreasing order, ei is the i− th unit vector and e :=

∑n
i=1 ei. The norms used in

this paper are the Euclidian vector norm and the associated operator norm.

2. Explicit formulas for f and the Jordan canonical form of A − bfT .
We will now derive explicit formulas for the solution of the SIPP problem with closed
loop eigenvalues λ1, . . . , λs having algebraic multiplicities r1, . . . , rs. It is well known,
that in the single input case the geometric multiplicity of the assigned closed loop
eigenvalues can be at most one. This is easily seen from the fact that if A − bfT
has two different eigenvectors corresponding to the same eigenvalue λ then rank(A−
bfT − λI) ≤ n − 2 and thus rank[b, A − bfT − λI] ≤ n − 1 which contradicts the
controllability of (A, b). Furthermore it is also well known [1, 25] that the feedback
gain vector f is uniquely determined. The Jordan canonical form of the closed-loop
matrix is

A− bfT = Gdiag(Jr1(λ1), . . . , Jrs(λs))G
−1,(2.1)

where Jri(λi) is a Jordan block to the eigenvalue λi of size ri. The explicit relationship
between the data A, b,P and the solution f has been first observed in [1], and different
formulas were obtained in [3]. Here we derive new formulas as well as a formula for
the closed-loop eigenvector matrix G.

Theorem 2.1. Let a controllable pair (A, b) be given, and let P := {λ1, . . . , λs}
be a set of pairwise different complex numbers, and let r1, . . . , rs > 0 with

∑s
i=1 ri = n

be the associated multiplicities of the λi. Let vectors wij ∈ Cn+1, j = 1, . . . , ri, i =
1, . . . , s be nonzero solutions of

[b, A− λiI]wij = uij−1, j = 1, . . . , ri, i = 1, . . . , s,(2.2)



ETNA
Kent State University 
etna@mcs.kent.edu

Volker Mehrmann and Hongguo Xu 91

where ui0 = 0, for i = 1, . . . , s and uij ∈ Cn is the lower part in the partitioning

wij =
[
−αij
uij

]
. Then the eigenvector matrix of the closed loop system is

G = [u1
1, . . . , u

1
r1 , . . . , u

s
1, . . . , u

s
rs ],(2.3)

i.e., we have the Jordan canonical form of the closed loop matrix

A− bfT = Gdiag(Jr1(λ1), . . . , Jrs(λs))G
−1 =: GJG−1.(2.4)

Furthermore the feedback gain vector is

fT = αTG−1,(2.5)

where αT :=
[
α1

1 . . . α1
r1 . . . αs1 . . . αsrs

]
.

Proof. Solutions wij of (2.2) always exist, since the system is underdetermined
and even if the right hand side is zero, they can be chosen nonzero. Note that (2.2)
can be rewritten as

(A− λiI)uij = αijb+ uij−1,(2.6)

and thus we have

A
[
ui1 . . . uiri

]
= b

[
αi1 . . . αiri

]
+
[
ui1 . . . uiri

]
Jri(λi),(2.7)

for i = 1, . . . , s and

AG = bαT +GJ.(2.8)

If we can show that G is nonsingular, then it is obvious that the feedback gain vector
f is as in (2.5), and the Jordan canonical form of A− bfT is as in (2.4).

So it remains to show the nonsingularity of G. Suppose that G is singular, then
the nullspaces of G and GH are nonempty. From (2.8) we obtain that

vHbαTu = 0,(2.9)

for all u ∈ N (G) and v ∈ N (GH), i.e., either vHb = 0 for all v ∈ N (GH) or αTu = 0
for all u ∈ N (G). If αTu = 0 for all u ∈ N (G), then from (2.8) we get that GJu = 0
for all u ∈ N (G). Thus Ju ∈ N (G) for all u ∈ N (G), i.e., N (G) is an invariant
subspace of J . So there exists an eigenvector u0 of J in N (G). Since J is in Jordan
canonical form, we have that u0 = β ek with β 6= 0 and k = 1 +

∑i−1
j=0 rj for some

integer i (with r0 = 0). Inserting this in αTu0 = 0 and Gu0 = 0 we get that αi1 = 0,
ui1 = 0, which means that wi1 = 0. This contradicts the assumption that all wi1 6= 0.
So there is at least one vector ũ ∈ N (G) such that αT ũ 6= 0. But then by (2.9) we
have vHb = 0 for all v ∈ N (GH). Using the same argument as before, we obtain that
AHv ∈ N (GH) and hence there exists a left eigenvector v0 of A in N (GH) such that
vH0 b = 0. But this is a contradiction to the controllability of (A, b).

This result displays the exact relationship between the solutions of the SIPP
problem f , A − bfT and the data A, b,P . We see that the matrix G plays a central
role in the SIPP problem. It is not only the eigenvector matrix of the closed-loop
system but the coefficient matrix of the linear system for f as well. We will make use
of this fact several times below.
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Note also that Theorem 2.1 gives a different proof of Wonham’s original result
that the pole placement problem is solvable for every pole set if and only if the system
is controllable [25].

If A and b are real and the set of poles is closed under conjugation then we have
the following result.

Theorem 2.2. Let a real controllable pair (A, b) be given and let P :=
{λ1, λ̄1, . . . , λs1 , λ̄s1 , λ2s1+1, . . . , λs} be a set of pairwise different complex numbers,
where {λ2s1+1, . . . , λs} are real and the others are nonreal. Let
r1, r1, . . . , rs1 , rs1 , r2s1+1, . . . , rs > 0 with 2

∑s1
i=1 ri+

∑s
i=2s1+1 ri = n be the associated

multiplicities. If λi is non-real, then let wij ∈ Rn+1,2, i = 1, . . . , s be nonzero solutions
of the system

[b, A]wij − wij
[

Re(λi) Im(λi)
−Im(λi) Re(λi)

]
= uij−1, i = 1, . . . , s1, j = 1, . . . , ri,(2.10)

where ui0 = 0, for i = 1, . . . , s1 and uij ∈ Rn,2 is the lower part in the partitioning wij =[
[−αij ,−βij]

uij

]
. If λi is real then let wij , u

i
j be as in (2.2). Then the transformation

matrix to real Jordan form for the closed loop system is

G = [u1
1, . . . , u

1
r1 , . . . , u

s
1, . . . , u

s
rs ],(2.11)

i.e., we have the real Jordan canonical form of the closed loop matrix

A− bfT = Gdiag(Ĵr1(λ1), . . . , Ĵrs1 (λs1), . . . , Jrs(λs))G
−1 =: GJG−1,(2.12)

where

Ĵri(λi) =



Re(λi) Im(λi) 1 0
−Im(λi) Re(λi) 0 1

Re(λi) Im(λi)
. . . 0

−Im(λi) Re(λi) 0
. . .

. . . . . . 1 0
. . . 0 1

Re(λi) Im(λi)
−Im(λi) Re(λi)


.

Furthermore the feedback gain vector is

fT = αTG−1,(2.13)

where αT :=
[
α1

1 β1
1 . . . α1

r1 β1
r1 . . . αs1 βs1 . . . αsrs βsrs

]
.

Proof. The proof is analogous to the proof in the complex case.
The exact formulas for the SIPP problem become simpler if none of the eigenvalues

of A is reassigned as a pole.
Theorem 2.3. Let a controllable pair (A, b) be given, let P := {λ1, . . . , λs}

be a set of pairwise different complex numbers and let r1, . . . , rs be the associated
multiplicities. Assume furthermore that

{λ1, . . . , λs} ∩ Λ(A) = ∅.(2.14)
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Let ē =
∑s
i=1 eki , where ki = 1 +

∑i−1
j=0 rj , i = 1, . . . , s, and r0 = 0. Then we have

that

G̃ := [(A− λ1I)−1b, . . . , (A− λ1I)−r1b, . . . , (A− λsI)−1b, . . . , (A− λsI)−rsb](2.15)

is nonsingular,

fT = ēT G̃−1,(2.16)

and

A− bfT = G̃JG̃−1.(2.17)

Proof. By assumption we have that A− λiI is nonsingular for all i, and thus by
(2.2) or (2.6) we have

ui1 = αi1(A− λiI)−1b

and

uij = (A− λiI)−1uij−1 + αij(A− λiI)−1b.

Hence

[ui1, . . . , u
i
ri ] = [(A− λiI)−1b, . . . , (A− λiI)−rib]Ti,

where

Ti =


αi1 αi2 . . . αiri

αi1
. . .

...
. . . αi2

αi1


is a triangular Toeplitz matrix. We furthermore have

G = G̃diag(T1, . . . , Ts) =: G̃T.

Since A− λiI is nonsingular, the assumption that wi1 6= 0 implies that αi1 6= 0. Thus,
we have that T1, . . . , Ts and hence also T are nonsingular. The nonsingularity of G
then implies the nonsingularity of G̃.

From (2.5) we directly obtain

fT = αTG−1 = αTT−1G̃−1

= [1, 0, . . . , 0, 1, 0, . . . , 0, . . . , 1, 0, . . . , 0]G̃−1 = ēT G̃−1.

By (2.4) and the fact that Ti and Jri commute, we obtain

A− bfT = GJG−1 = G̃TJT−1G̃−1

= G̃diag(T1Jr1T
−1
1 , . . . , TsJrsT

−1
s )G̃−1 = G̃JG̃−1.

Again there is a real version of this result, which we omit here.
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If the n poles to be assigned are pairwise different, then the formulas simplify
even further. We have the following obvious corollaries.

Corollary 2.4. Let a controllable pair (A, b) be given and let P := {λ1, . . . , λn}
be a set of pairwise different complex numbers. Let vectors wi ∈ Cn+1 be nonzero
solutions of

[b, A− λiI]wi = 0(2.18)

for i = 1, . . . , n. Partition wi =
[
−αi
ui

]
with ui ∈ Cn, and define

Λ := diag(λ1, . . . , λn), G1 := [u1, . . . , un].

Then

fT = [α1, . . . , αn]G−1
1 ,(2.19)

and

A− bfT = G1ΛG−1
1 .(2.20)

Proof. Clear from Theorem 2.1.
Corollary 2.5. Let a controllable pair (A, b) be given and let P := {λ1, . . . , λn}

be a set of pairwise different complex numbers such that P ∩ Λ(A) = ∅. Let

G̃1 := [(A− λ1I)−1b, (A− λ2I)−1b, . . . , (A− λnI)−1b].(2.21)

Then

fT = eT G̃−1
1 ,(2.22)

and

A− bfT = G̃1 ΛG̃−1
1 .(2.23)

Proof. Clear from Theorem 2.3.
Both Corollaries have obvious real versions which we omit here.
The results in Theorems 2.1, 2.3 and Corollaries 2.4, 2.5 give a concrete relation-

ship between the data A, b,P and the solutions f , A−bfT of the SIPP problem. This
relationship is closely related to that described in [3] but different from the formula
in [1]. But since f is unique, all these formulas must be equivalent. For completeness
we therefore derive Ackermann’s formula from Theorem 2.1.

Corollary 2.6. Let a controllable pair (A, b) be given, let P := {λ1, . . . , λs}
be a set of pairwise different complex numbers and let r1, . . . , rs be the associated
multiplicities. Let Φ(λ) :=

∏s
j=1(λ− λj)rj and Γ := [b, Ab, . . . , An−1b]. Then

fT = eTnΓ−1Φ(A).(2.24)

Proof. By (2.6) we immediately obtain that

(A− λiI)ri [ui1, . . . , u
i
ri ] = [b, (A− λiI)b, . . . , (A− λiI)ri−1b]T̂i,
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with the Hankel matrix T̂i :=


0 . . . 0 αi1
... 0 . . .

...
0 . . .
αi1 . . . . . . αiri

 .
With Φi(λ) :=

∏s
j=1j 6=i(λ− λj)rj we have

Φ(A)[ui1, . . . , u
i
ri ] = Φi(A)[b, (A − λiI)b, . . . , (A− λiI)ri−1b]T̂i.

Since the polynomials Φi(λ)(λ − λi)t, for t = 0, . . . , ri − 1 are monic, there exists an

n × ri matrix Ri =
[
R̂i
Si

]
with Si unit upper triangular such that Φi(A)[b, (A −

λi)b, . . . , (A − λi)ri−1] = ΓRi. Therefore Φ(A)[ui1, . . . , u
i
ri ] = ΓRiT̂i, and hence

Φ(A)G = Γ[R1T̂1, . . . , RsT̂s]. The result then follows immediately from (2.5) and
the special form of Ri and T̂i.

Remark 1. An immediate consequence of Ackermann’s formula [1] is that the
feedback gain vector f is a continuous function of the data, i.e., the elements of
A, b and the chosen poles λ1, . . . , λn. This is very important from the perturbation
theory point of view, since it allows first order perturbation theory as it is carried
out in [19, 22]. An advantage of the new formulas that we have given is that we also
explicitly obtain the eigenvector matrix, which is a key in the analysis of the accuracy
of the solution of the SIPP problem.

Remark 2. The above results can also be used to design new algorithms for
solving the SIPP problem. We may first solve the n underdetermined systems (2.2)
to form the eigenvector matrix G. These are independent linear systems which can
even be solved in parallel. After this we can compute the feedback gain f by solving
an additional linear system. This is not the best way to solve the pole placement
problem as will be demonstrated below. But by splitting the computation in these
two parts, we see explicitly the freedom that we have in designing a numerical method.
It lies in the choice of the solutions of the n independent systems, which corresponds
to the non-uniqueness of the eigenvector matrix. Any matrix that commutes with
the Jordan matrix of the closed loop matrix can be multiplied on the right to G.
As an example consider the situation of Corollary 2.5. By multiplying nonsingular
matrices from the right to the system fT G̃1 = eT we easily obtain the equivalent
system: fT [(A − λ1I)−1b, (A − λ2I)−1(A − λ1I)−1b, . . . , (

∏n
i=1(A − λiI)−1)b] = eT1 .

The freedom amounts to the construction of different methods for the computation
of the feedback, i.e., different linear systems can be obtained in the final step, when
we use different solutions of (2.2). It is not clear, which of the different possibilities
leads to the best procedure. One possibility would be to choose those solutions of
(2.2) that lead to the best conditioned system (2.5). Another possibility is that we
first orthogonalize the matrix G (for example using the QR-decomposition). Then
we would obtain the Schur-form instead of the Jordan-form. This is the theoretical
basis of many pole assignment methods like [17, 18, 21, 24], see also [2]. But this may
not be the optimal way in general, since we obtain one well conditioned subproblem,
i.e., the inversion of the Schur vector matrix, while at the same time the computation
of its columns before orthogonalization, which is implicitely included, may be ill-
conditioned. In principle we could even try to balance the conditioning of the two
parts of the solution, i.e., the final linear system (2.5) and the computation of the
columns of G, by making the condition numbers of the subproblems roughly equal.

Remark 3. The advantage of the given explicit formulas for f and the eigenvector
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matrix is that we immediately have a possibility to check the conditioning of the
eigenvector matrix, while in the methods based on the Schur vector matrix, this
information is not available. We have seen in this section that we can give explicit
formulas for the solution of the SIPP problem and the eigenvector matrix of the closed
loop system. Using these formulas we can now analyze the perturbation theory of the
pole placement problem in more detail than it has been done previously.

3. Perturbation Theory. In two recent papers [19, 22] first-order perturbation
results for the feedback gain f and the closed loop spectrum were given in terms of
the information of the eigenvector matrix of A− bfT . In this section we will use our
explicit solution formulas to rewrite these perturbation results directly in terms of the
original data A, b,P . It is not difficult to obtain the following perturbation theorem
by applying the results given in Section 2 to the perturbation theorem in [22], but for
completeness and simplicity we will derive the results directly. In the following we
discuss the special case that is characterized by the following assumptions.

We assume that A is diagonalizable, and we denote by δA, δb and δλ small
perturbations of A, b and λ := [λ1, . . . , λn]T , respectively. We furthermore assume
that the elements of λ and λ + δλ are each pairwise different. Also we often use the
vector δa = [δaT1 , . . . , δa

T
n ]T , where δai is the i− th column of δA. Furthermore let A

have the Jordan canonical form

A = XΓX−1(3.1)

with Γ = diag(γ1, . . . , γn), and let b̂ := X−1b = [b̂1, . . . , b̂n]T . Introduce the following
n× n matrices

B := diag(b̂1, . . . , b̂n),(3.2)

C := [ci,j ] := [
1

γi − λj
],(3.3)

Q := diag(q1, . . . , qn),(3.4)

where qT := [q1, . . . , qn] := eTC−1.
We have the following variation of the perturbation result in [22].
Theorem 3.1. Consider the SIPP problem with data A, b, λ and consider a

perturbed problem with data Â := A + δA, b̂ := b + δb, λ̂ := λ + δλ, where A is
diagonalizable, the elements of λ, λ̂ are each pairwise different and furthermore no
pole is reassigned, neither in the perturbed nor in the unperturbed problem. Suppose
furthermore that (A, b) and (Â, b̂) are controllable and that ‖δA‖, ‖δb‖, ‖δλ‖ ≤ ε for
sufficiently small ε. Let G̃1 =: [gi,j ] be the eigenvector matrix as in (2.21). If f is the
feedback gain of the unperturbed problem and f̂ := f + δf is the feedback gain of the
perturbated system, then we have fT = qTB−1X−1, G̃1 = XBC and

‖δf‖ = ‖δaTKA − δbTKb − δλTKλ‖+O(ε2)(3.5)
≤ ε(‖KA‖+ ‖Kb‖+ ‖Kλ‖) +O(ε2),(3.6)

where

Kλ = CTQB−1X−1,(3.7)
Kb = X−TB−1QB−1X−1,(3.8)

KA =

 X−TB−1QC diag(g11, . . . , g1n)
...

X−TB−1QC diag(gn1, . . . , gnn)

C−1B−1X−1.(3.9)
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Proof. Suppose that G̃1 and G̃1 + δG̃1 are the eigenvector matrices of the exact
and the perturbed closed loop system, respectively. If we partition G̃1 = [g1, . . . , gn]
and δG̃1 = [δg1, . . . , δgn], then from (2.21) we obtain

gi = (A− λiI)−1b, gi + δgi = (Â− λ̂iI)−1b̂.

This implies

δgi = −(A− λiI)−1((δA− δλiI)gi − δb) +O(ε2).

Since (G̃1 + δG̃1)−1 = G̃−1
1 (I − δG̃1 G̃

−1
1 ) +O(ε2), we have

δfT = eT ((G̃1 + δG̃1)−1 − G̃−1
1 )

= −eT G̃−1
1 δG̃1G̃

−1
1 +O(ε2) = −fT δG̃1G̃

−1
1 +O(ε2).

Let Z = [z1, . . . , zn], where zi = (A− λiI)−T f then

fT δgi = fT (A− λiI)−1(δb+ δλigi − δAgi)
= zTi δb+ δλiz

T
i gi − zTi δAgi

= δbT zi + δλiz
T
i gi −

n∑
j=1

gjiz
T
i δaj

= δbT zi + δλiz
T
i gi − δaT

 g1,izi
...

gn,izi

 ,
and thus

fT δG̃1 = δbTZ + δλT diag(zT1 g1, . . . , z
T
n gn)

− δaT

 Z diag(g11, . . . , g1n)
...

Z diag(gn1, . . . , gnn)

 .
From this we obtain

−δfT = δbTZG̃−1
1 + δλT diag(zT1 g1, . . . , z

T
n gn)G̃−1

1 −

δaT

 Z diag(g11, . . . , g1n)
...

Z diag(gn1, . . . , gnn)

 G̃−1
1 +O(ε2)

=: δbTKb + δλTKλ − δaTKA +O(ε2).(3.10)

Since the diagonal elements of Γ = X−1AX and the elements λ are each pairwise
different, considering the form of B, we derive

gi = X(Γ− λiI)−1b̂ = XB[
1

γ1 − λi
, . . . ,

1
γn − λi

]T =: XBci,

so G̃1 = XBC. Furthermore from f = G̃−T1 e = X−TB−1q, we obtain

zi = (A− λiI)−T f = X−T (Γ− λiI)−1XTf = X−TB−1Qci,
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and thus Z = X−TB−1QC. It is well known, e.g. [8], that C−1 = [c̃ij ], with

c̃ij = −
∏n
k=1(λi − γk)

∏n
k=1(γj − λk)

(γj − λi)
∏n
k=1k 6=i(λi − λk)

∏n
k=1k 6=j(γj − γk)

,

and hence

qi =
∏n
k=1(γi − λk)∏n

k=1,k 6=i(γi − γk)
, i = 1, . . . , n.

Thus, we obtain

ZT G̃1 = CTQB−1X−1XBC = CTQC = diag(cT1 Qc1, . . . , c
T
nQcn).

Since zTi gi = cTi QB
−1X−1XBci = cTi Qci, we have

diag(zT1 g1, . . . , z
T
n gn) = ZT G̃1.

Inserting these results in (3.10) we have finished the proof.
Remark 4. The previous theorem can be easily modified also to the case of

multiple eigenvalues or pole placement problems where a number of poles stays fixed.
The formulas in Section 2 allow this.

The major difference will be that we do not have such nice explicit formulas for
Kλ, Kb and KA. We would rather have to do a perturbation analysis for the linear
systems (2.2) and would obtain rather messy formulas.

On the other hand, from a perturbation theory point of view it makes no sense
to consider multiple poles with higher order Jordan blocks in the closed loop system,
since it is well known, e.g. [23], that arbitrary small perturbations destroy the Jordan
structure drastically and even the multiplicity. For non-diagonalizable matrices A the
result is easily extended.

Also the case that certain poles are kept fix in the pole placement problem can
be avoided, since via a reduction to Schur-form (as it is used in most known pole
placement algorithms) we can split the problem into two subproblems: one which is
not altered so that its poles are fixed and one where every pole is changed. For the
latter subsystem we are again in the situation of our theorem.

From Theorem 3.1 we see, and this has already been observed in [12, 22], that
several factors contribute to the conditioning of the SIPP problem. These are essen-
tially ‖(XB)−1‖, ‖C−1‖ and ‖q‖, where the latter is again directly related to ‖C−1‖.
While ‖C−1‖ depends strongly on the choice of poles in relation to the eigenvalues of
A, the first factor relates to the conditioning of the open-loop eigenvector matrix and
the distance to uncontrollability, [11]. This distance is commonly defined, e.g. [7], as

duc(A, b) := min
λ∈C

σn[b, A− λI].(3.11)

Furthermore, when A − bfT is diagonalizable, as in [6], we define κ as the (scaled)
spectral condition number of A−bfT , i.e., κ := ‖G0‖‖G−1

0 ‖ where G0 is the eigenvec-
tor matrix of A−bfT with columns scaled to be of norm one. Analogously let κ̂ be the
scaled spectral condition number of the closed loop matrix of the perturbed problem.
Then we have the following perturbation result in terms of κ, ‖f‖ and duc(A, b). Note
that here the assumptions are less restrictive than in the previous theorem.

Theorem 3.2. Consider the SIPP problem with data A, b, λ and consider a per-
turbed problem with data Â := A+δA, b̂ := b+δb, λ̂ := λ+δλ, where the components of
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λ and λ̂ are each pairwise different. Suppose that ‖δA‖, ‖δb‖, ‖δλ‖ ≤ ε for sufficiently
small ε and that

ε < duc(A, b)/4.(3.12)

Let G =:
[
u1 . . . un

]
be the eigenvector matrix of the unperturbed closed loop

system, satisfying fTG = αT ,
[
−αT
G

]
=
[
w1 . . . wn

]
=: W , ‖wi‖ = 1 and

[b, A−λiI]wi = 0. Let analogously Ĝ =:
[
û1 . . . ûn

]
be the eigenvector matrix of

the perturbed system, i.e., f̂T Ĝ = α̂T ,
[
−α̂T
Ĝ

]
=
[
ŵ1 . . . ŵn

]
=: Ŵ , ‖ŵi‖ = 1

and [b̂, Â− λ̂iI]ŵi = 0. Then we have the following inequality for δf := f̂ − f :

‖δf‖ ≤ 15
√
nε

4duc(A, b)

√
1 + ‖f‖2‖Ĝ−1‖(3.13)

≤ 15
√
nεκ̂

4duc(A, b)

(
max
i

√
‖Â− λ̂iI‖2

‖b̂‖2
+ 1

)√
1 + ‖f‖2,

where κ̂ is the scaled spectral condition number of Â− b̂f̂T .

Furthermore if 15
√
nε‖G−1‖ ≤ 15

√
nεκmaxi

√
‖A−λiI‖2
‖b‖2 + 1 < 4duc(A, b) then

‖δf‖ ≤ 15
√
nε‖G−1‖

√
1 + ‖f‖2

4duc(A, b)− 15
√
nε‖G−1‖(3.14)

≤
15
√
nεκmaxi

√
(‖A−λiI‖

2

‖b‖2 + 1)
√

1 + ‖f‖2

4duc(A, b)− 15
√
nεκmaxi

√
(‖A−λiI‖

2

‖b‖2 + 1)
,

where κ is the scaled spectral condition number of A− bfT .
Proof. Inequality (3.12) implies that

duc(A+ δA, b+ δb) ≥ duc(A, b)− 2ε ≥ 1
2
duc(A, b) > 0.

Thus (Â, b̂) is controllable and Ĝ−1 exists. By definition we have [b, A − λiI]ŵi =
−[δb, δA− δλiI]ŵi. Let UiΣiV Hi be the singular value decomposition of [b, A− λiI].
Then we have

V Hi ŵi = −Σ−1
i UHi [δb, δA− δλiI]ŵi,

and hence

‖V Hi ŵi‖ ≤
3ε

σn(Σi)
≤ 3ε
duc(A, b)

.(3.15)

Since wi spans the nullspace of [b, A−λiI] and has norm one, it follows that
[
V Hi
wHi

]
is unitary. Thus

|wHi ŵi|2 = 1− ‖V Hi ŵi‖2 ≥ 1− (
3ε

duc(A, b)
)2.
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Multiplying the i-th column of Ĝ and α̂T by a scalar does not change f̂T , so we may
assume, without loss of generality, that wHi ŵi > 0. Then

1− wHi ŵi =
1− (wHi ŵi)

2

1 + wHi ŵi
≤ (

3ε
duc(A, b)

)2.

By this inequality we obtain

‖wi − ŵi‖ = ‖
[
V Hi
wHi

]
(wi − ŵi)‖

= ‖en+1 −
[
V Hi ŵi
wHi ŵi

]
‖

=
√
‖V Hi ŵi‖2 + (1− wHi ŵi)2

≤
√

(
3ε

duc(A, b)
)2 + (

3ε
duc(A, b)

)4

≤ 15ε
4duc(A, b)

,

and thus

‖W − Ŵ‖ ≤ 15ε
√
n

4duc(A, b)
.

Using the explicit formulas for f , f̂ we obtain

f̂T − fT = −
[

1 fT
] [ −(α̂T − αT )

Ĝ−G

]
Ĝ−1 = −

[
1 fT

]
(Ŵ −W )Ĝ−1.

So ‖δf‖ ≤ ‖Ĝ−1‖‖W−Ŵ‖
√

1 + ‖f‖2 ≤ 15ε‖Ĝ−1‖√n
4duc(A,b)

√
1 + ‖f‖2. Since [b̂, Â−λ̂iI]

[
−α̂i
ûi

]
=

0, it follows that

‖ûi‖ ≥
‖b̂‖|α̂i|
‖Â− λ̂iI‖

.

Using the assumption that ‖ŵi‖2 = ‖ûi‖2 + |α̂i|2 = 1 we get

‖ûi‖ ≥

√
‖b̂‖2

‖Â− λ̂iI‖2 + ‖b̂‖2
.

Let Û := diag( 1
‖û1‖ , . . . ,

1
‖ûn‖ ) and Ĝ0 := ĜÛ , then ‖Ĝ0‖ ≥ 1 and hence

‖Ĝ−1‖ = ‖Û(ĜÛ)−1‖ ≤ ‖Û‖‖Ĝ−1
0 ‖

≤ ‖Ĝ−1
0 ‖max

i

√
‖Â− λ̂iI‖2

‖b̂‖2
+ 1

≤ κ̂max
i

√
‖Â− λ̂iI‖2
‖b̂‖2

+ 1,
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which finishes the first part of the proof.

For the second part we use that ‖G−Ĝ‖ ≤ ‖W−Ŵ‖, and ‖G−1‖ ≤ κmaxi
√
‖A−λiI‖2
‖b‖2 + 1,

and hence

‖Ĝ−1‖ = ‖G−1(I + (Ĝ−G)G−1)−1‖

≤ ‖G−1‖
1− ‖G−1‖‖Ĝ−G)‖

≤ κ
maxi

√
‖A−λiI‖2
‖b‖2 + 1

1− κ 15ε
√
n

4duc(A,b)
maxi

√
‖A−λiI‖2
‖b‖2 + 1

,

and from this the second part follows.
We see from this theorem, that a small distance to uncontrollability, a large

feedback gain or an ill-conditioned eigenvector matrix of the perturbed closed loop
system may cause a large error in f .

Remark 5. Condition (3.12) guarantees that the perturbed system is controllable
and thus that the solution exists and can be obtained via the explicit formula of
Theorem 2.1. In principle using (3.12) we can cancel the term ε

duc(A,b)
from the

bounds, but then we would not have a perturbation results of the form (perturbation
of the data) × (amplification factor). Note further that we could use (3.15) to remove
duc(A, b) from the bounds and replace it by mini σn([b, A − λiI]) which makes the
bounds more sharp.

To illustrate the result consider the following example:
Example 1. Consider X = B = I in Theorem 3.1 , then Kλ = CTQ,Kb = Q

and

KA =

 QC diag(c11, . . . , c1n)
...

QC diag(cn1, . . . , cnn)

C−1.

Suppose that

β1 = min
γi∈λ(A),λj∈P

|γi − λj |, β2 = max
γi,γj∈λ(A);i6=j

|γi − γj |.

Using the formulas for qi and C above we have in Frobenius norm

‖Kλ‖F ≥ n(
β1

β2
)n−1, ‖Kb‖F ≥ nβ1(

β1

β2
)n−1.

If we have for example β1/β2 > 2, which is not an unreasonable value, since in many
applications the eigenvalues of A are in the right half plane and the chosen poles are
in the left half plane, then ‖Kλ‖, ‖Kb‖ will increase at least as 2n−1! Although we
do not know a similar lower bound for ‖KA‖, we expect that it will usually be even
larger, because ‖KA‖ is equivalent to ‖Q‖‖C−1‖.

Note that β1
β2

can be viewed as the relative distance between Λ(A) and P .

In most of the pole placement algorithms at first the feedback gain vector f̂
is computed from A, b,P , which is, if a backward stable method is used, the exact
feedback gain vector for a slightly perturbed problem Â, b̂, P̂. With this feedback
gain vector f̂ then the closed loop system A− bf̂T is formed. So far we have mainly



ETNA
Kent State University 
etna@mcs.kent.edu

102 An Analysis of the Pole Placement Problem.

considered perturbation bounds for f . But usually it is more important in practice,
how far the actual eigenvalues of the implemented closed loop system A − bf̂T are
away from the desired poles.

Theorem 3.3. Consider the SIPP problem with data A, b,P = {λ1, . . . , λn}
and consider a perturbed problem with data Â := A + δA, b̂ := b + δb, P̂ := {λ1 +
δλ1, . . . , λn + δλn}. Assume that the desired poles λj , j = 1, . . . , n and the perturbed
poles λj + δλj , j = 1, . . . , n are each pairwise different.

Suppose further that ‖δA‖, ‖δb‖, ‖δλ‖ ≤ ε for sufficiently small ε and that

ε < duc(A, b)/4.(3.16)

(Here as before λ and δλ are vectors formed from the elements of P and P̂, respec-
tively.)

Let f , f̂ be the feedback gains of the unperturbed and perturbed system, respectively
and let κ̂ be the spectral condition number of the perturbed closed loop system Â− b̂f̂T .
Then for each of the eigenvalues µi of A − bf̂T there is a pole λi of the unperturbed
closed loop system A− bfT such that

|λi − µi| < ε(1 + (1 + ‖f̂‖)κ̂)(3.17)
≤ ε(1 + κ̂+ ‖f‖κ̂

+ εκ̂2
15
√
nmaxi

√
‖Â− λ̂iI‖2 + ‖b̂‖2

4duc(A, b)‖b̂‖
√

1 + ‖f‖2).(3.18)

Proof. Applying the Bauer-Fike Theorem, e.g. [9], p. 342, to A − bf̂T = Â −
b̂f̂T − δA+ δbf̂T , we obtain that for each of the desired poles λi, there is a pole µi of
A− bf̂T , such that

|µi − λi| = |µi − λ̂i + δλi| ≤ κ̂‖δA− δbf̂T ‖+ |δλi| ≤ εκ̂(1 + ‖f̂‖) + ε.

This gives the first bound and the second follows from Theorem 3.2 using ‖f̂‖ ≤
‖δf‖+ ‖f‖.

Remark 6. We see from this result that if the norm of f̂ or the spectral condition
number of the closed loop system are large or (A, b) is near to an uncontrollable pair,
then we cannot expect that the eigenvalues of the closed loop system A − bf̂T are
close to the desired eigenvalues. And this means that the desired goal of the pole
placement problem is not achieved.

Here it becomes clear that the question of conditioning for the pole placement
problem is rather tricky, since different quantities can be considered to be results.
This may be f , or the closed loop system A − bfT . The ultimate goal of the pole
placement problem (in our opinion) should be that the implemented closed loop poles
are close to the desired poles and this is obviously not the case if the right hand side
in (3.17) is large. In this sense the pole placement problem is ill-conditioned
if either of the contributing factors is large. To illustrate these observations consider
the following example which shows that computing the feedback gain very accurately
may not be enough to guarantee that the closed loop system has poles close to the
desired poles. Even if we compute f exactly, in presence of slight perturbations like
for example noise or measurement errors, the closed loop system may have eigenvalues
which are far away from the desired ones.
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‖fa − fmp‖2=9.1e-4 ‖fa − fs‖2=1.96e11
‖fa − fmp‖2/‖fa‖2=4.6e-15 ‖fa − fs‖2/‖fa‖2 =9.9e-1

Table 3.1

Errors in feedback gains

Example 2. Consider the SIPP problem with data

A = diag(1, 2, . . . , 15), b = eT , P = {−1, . . . ,−15}.

The numerical results in this example were performed in Matlab version 4.2a on an
HP 715-33 workstation, with machine epsilon 2.22× 10−16.

Let fa, fmp, fs denote the exact feedback gain, the feedback gain obtained with
the Matlab code of Miminis and Paige [17] and the gain obtained with formulas (2.21),
(2.22), respectively. (The exact gain can be obtained as in the proof of Theorem 3.1,
since all the elements of fa are integers.)

We obtain that ‖fa‖2 = 1.98 e+11 and we have the absolute and relative errors
for the computed feedbacks given in Table 1. We see that the Miminis/Paige proce-
dure computes f essentially to full relative accuracy, while the direct formulas give
extremely inaccurate results.

If we now determine the eigenvalues of the corresponding closed loop systems and
let λ, λa, λmp, λs denote the vector of desired poles, computed poles of A− bfTa , poles
A− bfTmp, and poles of A− bfTs , respectively, (where the eigenvalue computation was
done using the Matlab function eig), then we obtain the following closed loop spectra
as depicted in Table 2 and Figure 1.

λ λa λmp λs
−1 −7.11e+ 01 −7.87e+ 01 + 9.03e+ 01i −2.82e+ 01
−2 −2.10e+ 01 + 3.97e+ 01i −7.87e+ 01− 9.03e+ 01i −1.85e+ 01 + 1.28e+ 01i
−3 −2.10e+ 01− 3.97e+ 01i 6.99e+ 00 + 3.60e+ 01i −1.85e+ 01− 1.28e+ 01i
−4 −1.42e+ 00 + 1.99e+ 01i 6.99e+ 00− 3.60e+ 01i −7.59e+ 00 + 1.11e+ 01i
−5 −1.43e+ 00− 1.99e+ 01i 4.17e+ 00 + 1.58e+ 01i −7.58e+ 00− 1.11e+ 01i
−6 −9.07e+ 00 4.17e+ 00− 1.58e+ 01i 1.52e+ 01
−7 4.37e− 01 + 1.05e+ 01i 2.66e+ 00 + 8.87e+ 00i −3.17e+ 00 + 6.89e+ 00i
−8 4.37e− 01− 1.05e+ 01i 2.66e+ 00− 8.87e+ 00i −3.17e+ 00− 6.89e+ 00i
−9 6.50e− 01 + 5.83e+ 00i 1.91e+ 00 + 5.14e+ 00i −1.44e+ 00 + 3.86e+ 00i
−10 6.50e− 01− 5.83e+ 00i 1.91e+ 00− 5.14e+ 00i −1.44e+ 00− 3.86e+ 00i
−11 6.30e− 01 + 3.05e+ 00i 1.46e+ 00 + 2.74e+ 00i −6.88e− 01 + 1.86e+ 00i
−12 6.30e− 01− 3.05e+ 00i 1.46e+ 00− 2.74e+ 00i −6.88e− 01− 1.86e+ 00i
−13 4.11e− 01 7.77e− 01 −3.71e− 01 + 5.15e− 01i
−14 5.33e− 01 + 1.21e+ 00i 1.13e+ 00 + 1.04e+ 00i −3.71e− 01− 5.15e− 01i
−15 5.33e− 01− 1.21e+ 00i 1.13e+ 00− 1.04e+ 00i 1.17e+ 01

Table 2: Closed loop eigenvalues
We see that the closed loop spectra are very far away from the desired ones, even

if f is computed exactly. What is also striking is that even the stability of the closed
loop system is lost in all three cases.

4. Conclusion. In this paper we have analyzed the single-input pole placement
problem. We haven given new explicit formulas for the feedback gain f and have used
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Fig. 3.1. Closed loop spectra: * – λa, + – λmp, o – λs .

these to obtain perturbation results. From these results it follows that ‖f‖, the spec-
tral condition number of the closed loop matrix and the distance to uncontrollability
are the governing terms in the perturbation bounds.

If the perturbation bound is large, then we cannot expect that the closed loop
poles are close to the desired ones, and in this sense the pole placement problem can
be viewed as ill-conditioned even if the computation of f is well-conditioned.

Unfortunately the spectral condition number of the closed loop system and the
norm of f are proportional to the norm of the inverse of a Cauchy matrix, which is
usually very large in particular for large system dimension. Thus in many circum-
stances we cannot expect that the closed loop poles are near to the desired ones. This
partially verifies observations made in [12].

The analysis we have given leads to some open problems. Suppose that the system
(A, b) is given, and that we only require that the poles lie in specified regions in the
complex plane, see e.g. [12, 13].

1. Can we choose the poles in these regions so that the pole placement problem is
well-conditioned in the sense that the actual closed loop poles are close to the desired
ones ?

2. Is the closed loop system obtained under such circumstances robust under
perturbations ?

These questions and related topics are currently under investigation, partial an-
swers to these questions are given in a recent report [16].
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