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BINGHAM FLUID PROBLEM ∗

ALEXIS APOSPORIDIS†, PANAYOT S. VASSILEVSKI‡, AND ALESSANDRO VENEZIANI†

Abstract. In the numerical solution of visco-plastic fluids, one of the hard problems is the effective detection of
rigid or plug regions. These occur when the strain-rate tensor vanishes and consequently the equations for the fluid
region become singular. In order to manage this lack of regularity, different approaches are possible.Regularization
proceduresreplace the plug regions with high-viscosity fluid regions,featuring a regularization parameterε > 0. In
Aposporidis et al. [Comput. Methods Appl. Mech. Engrg., 200 (2011), pp. 2434–2446], an augmented formulation
for Bingham fluids was introduced to improve the regularity properties of the problem. Results presented there show
that the augmented formulation is more effective for numerical purposes and it works also in the non-regularized
case (ε = 0) without a significant degradation of the non-linear solver’s performance. However, when solving
high-dimensional Bingham problems, the augmented formulationleads to more challenging linear systems. In this
paper we develop a strategy for preconditioning large non-regularized augmented Bingham systems. We use the
regularized problem as a preconditioner for the non-regularized case. Then, we resort to a nonlinear geometric mul-
tilevel preconditioner to accelerate the convergence of the flexible Krylov linear solver for the regularized Bingham
preconditioner. Results presented here demonstrate the effectiveness of the strategy also in realistic (non-academic)
test cases.
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1. Introduction. Many fluids of industrial, geophysical, and medical interest exhibit
a shear-dependent viscosity. In particular, visco-plastic materials show properties of a rigid
continuum as long as the applied stress remains below a certain threshold and become incom-
pressible fluids if this critical value is exceeded [11]. A common example of a visco-plastic
material is the Bingham fluid [10, 38]. If u denotes the velocity field of an incompressible
fluid in the domainΩ andp is the pressure, we denote byDu = 1

2 (∇u+∇uT ) the strain rate
tensor and consider its Frobenius norm|Du| =

√

tr(Du
TDu). In Bingham fluids, setting

(1.1) τ = 2µDu+ τs
Du

|Du| , when|τ | ≥ τs,

we solve the system

(1.2)
ρ

[

∂u

∂t
+ (u · ∇)u

]

−∇ · τ +∇p = f

∇ · u = 0

in Ω.

Here,µ > 0 (plastic viscosity), ρ > 0 (fluid density), andτs ≥ 0 (yield stress) are assumed to
be constant. When|τ | ≤ τs, we set

Du = 0.
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The region ofΩ where the latter equation holds is calledrigid or plug region, as opposed to
thefluid region, where (1.2) is assumed to hold. The constitutive relation therefore reads

(1.3) Du =

{

0 if |τ | ≤ τs (plug region),
(

1− τs
|τ |

)

τ

2µ if |τ | > τs (fluid region).

Equations (1.1), (1.2) can be viewed as a generalization of the Navier-Stokes equations
with shear-dependent viscositŷµ = 2µ + τs

|Du| in the fluid region, reducing to the classi-
cal Navier-Stokes equations with constant viscosity ifτs = 0. A major difficulty associated
with solving the Bingham equations is that the flow and plug regions are unknowna priori.
Notice thatµ̂ is singular in the plug region where|Du| vanishes. These difficulties can be
addressed byregularizing µ̂. The most common types of regularization are the Bercovier-
Engelmann regularization [9], in which |Du| is replaced by|Du|ε =

√

|Du|2 + ε2, and the
Papanastasiou variant [32]. In practice, regularization techniques replace the plugregion by
a high viscosity flow region. This clearly improves the regularity of the problem and even-
tually the performance of the nonlinear solvers even thoughit affects the accuracy. For this
reason, other methods based on a different formulation havebeen proposed. Among them,
we mention here the method introduced by Duvaut and Lions [19, 20]. The latter approach is
based on a variational inequality and Uzawa-like iterativemethods, whose convergence may
be slow.

In this paper, we consider the augmented formulation of the Bingham fluid, further re-
ferred to as the ABF problem, introduced in [3]. An auxiliary symmetric tensorW = Du

|Du| is
defined and (1.2), (1.3) are reformulated as

ρ

[

∂u

∂t
+ (u · ∇)u

]

−∇ · (2µDu+ τsW ) +∇p = f

∇ · u = 0

Du− |Du|W = 0.

(1.4)

Note that this formulation contains no division by|Du|, so the overall regularity of the
problem including rigid regions is improved. In this respect, (1.4) is more regular than the
primitive formulation (1.1), (1.2). The idea of circumventing a singularity by adding an un-
known was inspired by [12], where a similar approach has been successfully applied toa
total-variation based image processing problem; see also [43]. Also in the case of ABF, we
may think of a regularized version by replacing|Du| with |Du|ε. In [3] in particular, the
augmented steady Stokes Bingham problem, when in (1.4) the Lagrangian time derivative is
dropped, was considered. An analysis of well-posedness of the regularized augmented prob-
lem was carried out. Moreover, numerical results indicate that the iterative nonlinear solver
for the augmented formulation—when either Picard or Newton-like linearizations are carried
out—converges within a small number of iterations. It is alsorobust with respect to both
mesh size andε and predicts flow and plug regions accurately. In particular, the augmented
formulation works also in the non-regularized case (ε = 0). In addition, it shows supe-
rior convergence properties when compared to the Uzawa-like method by Duvaut and Lions
mentioned above. However, the results presented in [3] refer to academic test cases where
the size of the linear systems makes it affordable using direct methods. As a matter of fact,
ABF for real (large) practical problems has the drawback of introducing more challenging
linear systems. The specific purpose of this paper is to address an effective way for solving
ABF for practical applications expected to be large. More precisely, we introduce an efficient
and robust preconditioner to accelerate the convergence ofa Krylov subspace method. The
preconditioning procedure is based on two ingredients.
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(i) The regularizedBingham problem is used as a preconditioner for solving thenon-
regularizedproblem. In this respect, the regularization parameterε serves as a con-
trol parameter driving the performance of the preconditioner rather than as a pertur-
bation of the problem.

(ii) The regularized problem is then approximately solved using a multilevel technique.
In particular, we introduce a geometric multilevel preconditioner where the smooth-
ing is performed by a flexible GMRES (FGMRES) scheme preconditioned by an
overlapping additive Schwarz domain decomposition method. The multigrid iter-
ations are based on recursive cycles performed again withina flexible FGMRES
scheme on different grids. The overall scheme gives rise to anonlinear method
sometimes referred to as the nonlinearalgebraic multilevel iteration(AMLI [ 42]).
At the coarsest level, we use a direct solver.

Since we are concerned with problems of real interest, here we consider the unsteady version
of the problem including the nonlinear convective term. Numerical results exhibit robustness
and scalability of the solver with respect to the mesh size, demonstrating that the proposed
method can be used for the accurate simulation of non-regularized Bingham fluids. A com-
plete convergence analysis of AMLI-preconditioned ABF is fairly complex (stemming from
the fact that this is an indefinite saddle-point problem) andis left to future work. For the
symmetric positive definite case, several analyses are available; cf., e.g., [26, 42].

The paper is organized as follows. In Section2 the problem setting is given including
the linearization and discretization. The first part of Section 3 introduces the preconditioner
based on the regularized Bingham problem. In the second partwe describe the multilevel al-
gorithm which is used to solve the regularized problem. Numerical results on two benchmark
problems in two and three dimensions for several values of the mesh size as well as a test case
on a more complex geometry are presented in Section4. Conclusions are drawn in Section5.

2. Problem setting. We denote byHs(Ω) the Sobolev space of functions withs distri-
butional derivatives with summable squares (H1

0 denotes the set ofH1 functions with null
trace on the boundary). In addition,L2(0, T ;Hs) denotes the vector space of functions
whoseHs norm for the spatial dependence is square summable in the time interval(0, T ).
We useH1

0 for vector functions with components inH1
0 andL2 for tensor functions with

components inL2. If we assume for simplicity that the boundary conditions prescribeu = 0
on ∂Ω (for t > 0), the weak regularized ABF problem reads: forf ∈ L2(0, T, L2(Ω)),
findu ∈ L2(0, T ;H1

0(Ω)), p ∈ L2(0, T ;L2
0(Ω)), andW ∈ L2(0, T ;L∞(Ω)) such that

ρ

∫

Ω

∂u

∂t
v + ρ

∫

Ω

(u · ∇u)v + µ

∫

Ω

DuDv −
∫

Ω

p∇ · v + τs

∫

Ω

∇ ·Wv =

∫

Ω

fv

−
∫

Ω

q∇ · u = 0

∫

Ω

Z : ∇u−
∫

Ω

|Du|εW : Z = 0,

with u(x, 0) = u0(x) a given initial condition inL2(Ω), for all v ∈ H
1
0(Ω), q ∈ L2

0(Ω),
andZ ∈ L2(Ω). We placed the pressure in the null-average square-summable function
spaceL2

0(Ω).
For the sake of a numerical solution, we need to discretize the problem. As for the time-

discretization, we rely on a classical backward Euler method. The reason for this choice
is to address a simple time-advancing method with good stability properties (stability may
be significantly affected by a completely explicit scheme).Different, more accurate (either
implicit or semi-implicit) time-advancing schemes may be considered as well with similar
procedures.
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For the space discretization, we resort to finite elements. Again, different discretiza-
tion techniques may be considered such as finite difference schemes on staggered grids
[24, 31] and finite volume discretizations [35]. Hereafter, we denote byVh, Qh,Zh the finite-
dimensional subspaces selected foru, p, andW , respectively. In [3] it has been proven that
for ε > 0, no inf-supconstraint needs to be fulfilled in the selection of a finite-dimensional
space ofW for the well-posedness of the discrete problem. In other words, if velocity and
pressure are discretized ininf-supcompatible spaces, the non-singularity of the discrete prob-
lem is guaranteed and is not affected by the choice of the discretization space ofW .

When using a Picard linearization for both the convective term and the nonlinearity in-
duced by the rheology at Picard stepk ≥ 1, the discrete problem reads: forn = 0, 1, . . . , N,
findu

n+1
h ∈ Vh, pn+1

h ∈ Qh, and tensorsWn+1
h ∈ Zh such that

1

∆t
ρ

∫

Ω

u
n+1,k
h vh + ρ

∫

Ω

(un+1,k−1
h · ∇)un+1,k

h vh + µ

∫

Ω

Du
n+1,k
h ∇vh

−
∫

Ω

pn+1,k
h ∇ · vh + τs

∫

Ω

Wn+1,k
h : ∇vh =

1

∆t
ρ

∫

Ω

u
n
hv +

∫

Ω

fn+1
vh

−
∫

Ω

qh∇ · un+1,k
h + α

∫

Ω

pn+1,kqh = 0

∫

Ω

∇un+1,k
h : Zh −

∫

Ω

|Du
n+1,k−1
h |εWn+1,k

h : Zh = 0

for all vh ∈ Vh, qh ∈ Qh, andZh ∈ Zh. Heren, n + 1 refer to the time step,∆t is
the time step size, andk, k − 1 refer to the Picard iteration. The indexh indicates the size
of the space discretization mesh. The mass conservation equation features a mass-pressure
stabilizing term that determines implicitly a value for thepressure. The parameterα will
be taken as small as10−10 (as done, for instance, in [25]). Other methods can be pursued
similarly to manage the rank deficiency of fully Dirichlet problems.

The matrix formulation of the problem readsAεw = b (we drop the time index for the
ease of notation) with

Aε(u
(k−1)) =





A(u(k−1)) BT CT

B −αQ 0
C 0 −Nε(u

(k−1))



 ,

w = w(k) =





u
(k)

p(k)

W (k)



 , b =





f +Mu
n

0
0



 ,

(2.1)

for k = 1, 2, ... .
We denote byvj , qj , andZj the generic test basis functions for the three unknowns. We

have

Mij ≡
ρ

∆t

∫

Ω

vivj , Aij(u
(k−1)
h ) ≡Mij + ρ

∫

Ω

(uk−1
h · ∇)vivj + µ

∫

Ω

Dvi∇vj ,

Bij ≡
∫

Ω

∇ · viqj , Qij ≡
∫

Ω

qiqj ,

Cij ≡
∫

Ω

Zi : ∇vj , Nε,ij(u
(k−1)) ≡

∫

Ω

|Du
k−1
h |εZi : Zj .

Notice that the matrixNε(u
(k−1)) is symmetric positive definite forε > 0 (and semidefinite

for ε = 0). The matrixNε is written componentwise (3 blocks in the 2D case and 6 blocksin
the 3D case since the tensor is symmetric).
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This system features a twofold saddle-point structure. Itsefficient solution with realistic
geometries and a large number of degrees of freedom is not trivial. It can be obtained by
an approximate factorization ofAε by splitting or segregating the computation of velocity,
pressure, and the tensorW . Another line of investigation is to design an efficient ad-hoc
preconditioner by taking advantage of the structure of the matrix.

This can be done in several ways. As a matter of fact, there aretwo different ways to
recognize the saddle-point structure of (2.1). Letting

B =

[

B
C

]

and Nε =

[

−αQ 0
0 −Nε(u

k−1)

]

gives a saddle-point problem of the form

Aε =

[

A BT
B Nε

]

with a positive definite (1,1)-block, which is also symmetric in the case of the Stokes type
problem.

On the other hand, one may define

S =

[

A BT

B −αQ

]

and C =
[

C 0
]

.

In this case, the problem becomes
[

S CT
C −Nε(u

k−1)

]

and the (1,1)-block of the saddle-point problem is indefinite and represents in turn itself a
saddle-point problem. Many preconditioners have been suggested for saddle-point problems
either when the matrix (1,1)-block of the system is s.p.d (symmetric positive definite) or its
symmetric part is s.p.d. A broad spectrum of preconditioners relies on inexact factorizations
of the system and approximations of the Schur complement such as the least square com-
mutator preconditioner or the pressure convection diffusion preconditioner [21, 22]. Other
preconditioning techniques for saddle-point problems include augmented Lagrangian pre-
conditioners [7, 8] or preconditioners based on a dimensional splitting [5, 6].

Here, we do not follow these strategies based on the algebraic structure of the problem,
but we rely upon a model-based approach. As pointed out in theintroduction, we target
preconditioning the non-regularized matrixA0 by using the regularized matrixAε so that the
role ofε turns from controlling the accuracy of the solution to driving the effectiveness of the
preconditioner. The final solution will correspond to the non-regularized problem, and this
guarantees that the accuracy is affected only by the numerical discretization. The regularized
problem needs in turn to be solved effectively. Here, we use ageometric multigrid method.
In the following sections we provide an accurate description of the method and its numerical
assessment. A brief comparison with a simple, block diagonal preconditioner is provided in
Section4.4. Other methods for ABF may be pursued and will be investigated elsewhere.

3. The multilevel regularization-based preconditioner.

3.1. Spectral investigation of the regularized versus the non-regularized problem.
To support the idea of using the regularized Bingham problemto precondition the non-
regularized one, a preliminary spectral analysis on a small-size problem is performed. In
Figure3.1(left) we report the eigenvalues of the non-regularized Bingham matrixA0 for the
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FIG. 3.1.Left: absolute values of the eigenvalues of the discrete linearized Bingham matrixA (blue) and eigen-
values ofA−1

ε A0 (red) in the analytical test case, whereAε is the regularized Bingham matrix withε = 10
−2. The

clustering of the eigenvalues of the preconditioned matrixaround 1 indicates that—even with a relatively large value
of the regularizing parameter—the regularized problem offers the potential for preconditioning the non-regularized
one. Right: spectral radius ofNε − N0 for several values ofε (logarithmic scale). The reference dash-dotted line
has slope 2.

case of the steady Stokes type equations computed for the flowbetween parallel plates (see
Section4.3) with h = 1/16 on a 2D unit square. This size allows to perform this analysisin
Matlab. In the same panel we also display the eigenvalues ofA when preconditioned by the
regularized problemAε, i.e., the eigenvalues ofA−1

ε A0 with ε = 10−2. Clustering of the
eigenvalues aroundλ = 1 is evident, and this suggests that the matrix correspondingto the
regularized problem may actually be a good preconditioner for the non-regularized one.

For assessing the impact of the regularization parameter onthe non-regularized problem,
we consider the following factorization ofAε with ε > 0 (we omit the dependence of the
matrixNε on the velocity field for the sake of readability)

Aε =

[

S CT
C −Nε

]

=

[

S 0
C −Nε − CS−1CT

] [

I S−1CT
0 I

]

.

From this factorization it follows thatAε (and in particularA0) is nonsingular if and only
if Nε + CS−1CT (N0 + CS−1CT ) is nonsingular.

In addition, we investigate the matrixNε −N0, whose entries read
∫

Ω
g(ε)Zi : Zj with

g(ε) ≡
√

Du
2 + ε2 − |Du| = ε2√

Du
2 + ε2 + |Du|

.

By direct inspection, it is readily seen thatg(ε) > 0 for anyε > 0, g(0) = 0 and ∂g
∂ε
(0) = 0

for |Du| 6= 0, while in the rigid regiong(ε) = ε. We conclude therefore thatNε − N0 is
s.p.d. forε > 0, and forε→ 0 the spectral radius ofNε −N0 vanishes withε2 in absence of
rigid regions and withε when rigid regions are present.

PROPOSITION3.1. For ε → 0, the eigenvalues of the preconditioned matrixA−1
ε A0

cluster around 1. In absence of rigid regions (|Du| 6= 0), the distance of the eigenvalues
from 1 scales withε2. When rigid regions are present, the distance scales withε.

Proof. ForΣε ≡ Nε + CS−1CT , notice that

A−1
ε =

[

I −S−1CT
0 I

] [

S−1 0
Σ−1

ε CS−1 −Σ−1
ε

]

,
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and by a direct computation we get

(3.1) A−1
ε A0 =

[

I S−1CT
(

I − Σ−1
ε Σ0

)

0 Σ−1
ε Σ0

]

.

SinceS represents the (Newtonian) Stokes (or linearized Navier-Stokes) part of the linear
system, the inverseS−1 is well-defined provided eitheru andp are discretized ininf-sup
compatible spaces orα > 0 (even though the matrix is indefinite). We can see from (3.1) that
the eigenvalues of the preconditioned matrixA−1

ε A0 cluster around one forΣ−1
ε Σ0 → I.

More precisely, sinceNε is s.p.d.,

Σ−1
ε Σ0 =

(

Nε + CS−1CT
)−1 (

N0 + CS−1CT
)

=
(

Nε + CS−1CT
)−1 (

Nε + CS−1CT +N0 −Nε

)

=I −
(

Nε + CS−1CT
)−1

(Nε −N0) .

Let us denote byλ the eigenvalues of
(

Nε + CS−1CT
)−1

(Nε −N0), i.e.,

(

Nε + CS−1CT
)−1

(Nε −N0)x = λx.

The deviation of the eigenvalues ofA−1
ε A0 from 1 is given byλ. Then, we have

(1− λ)Nεx =
(

N0 + λCS−1CT
)

x.

SinceN0 + CS−1CT is nonsingular,λ 6= 1. In addition, we notice that ifµ is a generic
eigenvalue of

(

N0 + CS−1CT
)−1

(Nε −N0) ,

thenµ = λ/(1 − λ). From the preliminary analysis of the matrixNε − N0, we notice
thatµ scales withε2 for |Du| 6= 0 and withε when|Du| = 0. Sinceλ = µ/(1 + µ), the
eigenvalueλ scales in the same way and the proposition is proved.

From the previous proposition it is promptly verified that for ε small enough, the eigen-
values of the symmetric part ofA−1

ε A0 approaches 1, so they are positive. From [21, Propo-
sition 4.3], the GMRES method converges, the convergence being faster whenε tends to 0.
In Figure3.1(right), the spectral radius ofNε−N0 is displayed for several values ofε in the
case of a flow between two parallel plates. For the same test case, Figure3.2shows the resid-
ual for the first 30 iterations of GMRES when solving the preconditioned system for different
values ofε. To provide this proof of concept, the inverse ofAε is computed by the backslash
Matlab command. As expected, the smallerε, the faster the GMRES iterations reach any
given tolerance. The combination of regularized and non-regularized models presented here
specifically for the solution of Bingham fluids is a novel contribution of the present paper.
It is worth mentioning that, however, the adoption of regularized problems to precondition
Stokes-like systems was advocated by O. Axelsson [4].

For small problems, when the matrixAε is easily solved and its spectral properties do
not affect the overall performances of the preconditioned solver, small values of the param-
eter guarantee faster convergence. Unfortunately, in realapplications, we need to resort to
different solvers for the preconditioner.



ETNA
Kent State University 

http://etna.math.kent.edu

MULTIGRID PRECONDITIONING OF BINGHAM FLUID PROBLEM 49

FIG. 3.2. Residual of GMRES for the first 30 iterations when solving thenon-regularized problem precondi-
tioned by the regularized one with different values ofε.

3.2. Geometric multigrid approximation of the regularized problem. Even though
the preconditioned solver converges, the solution of the regularized preconditioner may be
expensive especially for really large problems. For this reason, we need now to devise an
efficient solver for the regularized Bingham problem. In particular, we propose here to resort
to a geometrical multigrid technique. As a matter of fact, multigrid (MG) methods have
experienced an increasing popularity for a large range of problems due to their potential for
optimality [42] including the solution of indefinite problems; see, e.g., [36, 44] in the context
of constrained optimization problems and fluid-structure interaction, respectively.

To define our approximate solver, we first introduce some notation. Consider a sequence
of L regular finite element meshesTk with k = 1, 2, . . . , L, such thatTL is the finest grid,
where we solve the problem. Each finer mesh at levelk is assumed to be a refinement of the
coarser levelk−1. Correspondingly, we associate the matricesAε,k obtained by discretizing
the regularized ABF problem (either steady or unsteady). Inthe sequel, when there is no
ambiguity, we drop the indexε for notational convenience. Throughout this section we refer
to the regularized Bingham problem.

Let further{Πk}L−1
k=1 be the natural prolongation (by interpolation) matrices relating the

system matrixAk to its coarser counterpartAk−1 = ΠT
kAkΠk, and lety be a generic input

vector,x the corresponding output vector, andσ, ν, ℓ, andtol be given parameters, whereℓ
represents the current level andtol the given tolerance.

In Algorithm 1, we introduce our recursive solver of the regularized ABF problem. The
method “MLPrecond” recursively calls itselfσ times as a preconditioner inside an FGMRES
scheme [34]. For σ = 2, this method provides a variant of the classical W-cycle multigrid.
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FIG. 3.3. Visualization of Algorithm1 on four levels withσ = 2. Each visit to a multigrid level is displayed
together with the action that is performed on that level.

Algorithm 1: MLPrecond.
Data: x, y, {Ak}k, {Πk}k, σ, ν, ℓ, tol
Result: x = procedure solution toAℓx = y
begin

for i← 1 to ν do
smooth onAℓx = y;

// Restriction of the residual;
r = ΠT

ℓ−1(y−Aℓx) ;

if ℓ− 1 = 1 then
xc=(Aℓ−1) \r ; //coarsest level: Matlab notation for a direct method

else
xc = 0;
// Recursive call of the procedure;
Precond=MLPrecond(xc, r , {Ak}ℓ−1

k=1, {Πk}ℓ−1
k=1, σ, ν, ℓ− 1, tol);

FGMRES(Aℓ−1, xc, r , tol, σ, Precond);

x = x + Πℓ−1xc; //update;
for i← 1 to ν do

smooth onAℓx = y;

end

Figure3.3 visualizes this algorithm for the special case of four multigrid levels andσ = 2.
The figure displays how the different levels are visited and which action (pre-smoothing,
post-smoothing, or a call to FGMRES) is performed. This procedure was motivated by the
nonlinear AMLI preconditioning techniques introduced in [42, Section 5.6 ].

In the following subsections, we describe in detail the prolongation and restriction oper-
ators as well as the smoother selected for our solver.
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3.2.1. Interpolation and restriction. Starting with a mesh that is sufficiently coarse
to allow a fast solution of the discrete system (e.g., by a direct solver that we have denoted
with “\”), we refine the mesh uniformlyL times. With each mesh, we associate a corre-
sponding triple of finite element spaces,Vh,k, Qh,k,Zh,k, k = 1, . . . , L. By construction,
the coarse level spaces are subspaces of the next fine level spaces. This defines natural embed-
dings{Πu

k }Lk=1, {Πp
k}Lk=1, and{ΠW

k }Lk=1 which transfer (interpolate) the degrees of freedom
of u, p, andW , respectively, from the coarse mesh (levelk − 1) to the fine mesh (levelk).
The (monolithic) interpolation operator is given by

Πk =





Πu

k 0 0
0 Πp

k 0
0 0 ΠW

k



 .

As previously pointed out, the matrixAL is assembled on the finest mesh, and the coarse
ones are obtained via the Galerkin conditionAk−1 = ΠT

kAkΠk for k = 1, ..., L.

3.2.2. Smoothing.Several types of smoothers may be considered. In the case of sym-
metric positive definite problems, stationary iterations are typically the method of choice. If
the problem is symmetric indefinite, a feasible approach is to perform a few iterations of a
preconditioned Krylov subspace method with a simple (for example Jacobi or Gauss-Seidel)
preconditioner. Since (2.1) is indefinite, we use the additive Schwarz method as a precon-
ditioner in a GMRES solver. We have to use GMRES since the Schwarz preconditioner is
generally also indefinite. Using the variational iterativemethod as a smoother in a MG cycle,
strictly speaking, leads to a (mildly) non-linear mapping of the overall MG cycle. For the sake
of simplicity, we will omit the indexk indicating the level of discretization for the remainder
of this section. Given the discretized domainΩ on any given level, we subdivide the domain
into m overlapping subsets{Ωi}mi=1. Then we set up linear mappings{Iui }mi=1, {Ipi }mi=1,
and{IWi }mi=1 restricting the degrees of freedom ofu, p, andW , respectively, to the local
domainΩi. Theith subdomain local matrix is then given by

Ai = IiAITi with Ii =





Iui 0 0
0 Ipi 0
0 0 IWi



 ,

and the inverse of the global matrix is approximated by the additive Schwarz preconditioner
defined by the formula

A−1 ≈
m
∑

i=1

ITi A−1
i Ii.

The size of the subdomains should be chosen sufficiently small so that the inverse of the local
matricesAi can be easily computed.

This smoothing technique can be viewed as an additive extension of the Vanka-smooth-
er [39, 41] based on a block Gauss-Seidel iteration where each block isidentified by the patch
of each element [28, 37]. The latter has been specifically proposed for the finite difference
solution of the incompressible (Newtonian) Navier-Stokesequations.

4. Numerical results.

4.1. Implementation details. Numerical tests presented hereafter have been obtained
with the finite element libraryMFEM [30]. In particular, we useP2/P1 finite elements for
velocity and pressure, respectively, while the auxiliary variableW is discretized withP1

finite elements.
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As a solver on the coarsest grid we use a direct solver within the C library
SUITESPARSE. More precisely, when solving the Stokes type equations, weresort to
an LDLT -type factorization using theLDL package described in [15]; see [40]. For the
Navier-Stokes problem, theLU factorization is computed by theUMFPACK package [13, 14,
17, 18]). Before computing all factorizations, we apply a fill-in reducing reordering provided
by AMD [1, 2, 16].

To set up the smoother on each level (except for the coarsest), we first generate an ad-
jacency matrixS = [sij ] (with sij = 1 if elementi and j share a common face in three
dimensions or a common edge in two dimensions andsij = 0 otherwise). We then apply a
graph partitioner inMETIS [29] on S. This procedure results in a partitioning of the mesh in
which the overlap consists of one layer of elements at the interface. Extra layers of overlap
may be included as well. The solves on each subdomain are again done by the direct solvers
provided inSUITESPARSE. Table4.1 shows the different meshes we use for our experi-
ments and the number of multigrid levels used for each mesh. The numbers of subdomains
and of overlapping nodes are shown as well. In particular, the number of subdomains on
each level has a strong influence on the performance of our preconditioner. The trade-off is
between the size of the local system (not too large) and the overall efficacy of the smoother.
This is achieved by increasing the number of subdomains by a factor of 4 in 2D and a factor
of 6 in 3D for each additional multigrid level as shown in the table. The size of the discrete
system for tests running on a unit square and on a unit cube is also shown.

Initialization of the Picard iteration is set to beu = u
0, p ≡ 0, W ≡ 0, whereu0 is

the solution of−µ∆u
0 = f solved with preconditioned CG iterations. Then, we continue the

nonlinear iterations until

‖r‖2
‖r0‖2

≤ 10−2,

wherer (r0) is the current (initial) residual. The absolute toleranceis set to5 · 10−6. In this
way the linear solver is accurate enough to guarantee nonlinear convergence in all our test
cases. Since the initial guess already yields a relatively small initial residual, this stopping
criterion is sufficient to achieve a good approximation of plug and fluid regions as we will
see later. The linear system is solved by FGMRES with our geometric nonlinear AMLI
multigrid preconditioner. The solution is considered converged if the quotient of current
and initial residual drops below10−6 in the L2 -norm. All tables display the number of
linear iterations needed for the convergence of the first nonlinear iteration. To summarize, the
overall procedure is presented in Algorithm2.

4.2. Choosing the regularization parameter.In Section3.1we stated that the perfor-
mance of the preconditionerAε improves asε decreases provided that the inverseA−1

ε is
computed exactly. However, the reduction of the regularization parameter in general deteri-
orates the conditioning properties of the matrix, and this may impair the quality and effec-
tiveness of the preconditioner in presence of plug regions.In this respect, finding the optimal
value ofε involves finding the right trade-off between conditioning of the regularized prob-
lem (which improves whenε is large so that the regularization is stronger) and its consistency
as preconditioner of the non-regularized one (improves when ε is small). In our experiments
we empirically found that the optimal choice isε = 10−2.

It is worth noticing that the domain decomposition used in our experiments is based
solely on the mesh and not on the solution. If a subdomain is entirely contained in a plug
region, we may experience some performance degradation. Asa matter of fact, some of the
(local) linear systems representing a subdomain are extremely ill-conditioned for small values
of ε, and the local (direct) solves on these subdomains may be veryinaccurate resulting in a
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Algorithm 2: Sketch of the preconditioned scheme.
begin

pre-processing (mesh generation, etc.) ;
solve−µ∆u

0 = f; ;
x = [u0; 0, 0]; // initial guess computation;

while relative residual> 10−2 do
//Picard outer loop;
assemble matrixAL and right-hand side with the current guessx

while relative residual> 10−6 do
//linear inner loop;
FGMRES(AL, x, r , . . ., MLPrecond)

post-processing ;

end

TABLE 4.1
Number of multigrid levels, number of subdomains, size of each subdomain, size of overlap, and the size of the

linear system to be solved in two and three dimensions.

Experiments on unit square
mesh # levels # subd. #overlap. nod. size overl. size lin. syst.
h = 1/8 2 3 34-40 27 902
h = 1/16 3 9 42-50 126 3,334
h = 1/32 4 27 56-72 498 12,806
h = 1/64 5 81 68-85 1,839 50,182
h = 1/128 6 243 89-110 6,751 198,662
h = 1/256 7 729 114-143 24,343 790,534

Experiments on unit cube
mesh # levels # subd. size subd. size overl. size lin. syst.
h = 1/4 2 12 24-31 97 3,062
h = 1/8 3 72 27-49 669 19,842
h = 1/16 4 432 34-55 4,697 142,202
h = 1/32 5 2,392 41-70 34,925 1,075,434

failure of the smoother. Larger values ofε yield an improved conditioning of the systems on
these subdomains. A future development of the method would include an adaptive domain
decomposition approach to avoid these troublesome situations.

We also noticed that the condition number of the regularizedblock Nε in (2.1) grows
mildly as ε → 0 except when between10−2 and10−3 where the increase is more evident;
see Figure4.1. This effect is independent of the mesh size and it provides an additionala
posteriorimotivation of our choice.

4.3. Flow between two parallel plates.This test case is one of the few examples in
which the analytical solution is known for the steady (Navier) Stokes type Bingham problem.
The domain is a unit square where the coarsest mesh adopted has mesh sizeh = 1/4. In 3D
extensions of this case, running on a unit cube, the coarsestlevel featuresh = 1/2. The test
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FIG. 4.1.Condition number of the blockNε for different values ofε (on the horizontal axis) andh.

case describes a flow between two parallel plates and its solution is given by

(4.1) u1 =















1
8 [(1− 2τs)

2 + (1− 2τs − 2y)2] if 0 ≤ y < 1
2 − τs,

1
8 (1− 2τs)

2, if 1
2 − τs ≤ y ≤ 1

2 + τs,

1
8 [(1− 2τs)

2 − (2y − 2τs − 1)2] if 1
2 + τs < y ≤ 1,

with u2 ≡ u3 ≡ 0 andp = −x. The strain rate vanishes in the plug region

{(x, y, z) | 1
2
− τs ≤ y ≤ 1

2
+ τs}.

In our experiment we impose Dirichlet boundary conditions on the unit square and cube
according to (4.1) with τs = 0.3 andµ = 1.

To precondition the flexible GMRES iterations, we use the algorithm from Section3
with two smoothing steps (ν = 2) in 2D and four smoothings (ν = 4) in 3D as well as two
iterations of FGMRES on each multigrid level (σ = 2). Table4.2 displays the number of
flexible GMRES iterations needed for convergence for the first Picard step, the total number
of nonlinear iterations needed for convergence, as well as the CPU time needed for solving
the linearized system. In the three-dimensional case the number of linear iterations slightly
increases with the size of the mesh. However, the parametersfor the preconditioner were
chosen to minimize the CPU time as opposed to the iteration count. By properly tuning the
number of smoothings or the number of subdomains, we get an even more evident mesh
independence.
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TABLE 4.2
The flow between two parallel plates, an analytical test casein two and three dimensions: number of linear

iterations, CPU time for solving the linear system, setup and updating time for the preconditioner (all in seconds),
and the total number of nonlinear (Picard) iterations. The unit of time is second.

Two dimensional experiments
mesh # lin. its CPU time setup updating # nonlin. its.
h = 1/8 10 0.01 0.01 0.01 6
h = 1/16 13 0.08 0.02 0.03 6
h = 1/32 14 0.50 0.05 0.09 6
h = 1/64 14 2.19 0.18 0.40 6
h = 1/128 14 9.60 0.86 1.72 7
h = 1/256 12 37.93 5.44 7.25 7

Three dimensional experiments
mesh # lin. its CPU time setup updating # nonlin. its.
h = 1/4 6 0.08 0.01 0.07 4
h = 1/8 8 1.51 0.17 0.75 5
h = 1/16 16 27.89 1.81 6.74 6
h = 1/32 11 258.53 25.53 90.46 6

Note that for the Stokes type problem, only the matrixNε needs to be updated before
each nonlinear iteration. In this respect, the timings provided in Table4.2 for setting up the
preconditioner are divided into initial setup time (this includes setting up the interpolations
between the different levels, determining the subdivisionof the domains, and setting up the
restriction operators for each subdomain) and updating time (this includes the updating ofNε

in the preconditioner, computing a factorization of the local matrices on each subdomain, and
computing a factorization for the direct solver on the coarsest level). All experiments are
performed with a serial code. Timings for the Stokes type Bingham problem are obtained
on a personal laptop with an Intel Core i7 processor, 2.6 GHz,and 8 GB of memory. Due
to a higher memory requirement, experiments involving the Navier-Stokes type Bingham
problems are run on a Sun Microsystems SunFire X4600 with 20 AMD Opteron(tm) cores
and 32 GB of memory.

In Table4.3, we examine the effect of the regularization parameterε on the performance
of the preconditioner. The table displays the number of linear iterations needed for solving the
two-dimensional Bingham problem for different mesh sizes and different values forε (used
as a parameter in the preconditioner). It emphasizes the profound influence of the choice of
this parameter: whileε = 10−2 yields mesh independent convergence, for other choices of
the parameter, the number of iterations increases—at times significantly—as the mesh size
decreases. Choosingε = 10−2 was the optimal value in all our experiments, however, the
effect was the strongest in this test case.

Figure4.2 shows plug and fluid regions as well as the streamlines for this flow in two
dimensions for different values ofτs. The colors in the figure represent values of|Du| so
that the plug regions are approximately the parts of the domain in which |Du| is small.

4.4. The lid-driven cavity. This is a standard benchmark problem for CFD codes. The
lid is moved at a velocity of magnitude 1 in thex-direction, i.e.,

u =





1
0
0



 if y = 1,
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TABLE 4.3
Number of linear iterations needed for solving the flow between parallel plates when preconditioning the

problem with different values ofε and for different mesh sizes.

ε = 10−1 ε = 10−2 ε = 10−3 ε = 10−4 ε = 10−5 ε = 0

h = 1/8 25 10 9 9 9 9
h = 1/16 26 13 13 13 13 13
h = 1/32 27 14 15 15 15 15
h = 1/64 23 14 16 17 18 18
h = 1/128 19 14 21 24 24 24
h = 1/256 17 12 29 58 59 50

FIG. 4.2.Plug regions (blue) and streamlines for the flow between parallel plates for differentτs = 0.1 (left),
τs = 0.3 (center), andτs = 0.4 (right). Regions in red indicate higher values of|Du|.

and we impose homogeneous Dirichlet boundary conditions elsewhere. Again we setτs = 2
andµ = 1. For preconditioning we use the multilevel algorithm with two smoothings in 2D
and four smoothings in 3D as well as two inner GMRES iterations on each level. Table4.4
shows the numerical results for this experiment. Note that in the caseτs = 10, we use four
smoothings in both 2D and 3D in order to maintain mesh independent convergence. Plug and
fluid regions for this flow are shown in Figure4.3. We simulated the same case considered
in [24]. Visual comparison of our results with the one in there [24, Figure 5.4] confirms again
what was already found in [3], i.e., that ABF is able of correctly detecting the plug regions.

For the sake of comparison, we provide some numerical results for this problem if a
different, simpler preconditioner is used. One may use a preconditioner of the form

P =





A 0 0
0 Q 0
0 0 Nε



 ,

whereA,Q, andNε are as in (2.1). This preconditioner is symmetric positive definite. Hence,
we may use MINRES iterations as the outer Krylov solver. Thispreconditioner was tested on
the two-dimensional problem. Table4.5shows the number of iterations required for solving
the linear systems. Solutions of systems involvingP−1 are computed exactly by a direct
solver on a mesh up to sizeh = 1/64. The numerical results in the table demonstrate that even
though this preconditioner may be very easy to apply, the overall number of iterations needed
to reach the given tolerance is very high, and the number of iterations increases significantly
with the mesh size so that mesh independent convergence is lost.

4.5. The steady Navier-Stokes type problem.We now apply the lid-driven cavity test
case to the steady Navier-Stokes type problem. Here all specifications are the same as in the
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TABLE 4.4
The lid-driven cavity flow withτs = 2, τs = 5, andτs = 10 in two and three dimensions (Stokes): number

of linear iterations, CPU time for solving the linear system, setup and updating time for the preconditioner (all in
seconds), and the total number of nonlinear (Picard) iterations. An asterisk∗ indicates that four smoothings were
used in this experiment. The unit of time is second.

Two dimensional experiments
τs = 2 mesh # lin. its CPU time setup updating # nonlin. its.

h = 1/8 8 0.01 0.01 0.01 4
h = 1/16 11 0.07 0.01 0.02 5
h = 1/32 12 0.42 0.04 0.10 5
h = 1/64 12 1.87 0.17 0.40 5
h = 1/128 12 8.22 0.80 1.71 5
h = 1/256 11 34.91 5.44 7.29 4

Three dimensional experiments
mesh # lin. its CPU time setup updating # nonlin. its.
h = 1/4 3 0.04 0.01 0.06 3
h = 1/8 5 0.94 0.17 0.74 4
h = 1/16 8 13.94 1.80 6.63 5
h = 1/32 5 167.21 25.48 89.12 5

Two dimensional experiments
τs = 5 mesh # lin. its CPU time setup updating # nonlin. its.

h = 1/8 9 0.01 0.01 0.02 5
h = 1/16 12 0.10 0.01 0.02 6
h = 1/32 14 0.53 0.05 0.10 6
h = 1/64 15 2.45 0.18 0.42 6
h = 1/128 16 11.26 0.84 1.84 6
h = 1/256 15 47.17 5.40 7.96 6

Three dimensional experiments
mesh # lin. its CPU time setup updating # nonlin. its.
h = 1/4 3 0.04 0.01 0.06 3
h = 1/8 5 0.95 0.15 0.76 4
h = 1/16 9 15.87 1.80 6.82 5
h = 1/32 5 161.23 25.51 88.15 5

Two dimensional experiments
τs = 10 mesh # lin. its∗ CPU time setup updating # nonlin. its.

h = 1/8 5 0.02 0.01 0.01 6
h = 1/16 9 0.12 0.01 0.02 7
h = 1/32 10 0.64 0.03 0.10 7
h = 1/64 11 3.19 0.18 0.43 7
h = 1/128 11 14.06 0.84 1.85 7
h = 1/256 10 56.96 4.42 7.98 7

Three dimensional experiments
mesh # lin. its CPU time setup updating # nonlin. its.
h = 1/4 4 0.05 0.01 0.06 4
h = 1/8 5 0.95 0.16 0.76 5
h = 1/16 12 21.07 1.79 6.66 6
h = 1/32 6 185.29 25.56 96.59 6
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FIG. 4.3.Plug regions (blue) and streamlines in two dimensions for the lid-driven cavity problem withτs = 2

(left), τs = 5 (center) andτs = 10 (right). Green and red areas represent the fluid region.

TABLE 4.5
Number of iterations needed for linear convergence in the two-dimensional lid-driven cavity when using a

block diagonal preconditioner.

mesh h = 1/8 h = 1/16 h = 1/32 h = 1/64
# iterations 482 584 660 748

previous subsection except that we now solve (1.4) with ∂u
∂t
≡ 0, ρ = 1, and we impose

u =





50
0
0



 if y = 1

corresponding to a Reynolds numberRe = 50. We now tighten the nonlinear tolerance
to 10−4 to ensure accurate solutions. Numerical results are shown in Table4.6. Note the drop
in the nonlinear iteration count forh = 1/32 in the three-dimensional case. This is due to the
higher Reynolds number in this test case; the relatively high number of nonlinear iterations
for the coarser meshes are due to convective instabilities.We did not see this effect for lower
Reynolds numbers (Re ≈ 10); the effect was even more evident if we increased the Reynolds
number (to approximatelyRe = 80).

4.6. The unsteady Navier-Stokes type problem on a non-trivial geometry. This ex-
periment is performed on a cylindrical domain with a sphere attached to it. It is meant as
an idealized geometry that approximates a blood vessel withan aneurysm. This experiment
serves as a first step in understanding the relevance of Bingham fluids in problems occur-
ring in hemodynamics; see [23, 33]. We discretize the domain with curvilinear isoparametric
(second order) finite elements; see, e.g., [27]. Using elements of higher order has the effect
that the “curved” shape of the domain is captured well duringthe refinement process of the
geometric multigrid. See Figure4.4for the shape of the geometry on each multigrid level.

We use multigrid preconditioning on three levels in this experiment with four smooth-
ings and two inner FGMRES iterations. In the Bingham fluid equations, we takeµ = 1
andτs = 1. We prescribe parabolic boundary conditions at the inflow, ano-slip condition
at the walls, and homogeneous Neumann boundary conditions at the outflow. Time is dis-
cretized on the interval fromt = 0 to t = 1.5 with a time step of∆t = 0.1. Table4.7
shows more specifications on the preconditioner as well as the numerical results for this ex-
periment. Figure4.5 shows the streamlines and pressure of this flow after a steadystate has
been reached.
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TABLE 4.6
The lid-driven cavity flow for the Navier-Stokes type problem: number of linear iterations, CPU time for solving

the linear system, setup and updating time for the preconditioner (all in seconds), and the total number of Picard
iterations. The unit of time is second.

Two dimensional experiments
mesh # lin. its CPU time setup updating # nonlin. its.
h = 1/8 7 0.03 0.01 0.04 9
h = 1/16 10 0.41 0.01 0.19 8
h = 1/32 12 2.50 0.04 0.77 7
h = 1/64 12 11.74 0.23 3.27 6
h = 1/128 12 54.00 1.44 13.39 5
h = 1/256 11 232.63 11.87 53.32 4

Three dimensional experiments
mesh # lin. its CPU time setup updating # nonlin. its.
h = 1/4 6 0.59 0.02 0.61 12
h = 1/8 6 9.28 0.12 7.33 17
h = 1/16 8 101.76 1.77 58.29 15
h = 1/32 7 747.84 47.53 440.48 4

FIG. 4.4. Idealized blood vessel with aneurysm on three geometric multigrid levels. Left: The coarsest level
(280 elements), center: one level of refinement (2,240 elements), right: two levels of refinement (17,920 elements).

5. Conclusion. In this paper we have introduced a new way of solving the linear systems
obtained by linearizing and discretizing the non-regularized Bingham fluid flow equations in
the augmented formulation. This formulation has been originally proposed in [3] together
with its linearization. Here, we have focused on the effective solution of the associated linear
system for real problems featuring large size. The first stepis to use the regularized Bingham
problem as preconditioner for the non-regularized one to take advantage of the better prop-
erties of the system without affecting the accuracy of the solution. We have proved that the
regularized ABF provides a convergent preconditioner to the non-regularized one. Then, we
have considered the effective solution of each preconditioned iteration. We resort to a linear
solver based on a flexible Krylov subspace method. Convergence of this iterative method
is accelerated by a nonlinear geometric AMLI multigrid algorithm. In using the regularized
problem in this way, the regularization parameterε drives the performance of the precondi-
tioner rather than the accuracy of the solver. Upon a proper selection of this parameter, our
numerical experiments indicate mesh independent convergence in a low number of iterations;
a rigorous proof of this is left for future research. Timingsare obtained here on serial ma-
chines but may be significantly improved on a parallel architecture. The application of our
method to large-scale problems on parallel architectures with particular reference to problems
in computational hemodynamics is a natural follow up of the present research.
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TABLE 4.7
Numerical results and specifications of the preconditionerfor the unsteady Navier-Stokes experiment.

fine level intermediate level
# subd.: 72 12
size subd.: 100-140 74-98
size overl.: 2,791 342

General information
# Picard its (per time st.): 5
CPU (s) (per t.s.): 53.41
setup (s): 0.80
updating: 72.36
# linear its: 6

FIG. 4.5. Streamlines and pressure field of the unsteady Navier-Stokes type problem in a cylindrical domain
with an attached sphere.
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