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AN EXPONENTIAL INTEGRATOR FOR NON-AUTONOMOUS
PARABOLIC PROBLEMS ∗

DAVID HIPP†, MARLIS HOCHBRUCK†, AND ALEXANDER OSTERMANN‡

Abstract. For the time integration of non-autonomous parabolic problems, a new type of exponential integrators
is presented and analyzed. The construction of this integrator is closely related to general construction principles of
the continuous evolution system. The proximity to the continuous problem allows one to obtain a third-order method
that does not suffer from order reduction. The stated order behavior is rigorously proved in an abstract framework of
analytic semigroups. The numerical behavior of the integrator is illustrated with an example that models a diffusion
process on an evolving domain. Comparisons with an implicit Runge-Kutta method of order three and a standard
fourth-order Magnus integrator are given.
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1. Introduction. For the numerical integration of linear evolution equations of the form

(1.1) u′(t) +A(t)u(t) = 0, u(0) = u0,

Magnus integrators [1, 3, 19] are often considered to be the method of choice. This is par-
ticularly true for the linear Schrödinger equation with a smooth, time-dependent potential.
Under the assumption that certain derivatives ofA(t) are bounded, higher-order convergence
results are available; see [15]. However, it is also well-known that, in the parabolic case, Mag-
nus integrators often suffer from order reduction, i.e., the order of convergence is reduced;
see [9, 27].

In this paper, we follow a different approach in which the construction of the integrator
as well as its convergence analysis are closely related to the construction of the continuous
evolution system in [26]. The theory of [26] is also outlined in the monographs [8, Part 2]
and [23, Section 5.6]. This proximity to the continuous problem allows one to obtain a third-
order exponential integrator that does not suffer from order reduction. This integrator was
first proposed in [13]. Its implementation using preconditioned Krylov subspace methods is
discussed in [12]. In this paper we concentrate on the error analysis.

There are several other options for solving non-autonomousparabolic problems. For
instance, discontinuous Galerkin methods in space and time[7], finite elements in space
combined with BDF methods [2, 25], Runge-Kutta methods for the time discretization [10,
21], and linearly implicit methods [20, 28]. These methods, however, will not be considered
further in this paper.

Non-autonomous parabolic equations as equation (1.1) arise for instance from a spa-
tial discretization of a diffusion equation on an evolving domain. Finite element methods
for parabolic differential equations on evolving surfaceswere considered in [5]. Their time
discretization with implicit Runge-Kutta methods was subsequently studied in [6].

The paper is organized as follows: in Section2 we provide the analytical framework
and present the construction of an approximate evolution system for (1.1). For the numer-
ical realization we suggest a new exponential integrator; see (2.9). Section3 contains our

∗Received February 6, 2014. Accepted August 15, 2014. Published online on December 30, 2014. Recom-
mended by V. Druskin.

†Karlsruhe Institute of Technology, Department of Mathematics, Kaiserstr. 12, D-76128 Karlsruhe, Germany
({david.hipp, marlis.hochbruck}@kit.edu).

‡Universität Innsbruck, Institut für Mathematik, Technikerstr. 13, A-6020 Innsbruck, Austria
(alexander.ostermann@uibk.ac.at).

497



ETNA
Kent State University 

http://etna.math.kent.edu

498 D. HIPP, M. HOCHBRUCK, AND A. OSTERMANN

main results on error bounds for the new exponential integrator. Finally, we present numer-
ical experiments for finite element discretizations of parabolic problems on time-dependent
domains in Section4. A comparison of the efficiency of the method using high-performance
computing is beyond the scope of this paper and might be presented elsewhere.

2. Construction of an approximate evolution system.In this section we present the
construction of an approximate evolution system. We work inthe framework of [26] and
consider (1.1) as an abstract evolution problem on a Banach spaceX. More precisely, we
employ the following assumption:

ASSUMPTION2.1. The linear operatorsA(t) are uniformly sectorial and have a com-
mon (time-invariant) domainD

(
A(t)

)
= D for t ∈ [0, T ].

Each operatorA(t) thus generates an analytic semigroup onX, which we denote
by e−sA(t). By a standard scaling argument, we can assume thatA(t) is invertible with a
bounded inverse. This implies that for allα ≥ 0, there exists a constantC > 0 such that

(2.1)
∥∥∥A(t)αe−sA(t)

∥∥∥ ≤ Cs−α, s > 0,

holds uniformly int ∈ [0, T ].
In addition, we require the Lipschitz conditions

(2.2a)
∥∥(A(s)−A(t)

)
A(0)−1

∥∥ ≤ C |t− s| ,

and1

(2.2b)
∥∥A−1(0)

(
A(t)−A(s)

)∥∥ ≤ C |t− s| .

Let τ > 0 be a fixed step size andtn = nτ , n ∈ {0, 1, . . .}. By [26, eq. (1.14)], the
solution of (1.1) at timetn + τ can be written as

(2.3)
u(tn + τ) = G(tn + τ, tn)u(tn),

G(tn + τ, tn) = e−τAn +

∫ τ

0

e−(τ−s)A(tn+s)R(tn + s, tn) ds,

whereAn = A(tn). The operatorR is defined by the integral equation

(2.4) R(t+ s, t) = R1(t+ s, t) +

∫ s

0

R1(t+ s, t+ σ)R(t+ σ, t) dσ,

or, by [26, eq. (1.31)], as

(2.5) R(t+ s, t) = R1(t+ s, t) +

∫ s

0

R(t+ s, t+ σ)R1(t+ σ, t) dσ,

where

(2.6) R1(t, s) =
(
A(s)−A(t)

)
e−(t−s)A(s).

It was shown in [23, eq. (5.6.23)] that

(2.7) R(t, s) =
∞∑

m=1

Rm(t, s), ‖Rm(t, s)‖ ≤ C |t− s|m−1
.

1Throughout the paper, we do not distinguish in notation between an operator and its closure.
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To construct a numerical method from the evolution operator(2.3), two approximations are
required. First, we have to truncate the series (2.7). Here, the simplest choice is to truncate
after the first term. In fact we will later see that this is sufficient to obtain order three, and
thus we do not consider using more terms.

Secondly, we have to discretize the integral in (2.3). Applying a standard quadrature
formula would give unfortunate error bounds involving derivatives of the integrand and thus
powers of the unbounded operatorA. Thus we freeze the semigroup appearing in the inte-
gral and approximate onlyR1 by a polynomial. This is a particular form of an exponential
quadrature rule [16, 17] using only one evaluation of the semigroup. Numerical results in-
dicated that usingAn+1 leads to a small error constant. However, freezing the semigroup at
any time in the interval[tn, tn+1] gives the same order. Altogether, this yields the following
approximation tou(tn+1):

(2.8)
ũn+1 = G̃(tn + τ, tn)ũn,

G̃(tn + τ, tn) = e−τAn +

∫ τ

0

e−(τ−s)An+1R1(tn + s, tn) ds,

whereũ0 = u0.

Next we replaceR1(tn + s, tn) by an interpolation polynomialpn of order two which is
third-order accurate. A natural choice for the interpolation nodes isc1 = 0 (sinceR1(t, t)=0)
andc3 = 1 (because one can then reuseAn+1 in the next time step). Choosing some value
0 < c2 < 1 gives the numerical scheme

(2.9a) un+1 = Tnun, Tn = e−τAn +

∫ τ

0

e−(τ−s)An+1pn(s) ds.

The integral can be expressed explicitly in terms of theϕ-functions defined as

ϕk(z) =

∫ 1

0

e(1−θ)z θk−1

(k − 1)!
dθ, k ∈ {1, 2, . . .}.

As an example, we choosec2 = 1/2. Carrying out this integration, we obtain an explicit
representation of the discrete evolution operator

(2.9b)
Tn = e−τAn + 4τ

(
ϕ2(−τAn+1)− 2ϕ3(−τAn+1)

)
(An −An+1/2)e

− τ
2
An

+ τ
(
4ϕ3(−τAn+1)− ϕ2(−τAn+1)

)
(An −An+1)e

−τAn .

This completes the derivation of the numerical method. Its convergence properties will be
investigated in the following section.

3. Error bounds. Motivated by the derivation above, we split the convergenceproof
into two parts. We first prove error bounds for the approximation (2.8), and then we consider
the interpolation error to bound the error for the final approximation (2.9).
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3.1. Error bound for ũn. Let

ẽn = u(tn)− ũn

denote the error of the approximation (2.8). Subtracting (2.8) from (2.3) and inserting (2.4)
gives the error recursion

ẽn+1 = e−τAn ẽn +

∫ τ

0

e−(τ−s)A(tn+s)R1(tn + s, tn)u(tn) ds

−

∫ τ

0

e−(τ−s)An+1R1(tn + s, tn)ũn ds

+

∫ τ

0

e−(τ−s)A(tn+s)

∫ s

0

R1(tn + s, tn + σ)R(tn + σ, tn)u(tn) dσ ds.

With the abbreviations

δn+1 = δ
[1]
n+1 + δ

[2]
n+1,(3.1a)

δ
[1]
n+1 =

∫ τ

0

(
e−(τ−s)A(tn+s) − e−(τ−s)An+1

)
R1(tn + s, tn) ds,(3.1b)

δ
[2]
n+1 =

∫ τ

0

e−(τ−s)A(tn+s)

∫ s

0

R1(tn + s, tn + σ)R(tn + σ, tn) dσ ds,(3.1c)

the error recursion can be written as

ẽn+1 = e−τAn ẽn + δn+1u(tn) +

∫ τ

0

e−(τ−s)An+1R1(tn + s, tn) ds ẽn.

Sinceẽ0 = 0, we get
(3.2)

ẽn =

n−1∑

j=0

e−τAn−1 · · · e−τAj+1

(
δj+1u(tj) +

∫ τ

0

e−(τ−s)Aj+1R1(tj + s, tj) ds ẽj

)
,

where we used the notatione−τAn−1 · · · e−τAj+1 = I for j = n− 1. A naive bound for (3.1)
would give a second-order estimate only. To improve this estimate, we have to employ the
smoothness of the solutionu(t) and the parabolic smoothing property.

We start with the following lemma.
LEMMA 3.1. δn+1 defined in(3.1) satisfies the estimates

(3.3)
∥∥δn+1A

−1
n

∥∥ ≤ Cτ3,
∥∥A−1

n+1δn+1A
−1
n

∥∥ ≤ Cτ4.

Proof. Let θ ≥ 0. The identity

e−θA(t) − e−θA(s) =

∫ θ

0

e−(θ−σ)A(t)
(
A(s)−A(t)

)
e−σA(s) dσ

together with (2.1) and (2.2) allows us to prove the bounds
∥∥∥e−θA(t) − e−θA(s)

∥∥∥ ≤ C |t− s| ,
∥∥∥A(t)−1

(
e−θA(t) − e−θA(s)

)∥∥∥ ≤ Cθ |t− s| .
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The proof of the first bound is not as obvious as that of the second one and can be found
in [26, eq. (1.21)]. Moreover, using the definition (2.6) of R1 gives

(3.4a)
∥∥R1(t, s)A(s)

−1
∥∥ ≤ C |t− s| ,

∥∥A(t)−1R1(t, s)
∥∥ ≤ C |t− s| .

As a consequence, (2.5), (2.7) provide us with the estimates

(3.4b)
∥∥R(t, s)A(s)−1

∥∥ ≤ C |t− s| ,
∥∥A(t)−1R(t, s)

∥∥ ≤ C |t− s| .

These estimates prove the first inequality in (3.3).
The proof of the second one is obtained from

∥∥∥A−1
n+1δ

[1]
n+1A

−1
n

∥∥∥ ≤ C

∫ τ

0

(τ − s)2s ds ≤ Cτ4

and, using the estimates (3.4a) and (3.4b), by

∥∥∥A(tn + s)−1δ
[2]
n+1A

−1
n

∥∥∥ ≤ C

∫ τ

0

∫ s

0

(s− σ)σ dσ ds ≤ Cτ4.

The claim now follows from
∥∥A−1

n+1A(tn + s)
∥∥ ≤ C and the triangle inequality.

By (2.7), we also have

(3.5)

∥∥∥∥
∫ τ

0

e−(τ−s)An+1R1(tn + s, tn) ds

∥∥∥∥ ≤ Cτ.

In addition to these bounds we will need certain stability results. The key idea to prove
stability is to write

(3.6) ∆n,j = G(tn, tj)− e−τAn−1 · · · e−τAj , j < n, ∆n,n = 0

as a telescopic sum; see [22]. From [26, eq. (1.77)], we have the local error bound

(3.7)
∥∥∥A−α(t)

(
G(t, s)− e−(t−s)A(s)

)
Aβ(s)

∥∥∥ ≤ C |t− s|1+α−β
, 0 ≤ α, β ≤ 1.

Moreover [26, Theorem 3] shows that
∥∥A−α(t)G(t, s)Aβ(s)

∥∥ ≤ C |t− s|α−β
, 0 ≤ α ≤ β < 2,(3.8a)

∥∥Aα(t)G(t, s)Aβ(s)
∥∥ ≤ C |t− s|−α−β

, 0 ≤ α, β < 2.(3.8b)

LEMMA 3.2. For 0 ≤ jτ < nτ ≤ T we have
∥∥e−τAn−1 · · · e−τAj

∥∥ ≤ C,

whereC depends onT but is independent ofτ , n, andj.
Proof. We use the telescopic identity to write (3.6) as

(3.9)

∆n,j =

n∑

i=j+1

e−τAn−1 · · · e−τAi
(
G(ti, ti−1)− e−τAi−1

)
G(ti−1, tj)

=

n∑

i=j+1

(
G(tn, ti)−∆n,i

)(
G(ti, ti−1)− e−τAi−1

)
G(ti−1, tj).
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The uniform boundedness of the exact propagatorG(t, s) (see (3.8a) for α = β = 0) yields

‖∆n,j‖ ≤ Cτ

n∑

i=j+1

(
C + ‖∆n,i‖

)
≤ C + Cτ

n∑

i=j+1

‖∆n,i‖ .

Applying a variant of the discrete Gronwall lemma shows that‖∆n,j‖ ≤ C. This completes
the proof.

LEMMA 3.3. For 0 ≤ jτ < nτ ≤ T we have

(3.10) (tn − tj)
∥∥e−τAn−1 · · · e−τAjAj

∥∥ ≤ C(1 + |log τ |),

whereC depends onT but is independent ofτ , n, andj.
Proof. We insert factors of the formAkA

−1
k into the telescopic identity (3.9). Then (3.7),

(3.8a), and the triangle inequality immediately give

‖∆n,jAj‖ ≤ Cτ

n−1∑

i=j+1

(
(tn − ti)

−1 + ‖∆n,iAi‖
)
+ C.

A discrete Gronwall lemma then shows that‖∆n,jAj‖ ≤ C(1 + |log τ |). The desired bound
thus follows from (3.6) by the triangle inequality and (3.8b).

Now having all these results at hand, we can bound the error for (2.8).
THEOREM 3.4. Let Assumption2.1and(2.2) be satisfied and assume that the solutionu

of (1.1) satisfiesu ∈ C1([0, T ], X). Then the error bound

(3.11) ‖u(tn)− ũn‖ ≤ Cτ3(1 + |log τ |)2 max
t∈[0,T ]

‖u′(t)‖ ,

holds for0 ≤ tn = nτ ≤ T, whereC is a constant which is independent ofn andτ .
Proof. We start from the error recursion (3.2)

‖ẽn‖ ≤
n−2∑

j=0

∥∥e−τAn−1 · · · e−τAj+1Aj+1

∥∥ ∥∥A−1
j+1δj+1A

−1
j

∥∥ ‖Aju(tj)‖

+

n−1∑

j=0

∥∥e−τAn−1 · · · e−τAj+1

∥∥
∥∥∥∥
∫ τ

0

e−(τ−s)Aj+1R1(tj + s, tj) ds

∥∥∥∥ ‖ẽj‖

+
∥∥δnA−1

n−1

∥∥ ‖An−1u(tn−1)‖ .

Using the stability results from Lemmas3.2and3.3and the bounds (3.3) and (3.5), we obtain

‖ẽn‖ ≤ C

n−2∑

j=0

1 + |log τ |

tn − tj+1
τ4 ‖Aju(tj)‖+ Cτ

n−1∑

j=0

‖ẽj‖+ Cτ3 ‖An−1u(tn−1)‖

≤ Cτ3(1 + |log τ |)2 max
t∈[0,T ]

‖A(t)u(t)‖+ Cτ

n−1∑

j=0

‖ẽj‖ .

Another application of the discrete Gronwall lemma establishes the desired error-bound.
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3.2. Error bound for un. It remains to study the quadrature error which arises from
replacing

gn(s) = R1(tn + s, tn)

in (2.8) by its interpolation polynomialpn leading to the approximation (2.9). The total error
can be decomposed into

en = u(tn)− un = ên + ẽn, ên = ũn − un,

where the quadrature errorên satisfies the recursion

ên+1 = e−τAn ên +

∫ τ

0

e−(τ−s)An+1
(
gn(s)− pn(s)

)
ũn ds

+

∫ τ

0

e−(τ−s)An+1pn(s)ên ds.

Bounding the quadrature error requires the mapt 7→ A(t)A(0)−1 to be four times differen-
tiable with bounded derivatives, i.e.,

(3.12)
∥∥∥A(k)(t)A(s)−1

∥∥∥ ≤ C, 0 ≤ s, t ≤ T, k = 0, 1, . . . , 4.

Note that this condition implies (2.2a).
Using the abbreviations

(3.13a) χn+1 = G̃(tn+1, tn)− Tn =

∫ τ

0

e−(τ−s)An+1
(
gn(s)− pn(s)

)
ds

and

(3.13b) βn+1 =

∫ τ

0

e−(τ−s)An+1pn(s) ds,

we rewrite the error recursion as

ên+1 = e−τAn ên + βn+1ên + χn+1ũn

= e−τAn ên + βn+1ên − χn+1ẽn + χn+1u(tn).

As ê0 = 0, we have

(3.14) ên =

n−1∑

j=0

e−τAn−1 · · · e−τAj+1
(
βj+1êj − χj+1ẽj + χj+1u(tj)

)
.

We start with a counterpart of Lemma3.1.
LEMMA 3.5.χn+1 defined in(3.13a) satisfies the estimates

(3.15)
∥∥χn+1A

−2
n

∥∥ ≤ Cτ3,
∥∥A−1

n+1χn+1A
−2
n

∥∥ ≤ Cτ4.

Proof. Note that by definition ofpn, we havepn(0) = gn(0) = 0. We define

gn(s) = sg̃n(s), pn(s) = sp̃n(s),
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such that̃pn is the interpolation polynomial of̃gn interpolating in the nodesc2τ andc3τ . We
will show below that the functionfn defined by

s 7→ fn(s) = A−1
n+1g̃n(s)A

−2
n

satisfiesfn ∈ C2
(
[0, τ ];L(X)

)
. Thus the interpolation error can be estimated by

∥∥A−1
n+1

(
g̃n(s)− p̃n(s)

)
A−2

n

∥∥ ≤ |s− c2τ | |s− c3τ |
1

2
max
0≤ρ≤τ

∥∥A−1
n+1g̃

′′
n(ρ)A

−2
n

∥∥

(see [4, Example 3.1]), so that we obtain the bound

∥∥A−1
n+1χn+1A

−2
n

∥∥ ≤

∫ τ

0

∥∥∥A−1
n+1e

−(τ−s)An+1
(
gn(s)− pn(s)

)
A−2

n

∥∥∥ ds

≤ τ max
0≤σ≤τ

∥∥∥e−(τ−σ)An+1σA−1
n+1

(
g̃n(σ)− p̃n(σ)

)
A−2

n

∥∥∥

≤ Cτ max
0≤σ≤τ

∣∣σ(σ − c2τ)(σ − c3τ)
∣∣ max
0≤ρ≤τ

∥∥A−1
n+1g̃

′′
n(ρ)A

−2
n

∥∥

≤ Cτ4 max
0≤ρ≤τ

‖f ′′n (ρ)‖ .

It remains to show that

(3.16) ‖f ′′n (ρ)‖ =
∥∥A−1

n+1g̃
′′
n(ρ)A

−2
n

∥∥ ≤ C.

LetA(k)
n = A(k)(tn). In a first step we derive a different representation ofg̃n:

g̃n(s) =
1

s

(
An −A(tn + s)

)
e−sAn

= −
1

s

∫ s

0

A′(tn + ρ) dρ e−sAn

= −
1

s

∫ s

0

(
A′

n + ρA′′
n +

ρ2

2
A(3)

n +

∫ ρ

0

(ρ− σ)2

2
A(4)(tn + σ) dσ

)
dρ e−sAn

= −

(
A′

n +
s

2
A′′

n +
s2

6
A(3)

n + ̺n(s)

)
e−sAn ,

where

̺n(s) =
1

s

∫ s

0

∫ ρ

0

(ρ− σ)2

2
A(4)(tn + σ) dσ dρ.

The following derivatives are needed in the forthcoming estimates:

−g̃′n(s) = g̃n(s)An +
(1
2
A′′

n +
s

3
A(3)

n + ̺′n(s)
)
e−sAn ,

−g̃′′n(s) = g̃n(s)A
2
n + 2g̃′n(s)An +

(1
3
A(3)

n + ̺′′n(s)
)
e−sAn ,

̺′n(s) =
1

s

∫ s

0

(s− σ)2

2
A(4)(tn + σ) dσ −

1

s
̺n(s),

̺′′n(s) = −
2

s
̺′n(s) +

1

s

∫ s

0

(s− σ)A(4)(tn + σ) dσ.
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Now we begin with the proof of (3.16). The remainder terms can be handled as

∥∥̺n(s)A−1
n

∥∥ ≤
1

s

∫ s

0

∫ ρ

0

(ρ− σ)2

2

∥∥∥A(4)(tn + σ)A−1
n

∥∥∥ dσ dρ ≤ Cs3,

∥∥̺′n(s)A−1
n

∥∥ ≤
1

s

∫ s

0

(s− σ)2

2

∥∥∥A(4)(tn + σ)A−1
n

∥∥∥ dσ +
1

s

∥∥̺n(s)A−1
n

∥∥ ≤ Cs2,

∥∥̺′′n(s)A−1
n

∥∥ ≤
2

s

∥∥̺′n(s)A−1
n

∥∥+
1

s

∫ s

0

(s− σ)
∥∥∥A(4)(tn + σ)A−1

n

∥∥∥ dσ ≤ Cs.

We continue by estimating the terms inf ′′n (s) = A−1
n+1g̃

′′
n(s)A

−2
n one after another. For the

first two terms we have by (3.12)

∥∥A−1
n+1g̃n(s)

∥∥ ≤
C

s

∥∥A−1
n+1

(
An −A(tn + s)

)∥∥ ≤ C,

∥∥A−1
n+1g̃

′
n(s)A

−1
n

∥∥ ≤
∥∥A−1

n+1g̃n(s)
∥∥+ C

∥∥∥∥
(1
2
A′′

n +
s

3
A(3)

n + ̺′n(s)
)
A−1

n

∥∥∥∥ ≤ C,

while the last term is bounded by
∥∥∥∥A

−1
n+1

(1
3
A(3)

n + ̺′′n(s)
)
A−2

n e−sAn

∥∥∥∥ ≤ C.

This proves the second estimate in (3.15).
For the first one it suffices to consider the interpolation error for only one interpolation

node and thus to bound the first derivative ofg̃n(s)A
−2
n . Since all these bounds are obtained

completely analogously, this completes the proof.
THEOREM 3.6. Let Assumption2.1, (2.2b), and (3.12) be satisfied and letu be the

solution of (1.1). If u ∈ C2([0, T ], X), then the error bound

‖u(tn)− un‖ ≤ Cτ3
(
1 + |log τ |

)2
(

max
t∈[0,T ]

‖u′(t)‖+ max
t∈[0,T ]

‖u′′(t)‖

)

holds for0 ≤ tn = nτ ≤ T, whereC is a constant that is independent ofn andτ .
Proof. Inserting the obvious bounds

‖βn+1‖ ≤ Cτ, ‖χn+1‖ ≤ Cτ,

the estimates (3.15) and the stability bound (3.10) into the error recursion (3.14) gives

‖ên‖ ≤ Cτ

n−1∑

j=0

‖êj‖+ C max
0≤j≤n−1

‖ẽn‖

+ C

n−2∑

j=0

1 + |log τ |

tn − tj
τ4

∥∥A2
ju(tj)

∥∥+ Cτ3
∥∥A2

n−1u(tn−1)
∥∥ .

Using (3.11) and applying a Gronwall argument proves the desired result.

4. Parabolic problems on time-dependent domains.To illustrate the theoretical re-
sults of this paper, we apply our method to a finite element discretization of a diffusion
equation on an evolving domain (DEED) inR2. Our formulation, analysis, and spatial dis-
cretization of DEED is motivated by [5], where semi-discretizations of parabolic problems
on evolving surfaces are considered.
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4.1. The diffusion equation on an evolving domain.Consider a scalar quantityu de-
fined on the time-space domain

NT =
⋃

t∈[0,T ]

{t} × Ωt,

where the evolution ofΩt ⊂ R
2 is given by a family of diffeomorphismsXt between a

bounded domainΩ0 and its imagesΩt, t ∈ [0, T ]. The material time derivative of a function
v : NT → R with respect toXt is given by

Dtv(t, x) =
d

dt

(
v(t,Xt(y)

)∣∣∣∣
y=X−1

t (x)

;

see [5] for details. With this notation we define the function space

V =
{
v : NT → R ; v(t, ·) ∈ H1

0 (Ωt), Dtv(t, ·) ∈ L2(Ωt) for all t ∈ [0, T ]
}
.

The weak formulation of a diffusion equation on the evolvingdomainΩt can be stated as
follows: findu ∈ V such that for allt ∈ (0, T ] and allv ∈ V the equality

(4.1)
d

dt

∫

Ωt

uv dx+ α

∫

Ωt

∇u · ∇v dx =

∫

Ωt

uDtv dx,

holds subject to the initial conditionu(0, ·) = u0 and to homogeneous Dirichlet boundary
conditionsu(t, x) = 0 for all x ∈ ∂Ωt. The numberα > 0 denotes the diffusion constant.

For the spatial discretization of (4.1), we use linear finite elements. LetT0 be a triangu-
lation ofΩ0 with nodesa1, . . . , aK and nodal basis functionsφ1, . . . , φK . By h we denote
the maximum diameter of its triangles. Starting fromT0 we define an approximate evolving
domainΩh

t = Xt,h(Ω0), where

Xt,h(y) =
K∑

i=1

φi(y)Xt(ai) ≈ Xt(y), y ∈ Ω0.

By this construction,Ωh
t gets equipped with a triangulation. The corresponding basis func-

tionsΦi ∈ V are then given byΦi(t, x) = φi(X
−1
t,h (x)). They satisfy in particularDtΦi = 0,

where the material derivative is taken with respect toXt,h. The function spaces
Vh = span{Φ1, . . . ,ΦK} and

Uh =

{
u : u(t, ·) =

K∑

i=1

Ui(t)Φi(t, ·), Ui ∈ C1
(
[0, T ],R

)
}

fulfill Vh ⊂ Uh. Note that the dimension ofVh is independent oft by construction. The
semi-discrete solutionuh ∈ Uh then solves the variational problem

(4.2)
d

dt

∫

Ωh
t

uh ψh dx + α

∫

Ωh
t

∇uh · ∇ψh dx =

∫

Ωh
t

uhDtψh dx = 0

for all ψh ∈ Vh and t ∈ [0, T ]. In [11] it was shown thatuh(t) is at least a first-order
approximation to the solution of (4.1) in theL2-norm. The homogeneous Dirichlet boundary
condition can be dealt with by dimension reduction of the occurring matrices. Letu(t) be the
coefficient vector containing the coefficientsUi(t) with respect to the basis functionsΦi(t, ·)
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that correspond to the interior nodes ofΩh
t . From (4.2) we then obtain the stiff system of

ordinary differential equations

(4.3)
d

dt

(
Mh(t)u(t)

)
+ Sh(t)u(t) = 0, u(0) = u0,

whereMh(t) andSh(t) denote the mass and stiffness matrices, respectively.
In order to rewrite (4.3) in the form (1.1), we apply the transformation

(4.4) y(t) = Mh(t)u(t)

and obtain

(4.5)
d

dt
y(t) + Sh(t)

(
Mh(t)

)−1
y(t) = 0, y(0) = Mh(0)u0.

Hence, we end up with problem (1.1) where the operatorA(t) is represented by the matrix

A(t) = Sh(t)
(
Mh(t)

)−1
.

Since

(4.6) ‖uh(t)‖
2
L2(Ωh

t )
= u(t)TMh(t)u(t),

the norm

‖y‖2t,h = yT
(
Mh(t)

)−1
y = ‖uh‖

2
L2(Ωh

t )

is the appropriate one for the transformed variablesy in R
d. Our assumptions on the family

{Xt}t∈[0,T ] imply that ‖·‖t,h is uniformly equivalent to‖·‖0,h for all t ∈ [0, T ]. We thus
write ‖·‖ = ‖·‖0,h for simplicity.

If the exponential integrator is implemented with a polynomial or rational Krylov sub-
space method, it should be written in the form

ỹn+1/2 = exp
(
− τ

2M
−1
n Sn

)
un,

ỹn+1 = exp
(
−τM−1

n Sn

)
un,

ũn+1 = M−1
n+1Mnỹn+1,

z̃n+1/2 = M−1
n+1

(
Snỹn+1/2 − Sn+1/2M

−1
n+1/2Mnỹn+1/2

)
,

z̃n+1 = M−1
n+1

(
Snỹn+1 − Sn+1ũn+1

)
,

un+1 = ũn+1 +Φ1

(
−τM−1

n+1Sn+1

) (
4τ z̃n+1/2

)
+Φ2

(
−τM−1

n+1Sn+1

) (
τ z̃n+1

)
,

whereMn=Mh(tn), Sn=Sh(tn), Φ1(z)=ϕ2(z)− 2ϕ3(z), andΦ2(z)=4ϕ3(z)− ϕ2(z).
This reformulation requires only one expensive Krylov approximation, namely the approxi-
mations of̃yn+1 andỹn+1/2, which can be computed in the same Krylov subspace. All other
matrix approximations or solutions of linear systems are cheap because they use a small
right-hand side vector of sizeO(τ) or a good starting vector is available. In both cases, the
conjugate gradient method converges in only few steps even without preconditioning ifτ is
not too large. For more details, we refer to [12].

It would be rather tedious and technical to rigorously verify the assumptions of Theo-
rem3.6 for the discretized problem. Therefore, we restrict ourselves to an illustration of the
results by numerical experiments for a donut-shaped domain. For a different example we
refer to [13].
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t ❂ ✵ t ❂ ✵✿✶ t ❂ ✵✿✷

t ❂ ✵✿✸ t ❂ ✵✿✹ t ❂ ✵✿✺

FIG. 4.1.Snapshots of the solution on a triangulation with31 842 nodes. Fort = 0 andt = 0.3 the plots are
layered with a much coarser mesh to illustrate the evolutionof the domain.

4.2. Example. We consider the circular domain with a circular hole given by
Ω0 = int

(
B1(0) \B1/4(0)

)
, whereBr(x) denotes the ball with centerx and radiusr. To

simplify the presentation, we identifyR2 andC and do not distinguish between a vector
x ∈ R

2 and the complex numberz = x1 + ix2 ∈ C. The diffeomorphismXt is constructed
from the conformal mappingΛ(z, z0) = (z − z0)/(1 − z z0). For |z0| < 1, Λ(·, z0) maps
the complex unit ball onto itself. In order to construct an evolving domain we move the cen-
ter z0 of the hole along the curvet 7→ z0(t) =

√
t/2 e6iπt describing a spiral. This gives the

transformation

Xt(x) = (Rew, Imw), w = Λ(x1 + ix2, z0(t)).

The initial valueu0 is given by

u0(x) =

{
16
9

(
1− ‖x‖

) (
4 ‖x‖ − 1

) (
1− 8 dist(x,S)

)
, dist(x,S) < 1

8 ,

0, otherwise,

for S =
{
seikπ/4 ; s ∈ [0, 1], k = 0, . . . , 7

}
. Some snapshots of the solution of are shown in

Figure4.1. A movie can be foundhere2 and, with a typical triangulation,here3.

4.3. Numerical comparison. We now compare the convergence behavior of our new
exponential integrator ExpInt with that of an implicit Runge-Kutta method of classical order
three (the 2-stage Radau IIA method; see [10, Sec. IV.5]), and with a Magnus integrator [1]
of classical order four. We only show the results for the Magnus integrator based on the

2Url: http://etna.math.kent.edu/vol.41.2014/pp497-511.dir/DiffusDonut.avi
3Url: http://etna.math.kent.edu/vol.41.2014/pp497-511.dir/DiffusDonut_mesh.avi

http://etna.math.kent.edu/vol.41.2014/pp497-511.dir/DiffusDonut.avi
http://etna.math.kent.edu/vol.41.2014/pp497-511.dir/DiffusDonut_mesh.avi
http://etna.math.kent.edu/vol.41.2014/pp497-511.dir/DiffusDonut.avi
http://etna.math.kent.edu/vol.41.2014/pp497-511.dir/DiffusDonut_mesh.avi
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FIG. 4.2. Left: Error versus step size for the mesh corresponding to level 3 (2052 DOFs) att = 0.5 for
α = 0.01. Right: Errors of the exponential integrator for meshes of refinement level3 (2052 DOFs), level4
(8040 DOFs), and level5 (31824 DOFs) att = 0.5 for α = 0.01. In both graphs, the red dashed line indicates
convergence of order three.

Simpson rule [1, eq. (256)]. Computationally, this method is more efficientthan the Magnus
method based on Gauss–Legendre quadrature [1, eq. (254)], and both give more or less the
same results. For a comparison of the efficiency of these integrators, careful implementations
of the involved linear algebra issues are indispensable forall methods. Hence we omit such
comparisons here.

For Radau IIA methods, the error analysis of [20, Theorem 3.2] applies, which shows
that the method with two stages converges with order three. Note that implicit Runge-Kutta
methods can be applied to (4.3) directly while the Magnus integrator and the exponential
integrator require the explicit formulation (4.5). From the analysis presented in [27], it is
known that Magnus methods can suffer from strong order reduction when applied to parabolic
problems.

In order to be able to compute problems on very fine grids, we used the GMRES meth-
od [24] to solve the linear systems arising in the Runge-Kutta scheme. For the Magnus
method and the exponential integrator, we used a polynomialKrylov subspace method based
on the symmetric Lanczos process for the approximations of the products of matrix func-
tions with vectors, see [14] for an analysis of the convergence properties. It is important to
use the correct inner product for the orthogonalization process. Note that by means of the
transformation (4.4) we can write

ϕ
(
−τShM

−1
h

)
y = Mhϕ

(
−τM−1

h Sh

)
u.

(We omit the argumentt for the moment.) We then compute an approximation in the Krylov
subspace with respect to the matrixM−1

h Sh and the vectoru. The Lanczos basis is orthonor-
mal with respect to the norm (4.6) induced by the inner product(u |v) = uTMhv. The
detailed algorithm for the approximation of the exponential function involving a mass matrix
can be found in [18].

The error is determined with the help of a reference solutioncomputed with the 3-stage
Radau IIA method of classical order five using a small time step τ = 0.005.

In the left graph of Figure4.2we plotted the error of the approximation att = 0.5 versus
the time step sizeτ on the mesh level three (2052 DOFs). As expected, the Runge-Kutta
method and the exponential integrator show order three. Theeffect of the logarithmic term in
the error bound of Theorem3.6is negligible. The numerically observed order of the Magnus
integrator is approximately two, i.e., it suffers from a strong order reduction.
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The right graph of Figure4.2shows errors of the exponential integrator applied to (4.5)
at t = 0.5 for different meshes. Clearly, the error is independent of the spatial mesh widthh.
The same is true for the Runge-Kutta code although we have notincluded these results in the
picture for the sake of presentation.
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