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Abstract. We propose a systematic approach to construct symplectic schemes in the weak sense for stochastic
Hamiltonian systems. This method is based on generating functions, so it is an extension of the techniques used
for constructing high-order symplectic schemes for deterministic Hamiltonian systems. Although the developed
symplectic schemes are implicit, they are comparable with the explicit weak Taylor schemes in terms of the number
and the complexity of the multiple Itô stochastic integrals required. We study the convergence of the proposed
symplectic weak order 2 schemes. The excellent long term performance of the symplectic schemes is verified
numerically.
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1. Introduction. Consider the stochastic differential equations in the sense of Stra-
tonovich:

(1.1)

dPi = −∂H0

∂Qi
(P,Q)dt−

d
∑

r=1

∂Hr

∂Qi
(P,Q) ◦ dwr

t , P (t0) = p,

dQi =
∂H0

∂Pi
(P,Q)dt+

d
∑

r=1

∂Hr

∂Pi
(P,Q) ◦ dwr

t , Q(t0) = q,

whereP = (P1, . . . , Pn)
T , Q = (Q1, . . . , Qn)

T , p, q aren-dimensional column vectors,
andwr

t , r = 1, . . . , d, are independent standard Wiener processes fort ∈ [t0, t0 + T ]. We
denote the solution of the stochastic Hamiltonian system (SHS) (1.1) by

Xt0,x(t, ω) =
(

PT
t0,p(t, ω), Q

T
t0,q(t, ω)

)T
,

wheret0 ≤ t ≤ t0 + T , andω is an elementary random event. It is known that ifHr,
r = 0, . . . , d, are sufficiently smooth, thenXt0,x(t, ω) is a phase flow (diffeomorphism) for
almost anyω [12]. To simplify the notation, we will remove any reference to the dependence
onω unless it is absolutely necessary to avoid confusion.

The equations (1.1) represent an autonomous SHS. A non-autonomous SHS is given
by time-dependent Hamiltonian functionsHr(t, P,Q), r = 0, . . . , d. However, it can be
rewritten as an autonomous SHS by introducing new variablese and f . Indeed, if we
let dfr = dt and der = −∂Hr(t,P,Q)

∂t ◦ dwr
t , wheredw0

t := dt, with the initial condi-
tion er(t0) = −Hr(t0, p, q) andfr(t0) = t0, r = 0, . . . , d, then the new Hamiltonian func-
tionsH̄r(P̄ , Q̄) = Hr(fr, P,Q), r = 1, . . . , d, andH̄0(P̄ , Q̄) = H0(f0, P,Q)+e0+· · ·+ed,
define an autonomous SHS with̄P = (PT , e0, . . . , ed)

T andQ̄ = (QT , f0, . . . , fd)
T . Hence,

in this paper we will only investigate the autonomous case asgiven in (1.1)
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The stochastic flow(p, q) −→ (P,Q) of the SHS (1.1) preserves the symplectic struc-
ture [16, Theorem 2.1] as follows:

(1.2) dP ∧ dQ = dp ∧ dq,

i.e., the sum of the oriented areas of projections of a two-dimensional surface onto the co-
ordinate planes(pi, qi), i = 1, . . . , n, is invariant. Here, we consider the differential 2-form

dp ∧ dq = dp1 ∧ dq1 + · · ·+ dpn ∧ dqn,

and differentiation in (1.1) and (1.2) have different meanings: in (1.1), p and q are fixed
parameters and differentiation is done with respect to timet, while in (1.2) differentiation
is carried out with respect to the initial datap, q. We say that a method based on the one-
step approximation̄P = P̄ (t + h; t, p, q), Q̄ = Q̄(t + h; t, p, q) preserves the symplectic
structure [16] if

dP̄ ∧ dQ̄ = dp ∧ dq.

If the approximationX̄0 = x, X̄k = (P̄ (k), Q̄(k)), k = 1, 2, . . . , of the solution
Xt0,x(tk, ω) = (Pt0,p(tk, ω), Qt0,q(tk, ω)), satisfies

(1.3) |E[F (X̄k(ω))]− E[F (Xt0,x(tk, ω)]| ≤ Khm,

for F from a sufficiently large class of functions, wheretk = t0 + kh ∈ [t0, t0 + T ], h is the
time step, and the constantK does not depend onk andh, then we say that̄Xk approximate
the solutionXt0,x(tk) of (1.1) in the weak sense with a weak order of accuracym [17] .

Milstein et al. [15, 16] introduced symplectic numerical schemes for SHSs, and they
demonstrated the mean-square convergence and the superiority of these symplectic methods
for long-time computations. In [17] they also presented a weak first-order symplectic scheme
for the system (1.1). Several symplectic schemes with weak orders 2 or 3 are proposed for
special types of SHS (such as SHSs with additive noise or SHSswith separable Hamiltoni-
ans), but it is concluded that further investigation is needed to obtain higher-order symplectic
schemes for the general SHS (1.1) with multiplicative noise; see Remark 4.2 in [17]. Our
work presented here makes a contribution to the open problems proposed by Milstein et al.
Our approach is a non-trivial extension of the methods basedon generating functions from
deterministic Hamiltonian systems [8, Chapter 4] to SHSs.

The generating function method in the stochastic case was introduced in [18], and it was
applied to obtain symplectic schemes in [9, 10], but only the symplectic schemes with mean
square orders up to3/2 were constructed because of the requirement of high complexity to
determine the coefficients of the generating function. In [13] some low-stage stochastic sym-
plectic Runge-Kutta methods with strong global order 1.0 are constructed. Low-rank Runge-
Kutta methods that perform well in terms of the stationary distribution function and the evo-
lution of the mean of the underlying Hamiltonian are reported in [6]. Stochastic variational
integrators have been introduced in [5, 19], and it is interesting to note that the variational
integrators can be used to construct some of the symplectic schemes proposed in [15, 16].
Weak second-order integrators preserving quadratic invariants were constructed in [1] based
on modified equations.

In [7] we obtain general recursive formulas for the coefficients of the generating func-
tions, and these results are used to develop symplectic schemes in the strong sense. In [2]
we take advantage of the special properties of the stochastic Hamiltonian systems preserving
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the Hamiltonian functions to propose computationally efficient symplectic schemes. In this
paper we propose a systematic approach to construct symplectic schemes in the weak sense.

Similar to the deterministic case, the interest on symplectic schemes for SHSs is mo-
tivated by the fact that unlike usual numerical schemes, symplectic integrators allow us to
simulate Hamiltonian systems on very long time intervals with high accuracy. For exam-
ple, in [3] we apply an expansion of the global error to explain theoretically the better per-
formance of a weak first-order symplectic scheme proposed in[17], compared to the Euler
method (which is also a weak order 1 method). Here we construct a weak second-order sym-
plectic scheme for the general SHS (1.1), and we illustrate numerically that it gives more
accurate results for long-time simulations than the Runge-Kutta weak second-order method;
see [11, Chapter 15.1].

Preliminary results regarding the generating function method for SHS are reported in
Section2. Section3 presents the construction of the symplectic schemes. In Section 4,
we prove the convergence of the weak second-order schemes. The numerical simulations
presented in Section5 demonstrate the excellent long-term accuracy of the proposed schemes.

2. The generating functions. In this section, we present preliminary results regarding
the generating function method for SHS [7, 18]. These results will be used in Section3 to
construct the weak symplectic schemes.

The generating functions associated with the SHS (1.1) were rigorously introduced
in [4, Theorem 6.14] as the solutions of the associated Hamilton-Jacobi partial differential
equations (HJ PDE); see also [12, Theorem 6.1.5]. Under appropriate conditions, we obtain
the following results [7, Theorem 3.1]:

1. If S1
ω(P, q, t) is a smooth solution of the HJ PDE written formally as

(2.1) dS1
ω = H0

(

P, q +∇PS
1
ω

)

dt+
d
∑

r=1

Hr

(

P, q +∇PS
1
ω

)

◦ dwr
t , S1

ω|t=t0 = 0,

and there exists a stopping timeτ1 > t0 a.s. such that the matrix∂(PT q + S1
ω)/∂P∂q is a.s.

invertible fort0 ≤ t < τ1, then the map(p, q) → (P (t, ω), Q(t, ω)), t0 ≤ t < τ1, defined by

(2.2) pi = Pi +
∂S1

ω

∂qi
(P, q), Qi = qi +

∂S1
ω

∂Pi
(P, q), i = 1, . . . , n,

is the flow of the SHS (1.1).
2. If S2

ω(Q, p, t) is a smooth solution of the HJ PDE written formally as

(2.3) dS2
ω = H0

(

p+∇QS
2
ω, Q

)

dt+

d
∑

r=1

Hr

(

p+∇QS
2
ω, Q

)

◦ dwr
t , S2

ω|t=t0 = 0,

and there exists a stopping timeτ2 > t0 a.s. such that the matrix∂(pTQ+ S2
ω)/∂p∂Q is a.s.

invertible fort0 ≤ t < τ2, then the map(p, q) → (P (t, ω), Q(t, ω)), t0 ≤ t < τ2, defined by

(2.4) qi = Qi +
∂S2

ω

∂pi
(p,Q), Pi = pi +

∂S2
ω

∂Qi
(p,Q), i = 1, . . . , n,

is the flow of the SHS (1.1).
3. If S3

ω(z), z ∈ R
2n, is a smooth solution of the HJ PDE written formally as

(2.5) dS3
ω = H0(z +

1

2
J−1∇S3

ω)dt+

d
∑

r=1

Hr(z +
1

2
J−1∇S3

ω) ◦ dwr
t , S3

ω|t=t0 = 0,
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where

J =

[

0 I
−I 0

]

,

with I then-dimensional identity matrix, and there exists a stopping time τ3 > t0 a.s. such
that the matrix∂((P + p)T (Q − q) − 2S3

ω(y + Y )/2)/∂Y ∂y, whereY = (PT , QT )T and
y = (pT , qT )T , is a.s. invertible fort0 ≤ t < τ3, then the mapy → Y (t, ω), t0 ≤ t < τ3,
defined by

(2.6) Y = y − J∇S3
ω((y + Y )/2),

is the flow of the SHS (1.1).
The key idea to construct high-order symplectic schemes viagenerating functions [18]

is to obtain approximations of the solutions of the HJ PDE (2.1), (2.3), or (2.5) and then to
derive the symplectic numerical scheme through the relations (2.2), (2.4), or (2.6). As in [7]
we assume that the generating functionSi

ω(P, q, t), i = 1, 2, 3, can be expressed locally by
the following expansion:

(2.7) Si
ω(P, q, t) =

∑

α

Gi
αJα;t0,t,

whereα = (j1, j2, . . . , jl), ji ∈ {0, . . . , d} is a multi-index of lengthl(α) = l, andJα;t0,t is
the multiple Stratonovich integral

(2.8) Jα;t0,t =

∫ t

t0

∫ sl

t0

. . .

∫ s2

t0

◦dwj1
s1 · · · ◦ dwjl−1

sl−1
◦ dwjl

sl
.

For convenience,ds is denoted bydw0
s , and we shall writeJα;t1,t2 asJα whenever the values

of the time indices are obvious. In [7] we have derived a general formula for the coeffi-
cientsGi

α of the generating functionSi
ω, i = 1, 2, 3.

First, consider the case when the multi-indexα = (j1, j2, . . . , jl) has no repeated ele-
ments (i.e.,jm 6= jn if m 6= n, m,n = 1, . . . , l), and define the setR(α) to be the empty set,
R(α) = ∅, if l = 1, andR(α) = {(jm, jn)|m < n,m, n = 1, . . . , l} if l ≥ 2.

A general formula for the coefficientsG1
α of the generating functionS1

ω can be obtained
by replacing the expansion (2.7) in (2.1) and is given by the following recurrence from [7]. If
α = (j1), j1 = 0, . . . , d, thenG1

α = Hj1 . If l(α) = l > 1, then

(2.9) G1
α =

l(α)−1
∑

i=1

1

i!

n
∑

k1,...,ki=1

∂iHjl

∂qk1
. . . ∂qki

∑

l(α1)+···+l(αi)=l(α)−1
R(α1)∪···∪R(αi)⊆R(α–)

∂G1
α1

∂Pk1

. . .
∂G1

αi

∂Pki

,

whereα– = (j1, j2, . . . , jl−1) and the arguments are(P, q) everywhere. For example, for
anyj = 0, . . . , d and anyr = 1, . . . , d we get:

G1
(j) = Hj , G1

(0,r) =

n
∑

k=1

∂Hr

∂qk

∂H0

∂Pk
, G1

(r,0) =

n
∑

k=1

∂H0

∂qk

∂Hr

∂Pk
,

where the arguments are(P, q) everywhere.
The coefficients of the generating functionS2

ω are obtained by replacingq by p andP
by Q in the recurrence (2.9). A general formula for the coefficientsG3

α of the generating
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functionS3
ω is obtained using (2.5) and is given by the following recurrence [7]. If α = (j1),

j1 = 0, . . . , d, thenG3
α = Hj1 . If α = (j1, . . . , jl−1, jl), j1, . . . , jl = 0, . . . , d andl > 1,

then

G3
α =

l(α)−1
∑

i=1

1

i!

2n
∑

k1,...,ki=1

∂iHjl

∂yk1
. . . ∂yki

·
∑

l(α1)+···+l(αi)=l(α)−1
R(α1)∪···∪R(αi)⊆R(α–)

(
1

2
J−1∇G3

α1
)k1

. . . (
1

2
J−1∇G3

αi
)ki

,
(2.10)

where(J−1∇G3
αi
)ki

is theki-th component of the column vectorJ−1∇G3
αi

, y = (pT , qT )T ,
Y = (PT , QT )T , and the arguments are(Y+y)/2 everywhere. For example, in the SHS (1.1)
for S3

ω we get

(2.11) G3
(j) = Hj , G3

(r,0) =
1

2
(∇H0)

TJ−1∇Hr, G3
(0,r) =

1

2
(∇Hr)

TJ−1∇H0,

for anyj = 0, . . . , d and anyr = 1, . . . , d, where the arguments are(Y + y)/2 everywhere.
If the multi-indexα contains any repeated components, then we first form a new multi-

indexα′ without any duplicates by associating different subscripts to the repeating numbers
(e.g., if α = (1, 0, 0, 1, 2, 1) thenα′ = (11, 01, 02, 12, 2, 13)). Secondly, we apply (2.9)
and (2.10) to find G1

α′ andG3
α′ , respectively. Finally the formulas forG1

α andG3
α are de-

rived by deleting the subscripts introduced for defining themulti-indexα′ from the formulas
for G1

α′ andG3
α′ and by making any eventual simplifications.

For example, forG1
(0,0,0) we get

G1
(0,0,0) = G1

(01,02,03)

=

n
∑

k1=1

∂H03

∂qk1

∂G1
(01,02)

∂Pk1

+

n
∑

k1,k2=1

1

2!

∂2H03

∂qk1
∂qk2

(

∂G1
(01)

∂Pk1

∂G1
(02)

∂Pk2

+
∂G1

(02)

∂Pk1

∂G1
(01)

∂Pk2

)

=

n
∑

k1=1

∂H0

∂qk1

∂G1
(0,0)

∂Pk1

+

n
∑

k1,k2=1

∂2H0

∂qk1
∂qk2

∂G1
(0)

∂Pk1

∂G1
(0)

∂Pk2

.

Using

G1
(0,0) = G1

(01,02)
=

n
∑

k=1

∂H02

∂qk

∂H01

∂Pk
=

n
∑

k=1

∂H0

∂qk

∂H0

∂Pk
,

we have

G1
(0,0,0) =

n
∑

k1,k2=1

(

∂2H0

∂qk1
∂qk2

∂H0

∂Pk1

∂H0

∂Pk2

+
∂H0

∂qk1

∂H0

∂Pk2

∂2H0

∂qk2
∂Pk1

+
∂H0

∂qk1

∂H0

∂qk2

∂2H0

∂Pk1
∂Pk2

)

,

where again the arguments are(P, q) everywhere. Similarly, to find the coefficientG3
(r,r),
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r = 0, . . . , d, of S3
ω we use (2.10) and the first equation in (2.11), and thus we have

G3
(r,r) = G3

(r1,r2)
=

2n
∑

k=1

∂Hr2

∂yk
(
1

2
J−1∇G3

r1)k =

2n
∑

k=1

∂Hr

∂yk
(
1

2
J−1∇G3

r)k

=
1

2

n
∑

k=1

(

−∂Hr

∂yk

∂Hr

∂yk+n
+

∂Hr

∂yk+n

∂Hr

∂yk

)

= 0,

(2.12)

where the arguments are(Y + y)/2 everywhere.

3. The weak symplectic schemes.In this section, we present a method to generate
symplectic numerical schemes in the weak sense for the SHS (1.1).

From (2.34) and [11, Chapter 5], we have the following relationship between theItô
integrals

Iα[f(·, ·)]t0,t =
∫ t

t0

∫ sl

t0

. . .

∫ s2

t0

f(s1, ·)dwj1
s1 . . . dw

jl−1

sl−1
dwjl

sl
, Iα = Iα[1]t0,t,

and the Stratonovich integralsJα defined in (2.8): Iα = Jα for l(α) = 1 and

(3.1) Jα = I(jl) [Jα–] + χ{jl=jl−1 6=0}I(0)

[

1

2
J(α–)−

]

for l(α) ≥ 2,

whereα = (j1, j2, . . . , jl), ji ∈ {0, 1, . . . , d}, χA denotes the indicator function of the setA,
andf is any appropriate process [11, Chapter 5].

Thus, in (3.1) we get J(0) = I(0), J(i) = I(i), J(0,0) = I(0,0), J(0,i) = I(0,i),
J(i,0) = I(i,0), J(i,0,j) = I(i,0,j), J(i,0,i) = I(i,0,i), J(i,j) = I(i,j), J(i,0,0) = I(i,0,0),
J(0,i,0) = I(0,i,0), J(0,0,i) = I(0,0,i), J(i,j,i) = I(i,j,i)

(3.2)

J(i,i)

J(j,i,i)

J(0,i,i)

= I(i,i) +
1

2
I(0), J(i,i,j) = I(i,i,j) +

1

2
I(0,j)

= I(j,i,i) +
1

2
I(j,0), J(i,i,0) = I(i,i,0) +

1

2
I(0,0),

= I(0,i,i) +
1

2
I(0,0), J(i,i,i) = I(i,i,i) +

1

2

(

I(0,i) + I(i,0)
)

J(i,i,j,j) = I(i,i,j,j) +
1

2

(

I(0,j,j) + I(i,i,0)
)

+
1

4
I(0,0),

J(i,i,i,i) = I(i,i,i,i) +
1

2

(

I(0,i,i) + I(i,0,i) + I(i,i,0)
)

+
1

4
I(0,0),

for anyi 6= j, i, j = 1, . . . , d.
To obtain a weak first-order scheme, in (2.7) we replace the Stratonovich integrals by Itô

integrals according to (3.1), and we truncate the series to include only Itô integrals with multi-
indicesα with l(α) ≤ 1. UsingJ(r) = I(r), r = 0, . . . , d, and the first equation in (3.2), we
get the following approximations for the generating functionsSi

ω, i = 1, 2, 3:

Si
ω ≈

(

Gi
(0) +

1

2

d
∑

k=1

Gi
(k,k)

)

I(0) +
d
∑

k=1

Gi
(k)I(k),

where the arguments are(P, q) if i = 1, (p,Q) if i = 2, or (Y + y)/2 if i = 3. If h is
the time step, thenI0 = h and for a scheme of weak order 1 we can replace the Gaussian
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incrementsI(k) by the two-point distributed mutually independent random variables
√
hςk

with P (ςk = ±1) = 1/2, k = 1, . . . , d; see [11, Chapter 14.1].
REMARK 3.1. The symplectic weak order 1 scheme withα = β = 1 presented in [17] is

obtained if we replaceS1
ω in (2.2) by the previous approximation. Since from (2.12) we know

thatG3
(k,k) = 0, k = 0, . . . , d, we can obtain the symplectic weak order 1 scheme in [17]

with α = β = 1/2 using the previous approximation ofS3
ω and (2.6).

3.1. The symplectic weak second-order schemes.Similarly, to obtain a weak second-
order scheme, we replace the Stratonovich integralsJα in (2.7) by Itô integrals using (3.1),
and we truncate the series to include only Itô integrals corresponding to multi-indicesα such
that l(α) ≤ 2. Thus, from (3.2) we can easily verify the following approximations for the
generating functionsSi

ω, i = 1, 2, 3:

Si
ω ≈

(

Gi
(0) +

1

2

d
∑

k=1

Gi
(k,k)

)

I(0) +

d
∑

k=1

Gi
(k)I(k)

+



Gi
(0,0) +

1

2

d
∑

k=1

(Gi
(k,k,0) +Gi

(0,k,k)) +
1

4

d
∑

k,j=1

Gi
(k,k,j,j)



 I(0,0)

+

d
∑

k=1







Gi
(0,k) +

1

2

d
∑

j=1

Gi
(j,j,k)



 I(0,k) +



Gi
(k,0) +

1

2

d
∑

j=1

Gi
(k,j,j)



 I(k,0)





+
d
∑

j,k=1

Gi
(j,k)I(j,k),

(3.3)

where the arguments are(P, q), (p,Q), or (Y + y)/2 if i = 1, 2, 3, respectively. For a
scheme of weak order 2, we can simulate the Itô stochastic integrals in (3.3) as described
in [11, Chapter 14.2] and thus get the approximations

S̄i
ω =h

(

Gi
(0) +

1

2

d
∑

k=1

Gi
(k,k)

)

+

d
∑

k=1

Gi
(k)

√
hζk

+
h2

2



Gi
(0,0) +

1

2

d
∑

k=1

(

Gi
(k,k,0) +Gi

(0,k,k)

)

+
1

4

d
∑

k,j=1

Gi
(k,k,j,j)





+
h3/2

2

d
∑

k=1

ζk



Gi
(0,k) +Gi

(k,0) +
1

2

d
∑

j=1

(

Gi
(k,j,j) +Gi

(j,j,k)

)





+
h

2

d
∑

j,k=1

Gi
(j,k)(ζjζk + ζj,k),

(3.4)

whereh is the time step and the arguments are(P, q), (p,Q), or (Y + y)/2 if i = 1, 2, 3,
respectively. Hereζk, ζj,k for j, k = 1, . . . , d are mutually independent random variables
with the following discrete distributions

(3.5) P (ζk = ±
√
3) =

1

6
, P (ζk = 0) =

2

3
,

andζj1,j1 = −1, j1 = 1, . . . , d,

(3.6) P (ζj1,j2 = ±1) =
1

2
, j2 = 1, . . . , j1 − 1, ζj1,j2 = −ζj2,j1 , j2 = j1 + 1, . . . , d.



ETNA
Kent State University 

http://etna.math.kent.edu

8 C. ANTON, J. DENG, AND Y. S. WONG

ReplacingS1
ω by S̄1

ω in (2.2), we get the scheme corresponding to the following one-step
approximation:

P̄i = pi − h

(

∂G1
(0)

∂qi
+

1

2

d
∑

k=1

∂G1
(k,k)

∂qi

)

−
d
∑

k=1

∂G1
(k)

∂qi

√
hζk

− h2

2





∂G1
(0,0)

∂qi
+

1

2

d
∑

k=1

(

∂G1
(k,k,0)

∂qi
+

∂G1
(0,k,k)

∂qi

)

+
1

4

d
∑

k,j=1

∂G1
(k,k,j,j)

∂qi





− h3/2

2

d
∑

k=1

ζk





∂G1
(0,k)

∂qi
+

∂G1
(k,0)

∂qi
+

1

2

d
∑

j=1

(

∂G1
(k,j,j)

∂qi
+

∂G1
(j,j,k)

∂qi

)





− h

2

d
∑

j,k=1

∂G1
(j,k)

∂qi
(ζjζk + ζj,k),

(3.7)

Q̄i = qi + h

(

∂G1
(0)

∂P̄i
+

1

2

d
∑

k=1

∂G1
(k,k)

∂P̄i

)

+

d
∑

k=1

∂G1
(k)

∂P̄i

√
hζk

+
h2

2





∂G1
(0,0)

∂P̄i
+

1

2

d
∑

k=1

(

∂G1
(k,k,0)

∂P̄i
+

∂G1
(0,k,k)

∂P̄i

)

+
1

4

d
∑

k,j=1

∂G1
(k,k,j,j)

∂P̄i





+
h3/2

2

d
∑

k=1

ζk





∂G1
(0,k)

∂P̄i
+

∂G1
(k,0)

∂P̄i
+

1

2

d
∑

j=1

(

∂G1
(k,j,j)

∂P̄i
+

∂G1
(j,j,k)

∂P̄i

)





+
h

2

d
∑

j,k=1

∂G1
(j,k)

∂P̄i
(ζjζk + ζj,k),

(3.8)

where i = 1, . . . , n, the arguments are(P̄ , q), and the random variablesζk, ζj,k
for j, k = 1, . . . , d are mutually independent and are independently generated at each time
step according to the distributions given in (3.5)–(3.6).

The one-step approximation (3.7)–(3.8) corresponds to an implicit scheme. In Section4
we will prove that it is well-defined and of weak order 2, but first we show the following
result.

LEMMA 3.2. For the SHS(1.1), the scheme corresponding to the one-step approxima-
tion (3.7)–(3.8) is symplectic.

Proof. The scheme is symplectic if it preserves the symplectic structure, i.e., if we have
P̄ ∧ Q̄ = dp ∧ dq [16]. This can be proved by adapting the proof of Theorem 3.1 in [15].
Notice that we have

(3.9) P̄i = pi −
∂S̄1

ω

∂qi
(P̄ , q), Q̄i = qi +

∂S̄1
ω

∂P̄i
(P̄ , q),

whereS̄1
ω is given in (3.4). Using the second equation in (3.9), we get

P̄ ∧ Q̄ =

n
∑

i=1

dP̄i ∧ dQ̄i =

n
∑

i=1

dP̄i ∧



dqi +

n
∑

j=1

∂2S̄1
ω

∂P̄i∂P̄j
dP̄j +

n
∑

j=1

∂2S̄1
ω

∂P̄i∂qj
dqj





=

n
∑

i=1

dP̄i ∧ dqi +

n
∑

i=1

n
∑

j=1

∂2S̄1
ω

∂P̄i∂qj
dP̄i ∧ dqj .(3.10)
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Here, we usedP̄i ∧ dP̄j = −dP̄j ∧ dP̄i, i, j = 1, . . . , n. From the first equation in (3.9), we
have

dP̄i = dpi −
n
∑

j=1

∂2S̄1
ω

∂qi∂P̄j
dP̄j −

n
∑

j=1

∂2S̄1
ω

∂qi∂qj
dqj ,

so replacing
∑n

j=1
∂2S̄1

ω

∂qi∂P̄j
dP̄j in (3.10) and using againdqj ∧ dqi = −dqi ∧ dqj , we get

P̄ ∧ Q̄ =

n
∑

i=1

dpi ∧ dqi = dp ∧ dq.

Analogously, using the approximation̄S2
ω of S2

ω in (2.4) or replacingS3
ω by S̄3

ω in (2.6),
we can obtain two more schemes of weak order 2 for the SHS (1.1). Notice that the proof of
Lemma3.2can be adapted in an obvious way to show that these schemes aresymplectic.

We can extend the method used to construct symplectic weak first- and second-order
schemes for the derivation of symplectic schemes of weak orderm in a similar way, by re-
placing the Stratonovich integrals in (2.7) by Itô integrals using (3.1) and keeping the Itô
integralsIα with l(α) ≤ m. However, form > 2 the schemes become too complex and re-
quire extensive simulations. The error due to these Monte-Carlo simulations could overcome
the advantage of using a weak higher-order scheme.

4. Convergence study.In this section, we study the convergence of the symplectic
weak second-order numerical schemes proposed in the previous section for the SHS (1.1).
We will illustrate the idea of the proof for the scheme of weakorder 2 corresponding to the
one-step approximation (3.7)–(3.8). This scheme is based on the approximation (3.4) of S̄1

ω,
but the same approach can be followed for the symplectic schemes obtained using the ap-
proximationS̄2

ω of S2
ω in (2.4), or replacingS3

ω by S̄3
ω in (2.6).

For any functionsF defined onR2n and any multi-indexα = (α1, . . . , α2n), with
αi = 0, 1, . . ., i = 1, . . . , 2n, with length|α| = α1 + · · · ,+α2n, let ∂αF denote the partial
derivative of order|α|:

∂|α|F

∂α1x1 · · · ∂α2nx2n
.

As in [17], we define the classF to consist of the functionsF onR
2n for which there exist

constantsK > 0 andχ > 0 such that

|F (x)| ≤ K(1 + ‖x‖)χ,

for anyx ∈ R
2n, where‖ · ‖ is the Euclidean norm. We assume that the functionF in (1.3)

together with its partial derivatives up to order 6 belong tothe classF . We also suppose
that the functionsHr, r = 0, . . . , d, are smooth enough such that their partial derivatives of
order 1 up to order 7 are bounded. Consequently,∂αHr ∈ F with χ = 1, for any multi-
indexα with |α| = 1, . . . , 7, andr = 0, . . . , d, and we have the following global Lipschitz
condition: there exists a constantL > 0 such that for any(PT , QT )T , (pT , qT )T ∈ R

2n,
|α| = 1, . . . , 6, andr = 0, . . . , d, we have

(4.1) |∂αHr(P,Q)− ∂αHr(p, q)| ≤ L(‖P − p‖+ ‖Q− q‖).

For the one-step approximation (3.7)–(3.8) and anyi = 1, . . . , 2n, we use the notation
∆̄i = X̄i − xi, i = 1, . . . , 2n, whereX̄ = (P̄T , Q̄T )T , x = (pT , qT )T .
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LEMMA 4.1. There exist constantsKe > 0 and h0 > 0, such that for anyh < h0,
x = (pT , qT )T ∈ R

2n, the system formed by(3.7) for i = 1, . . . , n has a unique solution
P̄ = (P̄1, . . . , P̄n)

T which satisfies

(4.2) |∆̄i| ≤ Ke(1 + ‖x‖)
√
h, i = 1, . . . , n.

Proof. The lemma can easily be proven similarly as Lemma 2.4 in [15] using the contrac-
tion principle, the global Lipschitz condition (4.1), the boundedness of the partial derivatives
of Hr, r = 0, . . . , d, of orders 1 to 7, and the fact that at each time step the random vari-
ablesζr, ζr,k satisfy|ζr| ≤

√
3, |ζr,k| ≤ 1, r, k = 1, . . . , d. The solution can be found by the

method of simple iteration withx = (pT , qT )T as the initial approximation.
REMARK 4.2. Substituting the solution̄P = (P̄1, . . . , P̄n)

T in the explicit system of
equations (3.8) with i = 1, . . . , n and using again the global Lipschitz condition (4.1) and
the boundedness assumptions, we show that there exist constantsK > 0 andh0 > 0 such
that for anyh ≤ h0, x = (pT , qT )T ∈ R

2n, the system (3.7)–(3.8) has a unique solution
X̄ = (P̄T , Q̄T )T ∈ R

2n which satisfies the inequality

‖X̄ − x‖ ≤ K(1 + ‖x‖)
√
h.

Thus the scheme corresponding to the one-step approximation (3.7)–(3.8) is well-defined.
To prove the convergence with weak order 2, we use the generalresult stated

in [17, Theorem 4.1]; see also [14, Theorem 9.1]. The idea of the proof is to compare the
scheme corresponding to the one-step approximation (3.7)–(3.8) with the Taylor scheme of
weak order 2; cf. [11, Chapter 14.2]. To simplify notation, let us denote fori = 1, . . . n,

fi(P,Q) = −∂H0

∂Qi
(P,Q)

+
1

2

d
∑

r=1

n
∑

j=1

(

∂Hr

∂Qj
(P,Q)

∂2Hr

∂Pj∂Qi
(P,Q)− ∂Hr

∂Pj
(P,Q)

∂2Hr

∂Qj∂Qi
(P,Q)

)

,

gi(P,Q) =
∂H0

∂Pi
(P,Q)

+
1

2

d
∑

r=1

n
∑

j=1

(

−∂Hr

∂Qj
(P,Q)

∂2Hr

∂Pj∂Pi
(P,Q) +

∂Hr

∂Pj
(P,Q)

∂2Hr

∂Pi∂Qj
(P,Q)

)

,

σir(P,Q) = −∂Hr

∂Qi
(P,Q), γir(P,Q) =

∂Hr

∂Pi
(P,Q), r = 1, . . . , d.

Using Itô stochastic integration, we rewrite the SHS (1.1) as

dPi = fi(P,Q)dt+
d
∑

r=1

σir(P,Q)dwr
t , P (t0) = p,(4.3)

dQi = gi(P,Q)dt+

d
∑

r=1

γir(P,Q)dwr
t , Q(t0) = q,(4.4)

The Taylor scheme with weak order 2 (cf. [11, Chapter 14.2]) for the Itô system (4.3)–(4.4)
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corresponds to the following one-step approximation:

P̃i = pi + hfi + h1/2
d
∑

r=1

ζrσir +
h2

2
L0(fi) +

h3/2

2

d
∑

r=1

ζr (L0(σir) + Lr(fi))

+
h

2

d
∑

r,k=1

Lr(σik)(ζrζk + ζr,k),

(4.5)

Q̃i = qi + hgi + h1/2
d
∑

r=1

ζrγir +
h2

2
L0(gi) +

h3/2

2

d
∑

r=1

ζr (L0(γir) + Lr(gi))

+
h

2

d
∑

r,k=1

Lr(γik)(ζrζk + ζr,k),

(4.6)

where the arguments are(p, q) everywhere, and the operatorsL0 andLr, r = 1, . . . , d, are
given by

L0 =

n
∑

j=1

(

fj
∂

∂Pj
+ gj

∂

∂Qj

)

+
1

2

d
∑

r=1

n
∑

i=1

n
∑

j=1

(

σirσjr
∂2

∂PiPj
+ γirγjr

∂2

∂QiQj
+ 2σirγjr

∂2

∂PiQj

)

,

Lr =
n
∑

i=1

(

σir
∂

∂Pi
+ γir

∂

∂Qi

)

.

The mutually independent random variablesζk andζr,k, r, k = 1, . . . , d, are generated inde-
pendently at each time step according to the discrete distributions given in (3.5) and (3.6).

For i = 1, . . . , 2n, let ∆̃i = X̃i − xi, whereX̃ = (P̃T , Q̃T )T , x = (pT , qT )T , and
∆i = Xi(t + h) − xi, whereX(t + h) = (PT

t,p(t + h), QT
t,q(t + h))T is the solution of the

system (1.1) andX(t) = x. Then from [14, Chapter 8] we know that

(4.7)

∣

∣

∣

∣

E

( s
∏

j=1

∆ij −
s
∏

j=1

∆̃ij

)∣

∣

∣

∣

≤ F0(x)h
3, s = 1, . . . , 5,

whereij = 1, . . . , 2n, andF0 ∈ F .
We defineρ by

ρj = X̃j − X̄j = ∆̃j − ∆̄j , j = 1, . . . , 2n.

LEMMA 4.3. There existsKl ∈ F , l = 1, ..., 4 such that for anyi, j, k = 1, . . . , 2n, we
have

|ρj | ≤ K1(x)h
3/2,(4.8)

|E(ρj∆̄i∆̄k)| ≤ K2(x)h
3,(4.9)

|E(ρj∆̄i)| ≤ K3(x)h
3,(4.10)

|E(ρj)| =
∣

∣

∣
E
(

∆̃j − ∆̄j

) ∣

∣

∣
≤ K4(x)h

3.(4.11)
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Proof. Expanding the terms on the right-hand side of (3.7)–(3.8) aroundx = (pT , qT )T ,
we get

P̄i − pi = −
d
∑

k=1

∂G1
(k)

∂qi
(x)

√
hζk −

d
∑

k=1

√
hζk

n
∑

j=1

∆̄j

∂2G1
(k)

∂qi∂P̄j
(p+ θi,k(P̄ − p), q)

− h

(

∂G1
(0)

∂qi
(P̄ , q) +

1

2

d
∑

k=1

∂G1
(k,k)

∂qi
(P̄ , q)

)

− h2

2

(

∂G1
(0,0)

∂qi
(P̄ , q)

+
1

2

d
∑

k=1

(

∂G1
(k,k,0)

∂qi
(P̄ , q) +

∂G1
(0,k,k)

∂qi
(P̄ , q)

)

+
1

4

d
∑

k,j=1

∂G1
(k,k,j,j)

∂qi
(P̄ , q)

)

− h3/2

2

d
∑

k=1

ζk

(

∂G1
(0,k)

∂qi
(P̄ , q) +

∂G1
(k,0)

∂qi
(P̄ , q) +

1

2

d
∑

j=1

(

∂G1
(k,j,j)

∂qi
(P̄ , q)

+
∂G1

(j,j,k)

∂qi
(P̄ , q)

)

)

−h

2

d
∑

j,k=1

∂G1
(j,k)

∂qi
(P̄ , q)(ζjζk + ζj,k),

Q̄i − qi =

d
∑

k=1

∂G1
(k)

∂pi
(x)

√
hζk +

d
∑

k=1

√
hζk

n
∑

j=1

∆̄j

∂2G1
(k)

∂P̄i∂P̄j
(p+ θi+n,k(P̄ − p), q))

+ h

(

∂G1
(0)

∂P̄i
(P̄ , q) +

1

2

d
∑

k=1

∂G1
(k,k)

∂P̄i
(P̄ , q)

)

+
h2

2

(

∂G1
(0,0)

∂P̄i
(P̄ , q)

+
1

2

d
∑

k=1

(

∂G1
(k,k,0)

∂P̄i
(P̄ , q) +

∂G1
(0,k,k)

∂P̄i
(P̄ , q)

)

+
1

4

d
∑

k,j=1

∂G1
(k,k,j,j)

∂P̄i
(P̄ , q)

)

+
h3/2

2

d
∑

k=1

ζk

(

∂G1
(0,k)

∂P̄i
(P̄ , q) +

∂G1
(k,0)

∂P̄i
(P̄ , q) +

1

2

d
∑

j=1

(

∂G1
(k,j,j)

∂P̄i
(P̄ , q)

+
∂G1

(j,j,k)

∂P̄i
(P̄ , q)

)

)

+
h

2

d
∑

j,k=1

∂G1
(j,k)

∂P̄i
(P̄ , q)(ζjζk + ζj,k),

where0 < θi,k < 1, i = 1, . . . , 2n, k = 1, . . . , d.
Using (4.2) and the fact that|ζr| ≤

√
3, |ζr,k| ≤ 1, r, k = 1, . . . , d, and the partial

derivatives ofHr, r = 0, . . . , d of order 1 up to order 7 are bounded, we show that there
exists a positive constantK0 such that for anyi = 1, . . . , 2n,

(4.12) ∆̄i = ∆̄i,1(x) +Ri,1(P̄ , q), |Ri,1(P̄ , q)| ≤ K0(1 + ‖x‖)h,

where, fori = 1, . . . , n, we have

(4.13) ∆̄i,1(x) = −
d
∑

k=1

∂G1
(k)

∂qi
(x)

√
hζk, ∆̄i+n,1(x) =

d
∑

k=1

∂G1
(k)

∂pi
(x)

√
hζk.

Increasing the order of the deterministic Taylor expansions aroundx = (pT , qT )T in
equations (3.7)–(3.8) and using additionally (4.12), we show that there existsF2 ∈ F such
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that for anyi = 1, . . . , 2n, we have∆̄i = ∆̄i,2(x)+Ri,2(P̄ , q), with |Ri,2(P̄ , q)|≤F2(x)h
3
2 .

Here, fori = 1, . . . , n, we have

∆̄i,2 = −h1/2
d
∑

k=1

ζk





∂G1
(k)

∂qi
+

n
∑

j=1

∆̄j,1

∂2G(k)

∂qi∂pj



− h

(

∂G1
(0)

∂qi
+

1

2

d
∑

k=1

∂G1
(k,k)

∂qi

)

− h

2

d
∑

j,k=1

∂G1
(j,k)

∂qi
(ζjζk + ζj,k),

∆̄i+n,2 = h1/2
d
∑

k=1

ζk





∂G1
(k)

∂pi
+

n
∑

j=1

∆̄j,1

∂2G(k)

∂pi∂pj



+ h

(

∂G1
(0)

∂pi
+

1

2

d
∑

k=1

∂G1
(k,k)

∂pi

)

+
h

2

d
∑

j,k=1

∂G1
(j,k)

∂pi
(ζjζk + ζj,k).

The arguments arex = (pT , qT )T everywhere.
Replacing the formulas for the coefficientsG1

α according to (2.9) and using (3.6) and
(4.13), after simple but tedious calculations, we have the following result fori = 1, . . . , n,

∆̄i,2 = hfi + h1/2
d
∑

r=1

ζrσir +
h

2

d
∑

r,k=1

Lr(σik)(ζrζk + ζr,k),

∆̄i+n,2 = hgi + h1/2
d
∑

r=1

ζrγir +
h

2

d
∑

r,k=1

Lr(γik)(ζrζk + ζr,k).

Comparing with (4.5)–(4.6) we get the inequality (4.8).
Similarly, by successively increasing the order of the Taylor expansions in (3.7)–(3.8),

we have

∆̄i = ∆̄i,j(x) +Ri,j(P̄ , q), |Ri,j(P̄ , q)| ≤ Fj(x)h
j+1

2 , i = 1, . . . , 2n,

whereFj ∈ F , j = 3, 4, 5. For j = 3, 4, 5 the calculations required to obtain the exact
formulas for∆̄i,j , i = 1, . . . , 2n, are obvious but lengthy, and they were done using MAPLE
software. Sinceζk, ζr,m, are mutually independent, and we haveE(ζlk) = 0 for any odd
powerl, E(ζlr,m) = 0, k, r,m = 1, . . . , d, r 6= m, from the formulas for̄∆i,3, ∆̄i,4 and∆̄i,5,
i = 1, . . . , 2n, we obtain the inequalities (4.9), (4.10), and (4.11), respectively.

THEOREM 4.4. The implicit method corresponding to the one-step approximati-
on (3.7)–(3.8) for the system(1.1) is symplectic and of weak order 2.

Proof. From Lemmas3.2 and4.1, it is clear that the scheme is well-defined and sym-
plectic. To prove the convergence with weak order 2, we verify conditions (2) and (4)
in [17, Theorem 4.1] (or [14, Theorem 9.1]).

Firstly we prove that there existsK5 ∈ F such that

(4.14)

∣

∣

∣

∣

E

( s
∏

j=1

∆̃ij −
s
∏

j=1

∆̄ij

)∣

∣

∣

∣

≤ K5(x)h
3, s = 1, . . . , 5.

For s = 1, from (4.11), there existsK4 ∈ F such that for anyi = 1, . . . , 2n, we have

|E(∆̃i − ∆̄i)| = |E(ρi)| ≤ K4(x)h
3.
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For s = 2, . . . , 5, we can write

(4.15)

∣

∣

∣

∣

E

( s
∏

j=1

∆̃ij −
s
∏

j=1

∆̄ij

)∣

∣

∣

∣

=

∣

∣

∣

∣

E

( s
∏

j=1

(∆̄ij + ρij )−
s
∏

j=1

∆̄ij

)∣

∣

∣

∣

, ij = 1, . . . , 2n.

Hence fors = 2 and anyi1, i2 = 1, . . . , 2n we have

∣

∣

∣

∣

E

( 2
∏

j=1

∆̃ij −
2
∏

j=1

∆̄ij

)∣

∣

∣

∣

≤ |E(∆̄i1ρi2)|+ |E(∆̄i2ρi1)|+ E|ρi1ρi2 |,

so (4.8) and (4.10) imply (4.14).
For s = 3, 4, 5, from (4.15) the difference

∏s
j=1 ∆̃ij −

∏s
j=1 ∆̄ij consists of the terms

including either a productρij ∆̄ik∆̄im , or a productρij · · · ρik with at least two factors, or a
productρij (∆̄ik · · · ∆̄im) with at least four factors. For the first type and from (4.9), there
existsK2 ∈ F such that

(4.16) |E(ρij ∆̄ik∆̄im)| ≤ K2(x)h
3.

For the second type and from (4.8), there existsK4,1 ∈ F such that

(4.17) |E(ρij · · · ρik)| ≤ E|ρij · · · ρik | ≤ K4,1(x)h
3.

For the third type and applying the Cauchy–Schwarz inequality using (4.2) and (4.8), there
existsK4,2 ∈ F such that

(4.18) |E(ρij (∆̄ik · · · ∆̄im)| ≤
√

E(ρ2ij )E(∆̄2
ik
· · · ∆̄2

im
) ≤ K4,2(x)h

3.

The inequalities (4.16)–(4.18) imply that (4.14) is true also fors = 3, 4, 5. Using (4.14) and
(4.7) we can easily show that there existsk ∈ F such that

∣

∣

∣

∣

E

( s
∏

j=1

∆ij −
s
∏

j=1

∆̄ij

)∣

∣

∣

∣

≤ k(x)h3, s = 1, . . . , 5, ij = 1, . . . , 2n,

and condition (2) in [17, Theorem 4.1] is satisfied.
To conclude the proof, we have to show that for a sufficiently large numberm, the mo-

mentsE(‖X̄(k)‖2m) exist and are uniformly bounded with respect toN andk = 0, . . . , N ,
whereh = T/N (see condition (4) in [14, Theorem 9.1]). Since at each time stepk we have
E(ζr) = 0, r = 1, . . . , d, from (4.12) and (4.13), for anyi = 1, . . . , 2n, we have

|E(∆̄i)| = |E(Ri,1(P̄ , q))| ≤ K0(1 + ‖x‖)h.

This inequality and (4.2) ensure the existence and uniform boundedness of the moments
E(‖X̄(k)‖2m); see [14, Lemma 9.1].

Analogously, we can prove a similar result for the midpoint scheme constructed by re-
placingS3

ω by S̄3
ω in (2.6).

5. Numerical tests. To validate the performance of the proposed symplectic schemes,
we present numerical simulations in this section. First, weconsider a non-linear SHS with
additive noise. Then we investigate two systems with multiplicative noise: a linear case for
the Kubo oscillator and a non-linear model for synchrotron oscillations. Since we work with
schemes in the weak sense, we only need to simulate uniformlydistributed random numbers
for the Monte Carlo simulations. In all computations, we use100 000 samples to calculate
the expectations (unless we specify otherwise).
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5.1. A non-linear model with additive noise.We consider the SHS with additive noise
given by the following equations:

dP = (Q−Q3)dt+ ǫdwt,

dQ = Pdt,
(5.1)

whereǫ is a constant. Notice that the Itô and the Stratonovich formulations are the same for
this model with additive noise, and we have the separable Hamiltonian functions

H0(P,Q) =
Q4

4
− Q2

2
+

P 2

2
= U(Q) + V (P ), H1(P,Q) = −ǫQ.

This is also referred to as the Double Well problem, and it is used in [6] to illustrate the
accuracy of some low-rank Runge-Kutta methods to estimate the expectation of the Hamilto-
nianH0. Notice that we have [6]

(5.2) E(H0(P0,p(T ), Q0,q(T ))) = H0(p, q) +
ǫ2

2
T.

Here, we estimateE(H0(T )) using the weak second-order schemes based onS1
ω andS3

ω.
From the general formula (2.9), the coefficientsG1

α of S1
ω are given by:

G1
(0) =

q4

4
− q2

2
+

P 2

2
, G1

(1) = −ǫq, G1
(0,0) = P (q3 − q),

G1
(0,1) = −ǫP, G1

(0,1,1) = ǫ2,

where the arguments are(P, q) everywhere. Similarly, by (2.10), we get the following coef-
ficientsG3

α of S3
ω:

G3
(0)(p, q) =

q4

4
− q2

2
+

p2

2
, G3

(1)(p, q) = −ǫq, G3
(1,0)(p, q) = −G3

(0,1)(p, q) =
ǫp

2
,

G3
(1,1,0)(p, q) = G3

(0,1,1)(p, q) =
ǫ2

4
.

All other Gi
α, i = 1, 3 included in the weak second-order symplectic schemes are zero,

and the weak first- and second-order symplectic schemes based onS1
ω are explicit for the

SHS (5.1).
To compare with the results reported in [6], we consider the same values of the param-

eters, namely the noise termǫ = 0.5, the initial values arep = q =
√
2, and the number of

simulations isM = 50000. In Figure5.1 we plot the values ofE(H0(P0,p(t), Q0,q(t)))
for t ∈ [0, 60] obtained using the weak second-order symplectic schemes based onSi

ω

with i = 1, 3. These approximations are in excellent agreement with the exact values given
in (5.2) and are visually similar with the ones displayed in Figure 2in [6]. To illustrate the
accuracy of the symplectic methods, we have also included the values obtained using the
Runge-Kutta method of weak order 2; see [11, Chapter 15.1]. In [6] the time step ish = 0.1,
but since the Runge-Kutta method of weak order 2 is not convergent forh = 0.1, for all the
simulations presented in Figure5.1, we considerh = 0.05. We notice that, in addition to
requiring a smaller time step for convergence, the non-symplectic method is less accurate for
long-term simulations than the symplectic methods.

We also carry out a Monte Carlo simulation for the weak second-order symplectic scheme
based onS1

ω (given by the one-step approximation (3.7)–(3.8)), and we estimate95% confi-
dence intervals forE(H0(P0,p(T ), Q0,q(T ))) as

(5.3) H̄0p,q(T )± 1.96
sp,q(T )√

M
,
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FIG. 5.1.Expected value ofH0.

whereM is the number of independent realizations in the Monte Carlosimulations,H̄0p,q(T )
is the sample average, andsp,q(T ) is the sample standard deviation; see also [17, For-
mula 7.7]. In addition to the weak scheme error, we also have the Monte Carlo error, but
the margin of error in the confidence intervals (5.3) reflects the Monte Carlo error only.
The results in Table5.1 are in good agreement with the exact value obtained from (5.2),
namelyE(H0(P0,

√
2(40), Q0,

√
2(40))) = 6.

TABLE 5.1
Estimation ofE(H0(P0,

√
2
(40), Q

0,
√

2
(40))) by the weak second-order symplectic scheme based on the

one-step approximation(3.7)–(3.8).

h M H̄0
√
2,
√
2(40) 95% confidence interval

0.1 5 · 105 6.1431 6.122 to 6.164
0.05 5 · 105 6.0256 6.005 to 6.046
0.01 5 · 105 6.0036 5.983 to 6.023
0.01 4 · 106 5.9990 5.991 to 6.006

5.2. Kubo oscillator. In [15] the Kubo oscillator based on the following SDEs in the
sense of Stratonovich is used to demonstrate the advantage of using a stochastic symplectic
scheme for long-time computations:

(5.4)
dP = −aQdt− σQ ◦ dwt, P (0) = p0,

dQ = aPdt+ σP ◦ dwt, Q(0) = q0,

wherea andσ are constants.
Here, we consider four stochastic symplectic schemes in theweak sense, namely the

weak first- and second-order schemes based onS1
ω andS3

ω. The coefficientsG1
α of S1

ω for the
system (5.4) are given by (see the general formula (2.9)):

G1
(0) =

a

2
(P 2 + q2), G1

(1) =
σ

2
(P 2 + q2), G1

(0,0) = a2Pq, G1
(1,1) = σ2Pq,

G1
(1,0) = G1

(0,1) = aσPq, G1
(0,0,0) = a3(P 2 + q2), G1

(1,1,1) = σ3(P 2 + q2),

G1
(1,1,0) = G1

(1,0,1) = G1
(0,1,1) = aσ2(P 2 + q2), G1

(1,1,1,1) = 5σ4Pq,

where the arguments are(P, q) everywhere. The symplectic schemes of various weak orders
are obtained by truncating the generating functionS1

ω appropriately.
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ForS3
ω in the general formula (2.10), we getG3

α = 0 when|α| = 2 andG3
(1,1,1,1) = 0.

Therefore,

G3
(0)(p, q)

G3
(0,0,0)(p, q)

=
a

2
(p2 + q2), G3

(1)(p, q) =
σ

2
(p2 + q2),

=
a3

4
(p2 + q2), G3

(1,1,1)(p, q) =
σ3

4
(p2 + q2),

G3
(1,1,0)(p, q) = G3

(1,0,1)(p, q) = G3
(0,1,1)(p, q) =

aσ2

4
(p2 + q2).

It is well-known [15] that the Hamiltonian functionsH0(P (t), Q(t)) = a(P (t)2 +Q(t)2)/2
andH1(P (t), Q(t)) = σ(P (t)2+Q(t)2)/2 are preserved under the phase flow of the system.
Therefore, the expected value ofP (t)2 +Q(t)2 is also invariant with respect to time and we
have

E(P0,p(T ) = e−
σ2T
2 (cos (aT )p− sin (aT )q),

E(Q0,q(T ) = e−
σ2T
2 (sin (aT )p+ cos (aT )q).

(5.5)
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−6

−5
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2(E

rro
r)

 

 

first order S1
ω weak scheme

second order S1
ω weak scheme

first order reference line
second order reference line

FIG. 5.2.Convergence rate of different orderS1
ω

symplectic weak scheme.
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FIG. 5.3.Convergence rate of different orderS3
ω

symplectic weak scheme.

The convergence rates of various symplectic weak schemes are investigated numerically
by comparing the estimations of the expected values of the solutions to the exact values (5.5).
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The results presented in Figure5.2and Figure5.3confirm the expected convergence rates of
the proposed symplectic schemes. The error is defined as the difference between the estima-
tion of the expected value of the numerical solution and the exact value (5.5) atT = 10. The
values of the parameters area = 2, σ = 0.2, the initial values arep = 1, q = 0, and the time
step ish = 2−5.

A study of the computing time required for the symplectic schemes compared to Tay-
lor non-symplectic schemes of the same weak order is presented in [2]. For this system
preserving the Hamiltonian functions, the symplectic schemes of weak order 2 require less
computing time than the Itô-Taylor scheme of weak order 2 corresponding to the one-step
approximation (4.5)–(4.6).

5.3. Synchrotron oscillations. The mathematical model for the oscillations of the par-
ticles in storage rings [15] is given by:

dP = −β2 sinQdt− σ1 cosQ ◦ dw1
t − σ2 sinQ ◦ dw2

t ,

dQ = Pdt.
(5.6)

Notice thatH0(P,Q) = −β2 cosQ + P 2/2 = U(Q) + V (P ), H1(Q) = σ1 sinQ, and
H2(Q) = −σ2 cosQ. Thus (5.6) is a SHS with separable Hamiltonians and the explicit
symplectic schemes in [17, Section 4.2] can be applied.

From the general formula (2.9), we obtain the following formulas for the coefficientsG1
α

of S1
ω,

G1
(0) =

P 2

2
− β2 cos q, G1

(1) = σ1 sin q, G1
(2) = −σ2 cos q,

G1
(0,0) = β2P sin q, G1

(0,1) = σ1P cos q, G1
(0,2) = σ2P sin q,

G1
(0,1,1) = σ2

1 cos
2 q, G1

(0,2,2) = σ2
2 sin

2 q,

where the arguments are(P, q) everywhere. All otherG1
α included in the weak second-order

symplectic scheme based on the one-step approximation (3.7)–(3.8) are zero, and the weak
first- and second-order symplectic schemes based onS1

ω are explicit for the SHS (5.6).
The mean energy of the system (5.6) is defined asE(e(p, q)), where [17]

e(p, q) = p2/2− β2 cos(q).

If σ1 = σ2, we have [17]

(5.7) E(e(P0,p(T ), Q0,q(T ))) = e(p, q) +
σ2

2
T.

To investigate the accuracy of the proposed symplectic schemes in the weak sense, we
carry out a Monte Carlo simulation and estimate the95% confidence intervals for

E(e(P0,p(T ), Q0,q(T )))

as

ē0,p,q(T )± 1.96
s0,p,q(T )√

M
,

whereM is the number of independent realizations in the Monte Carlosimulations,̄e0,p,q(T )
is the sample average, ands0,p,q(T ) is the sample standard deviation.
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TABLE 5.2
Estimation ofE(e(P0,1(200), Q0,0(200))) by the weak second-order symplectic scheme based on the one-

step approximation(3.7)–(3.8).

h M ē0,1,0(200) 95% confidence interval

0.05 105 -6.609 -6.665 to -6.552
0.025 105 -6.544 -6.601 to -6.488
0.01 105 -6.497 -6.553 to -6.44
0.01 4 · 106 -6.502 -6.511 to -6.493

The experiments presented in Table5.2 demonstrate that the weak second-order sym-
plectic scheme based on the one-step approximation (3.7)–(3.8) has a similar accuracy com-
pared to the explicit symplectic schemes (7.3) and (7.5) proposed by Milstein and Tretyakov;
see [17, Table 1]. The values of the parameters used in the simulations areσ1 = σ2 = 0.3,
β = 4, the initial values arep = 1, q = 0, andT = 200. The sample averages̄e0,1,0(200)
displayed in Table5.2 corresponding to various time stepsh and number of realizationsM
are good estimations of the exact solutionE(e(P0,1(200), Q0,0(200))) = −6.5 obtained
from (5.7). This confirms the excellent performance for a long-term simulation of the weak
second-order symplectic scheme based on the one-step approximation (3.7)–(3.8).

6. Conclusions. In this paper, we present an approach based on the generatingfunc-
tion method to construct symplectic schemes in the weak sense. The derived weak order 1
schemes are the same as the ones proposed by Milstein and Tretyakov in [17]. However, it
should be noted that a different approach is presented in [17], and no detail is provided how
the approach can be extended to construct symplectic schemeof weak ordersm > 1 for gen-
eral SHSs. To our knowledge, this may be the first paper to present the weak second-order
symplectic schemes which can be applied to general SHSs.

For the symplectic weak order 2 schemes, we present a convergence study and we val-
idate their accuracy by numerical simulations for three different stochastic Hamiltonian sys-
tems. It is known that there are effective explicit methods of weak order 2 for general stochas-
tic differential equations [11, Chapters 14, 15], but these methods are not symplectic. Com-
pared to the methods based on Taylor expansion, the proposedsymplectic weak second-order
methods are implicit, but they are comparable in terms of thenumber and the complexity of
the multiple It̂o stochastic integrals or the derivatives of the Hamiltonian functions required.
Moreover, since we can use bounded discrete random variables to simulate the multiple Itô
stochastic integrals for the weak schemes, the derived weakschemes are well defined and
they are also computationally efficient.
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