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#### Abstract

This paper is concerned with bounds for the linear response eigenvalue problem for $H=\left[\begin{array}{cc}0 & K \\ M & 0\end{array}\right]$, where $K$ and $M$ admit a $2 \times 2$ block partitioning. Bounds on how the changes of its eigenvalues are obtained when $K$ and $M$ are perturbed. They are of linear order with respect to the diagonal block perturbations and of quadratic order with respect to the off-diagonal block perturbations in $K$ and $M$. The result is helpful in understanding how the Ritz values move towards eigenvalues in some efficient numerical algorithms for the linear response eigenvalue problem. Numerical experiments are presented to support the analysis.
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1. Introduction. Linear response perturbation analysis of time-dependent density functional theory in computational quantum chemistry and physics is commonly used to analyze the electronic excitation spectrum of a quantum many-fermion system [12, 13, 16, 20]. From the analysis arises the following eigenvalue problem, known as the linear response eigenvalue problem (LREP) (also known as the random phase approximation eigenvalue problem),

$$
H z=\left[\begin{array}{cc}
0 & K  \tag{1.1}\\
M & 0
\end{array}\right]\left[\begin{array}{l}
y \\
x
\end{array}\right]=\lambda\left[\begin{array}{c}
y \\
x
\end{array}\right]=\lambda z,
$$

where $K$ and $M$ are $n \times n$ real symmetric positive definite matrices.
Despite that this is a nonsymmetric eigenvalue problem since $H$ is not symmetric, this eigenvalue problem exhibits many properties that one usually finds in a symmetric eigenvalue problem $[3,11,15]$. In fact, $H$ is a special Hamiltonian matrix whose eigenvalues are real and in pairs $\{\lambda,-\lambda\}$. Denote by $\pm \lambda_{i}$ the eigenvalues of $H$ and order them as

$$
\begin{equation*}
-\lambda_{n} \leq \cdots \leq-\lambda_{1}<\lambda_{1} \leq \cdots \leq \lambda_{n} \tag{1.2}
\end{equation*}
$$

In particular, $\lambda_{1}>0$ since both $K$ and $M$ are positive definite. In practice, the first $k$ smallest positive eigenvalues $\lambda_{1} \leq \cdots \leq \lambda_{k}$ are of interest. Recently, Bai and Li [1, 2] have successfully obtained Ky Fan-type trace min principle and Cauchy-type interlacing inequalities, among others. In this paper, we will continue the effort by extending the quadratic residual bounds, such as the ones in $[7,10]$ for the symmetric eigenvalue problem, to LREP.

In this paper, we are concerned with perturbations of an LREP (1.1) in which $K$ and $M$

[^0]are already block diagonal:
\[

K=$$
\begin{gather*}
n_{1}  \tag{1.3}\\
n_{2}
\end{gathered}\left[\begin{array}{cc}
n_{1} & n_{2} \\
K_{11} & \\
& K_{22}
\end{array}\right], \quad M=\begin{gathered}
n_{1} \\
n_{2}
\end{gather*}
$$\left[$$
\begin{array}{cc}
n_{1} & n_{2} \\
M_{11} & \\
& M_{22}
\end{array}
$$\right],
\]

where $M_{i i}$ and $K_{i i}$, for $i=1,2$, are all symmetric positive definite, and thus

$$
H=\left[\begin{array}{cccc}
0 & 0 & K_{11} & 0  \tag{1.4}\\
0 & 0 & 0 & K_{22} \\
M_{11} & 0 & 0 & 0 \\
0 & M_{22} & 0 & 0
\end{array}\right]
$$

When $K$ and $M$ are perturbed to

$$
\widetilde{K}=K+E=\left[\begin{array}{cc}
K_{11}+E_{11} & E_{12}  \tag{1.5}\\
E_{21} & K_{22}+E_{22}
\end{array}\right], \widetilde{M}=M+F=\left[\begin{array}{cc}
M_{11}+F_{11} & F_{12} \\
F_{21} & M_{22}+F_{22}
\end{array}\right]
$$

by perturbations $E$ and $F$ which are assumed symmetric, we are interested in bounding how much the eigenvalues of $H$ change. Let

$$
H_{1}=\left[\begin{array}{cc}
0 & K_{11}  \tag{1.6}\\
M_{11} & 0
\end{array}\right], \quad H_{2}=\left[\begin{array}{cc}
0 & K_{22} \\
M_{22} & 0
\end{array}\right]
$$

Two kinds of bounds will be established in this paper:

- Bounds on the difference between the eigenvalues of $H$ and those of

$$
\widetilde{H}=\left[\begin{array}{cccc}
0 & 0 & K_{11}+E_{11} & E_{12}  \tag{1.7}\\
0 & 0 & E_{21} & K_{22}+E_{22} \\
M_{11}+F_{11} & F_{12} & 0 & 0 \\
F_{21} & M_{22}+F_{22} & 0 & 0
\end{array}\right]
$$

Assume that $\widetilde{H}$ is also an LREP, i.e, $\widetilde{K}$ and $\widetilde{M}$ are also symmetric positive definite. This assumption holds if $E$ and $F$ are sufficiently tiny in norm.

- Bounds on the difference between the eigenvalues of $H_{1}$ and some $n_{1}$ eigenvalues of $\widetilde{H}$.
There are two immediate applicable situations. The first one arises from using algorithms that try to reduce both $K$ and $M$ to the diagonal form. In running such algorithms, $K$ and $M$ are gradually turned into block diagonal, i.e., for some $i \neq j, E_{i i}=F_{i i}=0(i=1,2)$ and $E_{i j}$ and $F_{i j}$ have tiny magnitude. When $E_{i j}$ and $F_{i j}$ are deemed sufficiently tiny, it is natural to regard them simply as 0 . Our results can be used to show what the effect of doing so is.

The other situation is when one uses some subspace projection type methods for large scale LREP. Recently, there are several rather efficient algorithms for LREP, such as the locally optimal block preconditioned 4-D conjugate gradient method (LOBP4DCG) [2, 14], the generalized Lanczos method [17, 19], and the block Chebyshev-Davidson method [18]. These algorithms are all based on the pair of deflating subspaces which is a generalization of the concept of the invariant subspace in the standard eigenvalue problem. A pair of subspaces $\{\mathcal{U}, \mathcal{V}\}$ are called a pair of deflating subspaces if they satisfy

$$
K \mathcal{U} \subset \mathcal{V} \quad \text { and } \quad M \mathcal{V} \subset \mathcal{U}
$$

Each of these algorithms hopefully generates an approximate deflating subspace pair $\{\widetilde{\mathcal{U}}, \widetilde{\mathcal{V}}\}$. Projecting LREP by the approximate deflating subspace pair $\{\widetilde{\mathcal{U}}, \widetilde{\mathcal{V}}\}$ leads to $\widetilde{H}$ in (1.7) with
$E_{i i}=F_{i i}=0(i=1,2)$ and usually unknown $K_{22}$ and $M_{22}$. In such a case, our main results will help us to understand how well the eigenvalues of $H_{1}$ approximate some of those of $\widetilde{H}$.

The rest of this paper is organized as follows. In Section 2, we first collect some known results for the standard symmetric eigenvalue problem and LREP. These results are essential to the later analysis in this paper. Analogous to the estimate results of perturbed Hermitian eigenvalue problems [7] and Hermitian definite generalized eigenvalue problems [8], we obtain our main results in Section 3. Some numerical examples are presented in Section 4 to support our analysis. Concluding remarks are given in Section 5.

The following is a list of notation used in this paper: $\mathbb{R}^{m \times n}$ is the set of all $m \times n$ real matrices, $\mathbb{R}^{n}=\mathbb{R}^{n \times 1}, \mathbb{R}=\mathbb{R}^{1}$, and $I_{n}$ is the $n \times n$ identity matrix or simply $I$ if its dimension is clear from the context. The superscript "T" represents the transpose. $\|\cdot\|_{2}$ denotes the $\ell_{2}$-norm of a vector or the spectral norm of a matrix. For any Hermitian matrix $X \in \mathbb{R}^{n \times n}$, we will use the integer triplet

$$
\left(i_{-}(X), i_{0}(X), i_{+}(X)\right)
$$

to represent its inertia, where $i_{-}(X), i_{0}(X)$, and $i_{+}(X)$ are the number of negative, zero, and positive eigenvalues of $X$, respectively. For matrices or scalars $X_{i}$, both $\operatorname{diag}\left(X_{1}, \ldots, X_{k}\right)$ and $X_{1} \oplus \cdots \oplus X_{k}$ denote the same block diagonal matrix.
2. Preliminaries. In the rest of this paper, unless otherwise explicitly stated, we always assume that $K$ and $M$ are symmetric positive definite. The LREP (1.1) can be turned into the following generalized eigenvalue problem by permuting the first and second block rows to get

$$
\left[\begin{array}{cc}
M & 0  \tag{2.1}\\
0 & K
\end{array}\right]\left[\begin{array}{l}
y \\
x
\end{array}\right]=\lambda\left[\begin{array}{cc}
0 & I_{n} \\
I_{n} & 0
\end{array}\right]\left[\begin{array}{l}
y \\
x
\end{array}\right] .
$$

We collect several properties of LREP in Theorems 2.1-2.2; see [1] for more detail.
THEOREM 2.1. There exist nonsingular $X, Y \in \mathbb{R}^{n \times n}$, such that

$$
\begin{equation*}
K=Y \Lambda^{2} Y^{\mathrm{T}}, \quad M=X X^{\mathrm{T}}, \quad X^{\mathrm{T}} Y=I_{n} \tag{2.2}
\end{equation*}
$$

where $\Lambda=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$ and $0<\lambda_{1} \leq \cdots \leq \lambda_{n}$. As a consequence,

$$
\begin{equation*}
K X=Y \Lambda^{2}, \quad M Y=X \tag{2.3}
\end{equation*}
$$

or equivalently

$$
H\left[\begin{array}{ll}
Y &  \tag{2.4}\\
& X
\end{array}\right]=\left[\begin{array}{ll}
Y & \\
& X
\end{array}\right]\left[\begin{array}{ll} 
& \Lambda^{2} \\
I_{n} &
\end{array}\right]
$$

THEOREM 2.2. There exist nonsingular $\Phi, \Psi \in \mathbb{R}^{n \times n}$, such that

$$
\begin{equation*}
\Psi^{\mathrm{T}} K \Psi=\Lambda, \quad \Phi^{\mathrm{T}} M \Phi=\Lambda, \quad \Psi=\Phi^{-\mathrm{T}} \tag{2.5}
\end{equation*}
$$

where $\Lambda$ is the same as in Theorem 2.1. Moreover,

$$
\begin{equation*}
\|\Psi\|_{2}^{2} \leq \frac{\|M\|_{2}}{\lambda_{1}} \quad \text { and } \quad\|\Phi\|_{2}^{2} \leq \frac{\|K\|_{2}}{\lambda_{1}} \tag{2.6}
\end{equation*}
$$

Proof. From Theorem 2.1, taking $\Psi=X \Lambda^{-1 / 2}$ and $\Phi=Y \Lambda^{1 / 2}$, we have (2.5). We also have (2.6) from

$$
\begin{aligned}
\|K\|_{2} & =\left\|\Phi^{\mathrm{T}} \Lambda \Phi\right\|_{2} \geq \lambda_{1}\|\Phi\|_{2}^{2} \\
\|M\|_{2} & =\left\|\Psi^{\mathrm{T}} \Lambda \Psi\right\|_{2} \geq \lambda_{1}\|\Psi\|_{2}^{2}
\end{aligned}
$$

Later in this paper, we also need the following known results from the standard symmetric eigenvalue problem.

Lemma 2.3. Let $A$ and $\tilde{A}$ be two $n \times n$ symmetric matrices. Denote their eigenvalues in the ascending order by $\lambda_{i}$ and $\tilde{\lambda}_{i}$, for $1 \leq i \leq n$, respectively. Then
(a) (See [15]) $\left|\tilde{\lambda}_{i}-\lambda_{i}\right| \leq\|\tilde{A}-A\|_{2}$, for $1 \leq i \leq n$.
(b) (See [7]) Suppose that

$$
A={ }_{n_{2}}^{n_{1}}\left[\begin{array}{cc}
n_{1} & n_{2}  \tag{2.7}\\
A_{11} & \\
& A_{22}
\end{array}\right], \quad \widetilde{A}=\left[\begin{array}{cc}
A_{11} & E^{\mathrm{T}} \\
E & A_{22}
\end{array}\right] .
$$

Then for $1 \leq i \leq n$,

$$
\left|\tilde{\lambda}_{i}-\lambda_{i}\right| \leq \frac{2\|E\|_{2}^{2}}{\eta_{i}+\sqrt{\eta_{i}^{2}+4\|E\|_{2}^{2}}} \leq \frac{2\|E\|_{2}^{2}}{\eta+\sqrt{\eta^{2}+4\|E\|_{2}^{2}}}
$$

where

$$
\begin{aligned}
& \eta_{i}=\left\{\begin{array}{l}
\min _{\mu_{2} \in \lambda\left(A_{22}\right)}\left|\lambda_{i}-\mu_{2}\right|, \quad \text { if } \lambda_{i} \in \lambda\left(A_{11}\right), \\
\min _{\mu_{1} \in \lambda\left(A_{11}\right)}\left|\lambda_{i}-\mu_{1}\right|, \quad \text { if } \lambda_{i} \in \lambda\left(A_{22}\right),
\end{array}\right. \\
& \eta=\min _{1 \leq i \leq n} \eta_{i}=\min _{\mu_{1} \in \lambda\left(A_{11}\right), \mu_{2} \in \lambda\left(A_{22}\right)}\left|\mu_{1}-\mu_{2}\right| .
\end{aligned}
$$

(c) (See [5]) Denote by $\theta_{i}$, for $1 \leq i \leq n_{1}$, the eigenvalues of $A_{11}$ in (2.7) in the ascending order. Then there exist $n_{1}$ eigenvalues $\widetilde{\lambda}_{t_{1}} \leq \cdots \leq \widetilde{\lambda}_{t_{n_{1}}}$ of $\widetilde{A}$, such that

$$
\left|\theta_{i}-\widetilde{\lambda}_{t_{i}}\right| \leq\|E\|_{2}, \quad \text { for } 1 \leq i \leq n_{1}
$$

We also need the following definition of positive (semi-)definite matrix pencil.
Definition 2.4. (See [9]) $A-\lambda B$ is a symmetric matrix pencil of order $n$ if both $A, B \in \mathbb{R}^{n \times n}$ are symmetric. $A-\lambda B$ is a positive (semi-)definite matrix pencil of order $n$ if it is a symmetric matrix pencil of order $n$ and if there exists $\lambda_{0} \in \mathbb{R}$ such that $A-\lambda_{0} B$ is positive (semi-)definite.

It can be proved that any positive semidefinite matrix pencil $A-\lambda B$ with nonsingular $B$ has only real eigenvalues and $i_{-}(B)$ of them are no larger than $\lambda_{0}$ and the rest $i_{+}(B)$ of them are no less than $\lambda_{0}[4,6,9]$. We implicitly use this fact in the following lemmas in ordering the eigenvalues of involved positive (semi-)definite matrix pencils.

Lemma 2.5 ([6, Theorem 2.1]). Let $A$ and $J=\operatorname{diag}( \pm 1) \in \mathbb{R}^{n \times n}$ be a positive semidefinite pencil partitioned as

$$
A={ }_{\ell}^{k}\left[\begin{array}{cc}
k & \ell \\
A_{1} & E^{\mathrm{T}} \\
E & A_{2}
\end{array}\right], \quad J={ }_{\ell}^{k}\left[\begin{array}{cc}
k & \ell \\
J_{1} & \\
& J_{2}
\end{array}\right],
$$

and let

$$
\begin{array}{lll}
n_{+}=i_{+}(J), & n_{-}=i_{-}(J), & n_{+}+n_{-}=n \\
k_{+}=i_{+}\left(J_{1}\right), & k_{-}=i_{-}\left(J_{1}\right), & k_{+}+k_{-}=k \\
\ell_{+}=i_{+}\left(J_{2}\right), & \ell_{-}=i_{-}\left(J_{2}\right), & \ell_{+}+\ell_{-}=\ell
\end{array}
$$

Denote by

$$
\begin{gathered}
\lambda_{n_{-}}^{-} \leq \cdots \leq \lambda_{1}^{-} \leq \lambda_{1}^{+} \cdots \leq \lambda_{n_{+}}^{+} \\
\alpha_{k_{-}}^{-} \leq \cdots \leq \alpha_{1}^{-} \leq \alpha_{1}^{+} \cdots \leq \alpha_{k_{+}}^{+} \\
\beta_{\ell_{-}}^{-} \leq \cdots \leq \beta_{1}^{-} \leq \beta_{1}^{+} \cdots \leq \beta_{\ell_{+}}^{+}
\end{gathered}
$$

the eigenvalues of the pencils $A-\lambda J, A_{1}-\lambda J_{1}$ and $A_{2}-\lambda J_{2}$, respectively. Then

$$
\begin{array}{cl}
\lambda_{i}^{+} \leq \alpha_{i}^{+} \leq \lambda_{i+n-k}^{+}, & i=1,2, \ldots, k_{+} \\
\lambda_{j+n-k}^{-} \leq \alpha_{j}^{-} \leq \lambda_{j}^{-}, & j=1,2, \ldots, k_{-}
\end{array}
$$

and

$$
\begin{array}{cl}
\lambda_{i}^{+} \leq \beta_{i}^{+} \leq \lambda_{i+n-\ell}^{+}, & i=1,2, \ldots, \ell_{+} \\
\lambda_{j+n-\ell}^{-} \leq \beta_{j}^{-} \leq \lambda_{j}^{-}, & j=1,2, \ldots, \ell_{-}
\end{array}
$$

where $\lambda_{t}^{+}=+\infty$ if $t>n_{+}$and $\lambda_{t}^{-}=-\infty$ if $t>n_{-}$.
Lemma 2.6. Suppose $A-\lambda B$ is a positive definite matrix pencil of order $n$ with nonsingular $B$ and let $\lambda_{0} \in \mathbb{R}$ such that $A-\lambda_{0} B$ is positive definite. Denote the eigenvalues of $A-\lambda B$ by

$$
\begin{equation*}
\lambda_{n_{-}}^{-} \leq \cdots \leq \lambda_{1}^{-}<\lambda_{1}^{+} \leq \cdots \leq \lambda_{n_{+}}^{+} \tag{2.8}
\end{equation*}
$$

where $n_{+}=i_{+}(B)$ and $n_{-}=i_{-}(B)$. Then $\lambda_{1}^{-}<\lambda_{0}<\lambda_{1}^{+}$, and there exists a nonsingular $W \in \mathbb{R}^{n \times n}$, such that

$$
W^{\mathrm{T}} A W=\left[\begin{array}{cc}
-\Lambda_{-} &  \tag{2.9}\\
& \Lambda_{+}
\end{array}\right], \quad W^{\mathrm{T}} B W=\left[\begin{array}{ll}
-I_{n_{-}} & \\
& I_{n_{+}}
\end{array}\right]
$$

where $\Lambda_{ \pm}=\operatorname{diag}\left(\lambda_{1}^{ \pm}, \ldots, \lambda_{n_{ \pm}}^{ \pm}\right)$.
Proof. The key is to prove the eigen-decomposition (2.9). This is a corollary of more general results [4, 6, 9]. In fact, the current case is much simpler; the matrices $A$ and $A-\lambda_{0} B$ are simultaneously congruent to diagonal matrices since $A-\lambda_{0} B$ is positive definite, and then the eigen-decomposition can be constructed. We omit the detail here.

Lemma 2.7. Let

$$
A=\left[\begin{array}{cc}
A_{1} & E^{\mathrm{T}}  \tag{2.10}\\
E & A_{2}
\end{array}\right], \quad B=\left[\begin{array}{ll}
I_{n_{+}} & \\
& -I_{n_{-}}
\end{array}\right]
$$

where $A_{1} \in \mathbb{R}^{n_{+} \times n_{+}}, A_{2} \in \mathbb{R}^{n_{-} \times n_{-}}$and $A \in \mathbb{R}^{n \times n}$ are symmetric positive definite, and $n_{+}+n_{-}=n$. Denote the eigenvalues of $A-\lambda B$ by

$$
\lambda_{n_{-}}^{-} \leq \cdots \leq \lambda_{1}^{-}<\lambda_{1}^{+} \leq \cdots \leq \lambda_{n_{+}}^{+}
$$

where ${ }^{1} \lambda_{1}^{+}>0$ and $\lambda_{1}^{-}<0$, and the eigenvalues of $A_{1}$ and $A_{2}$ by

$$
\alpha_{1} \leq \cdots \leq \alpha_{n_{+}}, \quad \beta_{1} \leq \cdots \leq \beta_{n_{-}}
$$

[^1]respectively. Then, for $1 \leq i \leq n_{+}$and $1 \leq j \leq n_{-}$,
\[

$$
\begin{equation*}
-\beta_{j} \leq \lambda_{j}^{-}<0<\lambda_{i}^{+} \leq \alpha_{i} \tag{2.11}
\end{equation*}
$$

\]

and

$$
\begin{align*}
\left|\alpha_{i}-\lambda_{i}^{+}\right| & \leq \frac{\|E\|_{2}^{2}}{\beta_{1}+\lambda_{i}^{+}} \leq \frac{\|E\|_{2}^{2}}{\lambda_{i}^{+}-\lambda_{1}^{-}},  \tag{2.12a}\\
\left|\left(-\beta_{j}\right)-\lambda_{j}^{-}\right| & \leq \frac{\|E\|_{2}^{2}}{\alpha_{1}-\lambda_{j}^{-}} \leq \frac{\|E\|_{2}^{2}}{\lambda_{1}^{+}-\lambda_{j}^{-}} . \tag{2.12b}
\end{align*}
$$

In particular, if $\lambda_{i}^{+}-\lambda_{1}^{-} \geq 2\|E\|_{2}$ and $\lambda_{1}^{+}-\lambda_{j}^{-} \geq 2\|E\|_{2}$, then $^{2}$

$$
\begin{align*}
\left|\alpha_{i}-\lambda_{i}^{+}\right| & \leq \frac{2\|E\|_{2}^{2}}{\left(\beta_{1}+\alpha_{i}\right)+\sqrt{\left(\beta_{1}+\alpha_{i}\right)^{2}-4\|E\|_{2}^{2}}}  \tag{2.13a}\\
& \leq \frac{2\|E\|_{2}^{2}}{\left(\lambda_{i}^{+}-\lambda_{1}^{-}\right)+\sqrt{\left(\lambda_{i}^{+}-\lambda_{1}^{-}\right)^{2}-4\|E\|_{2}^{2}}}  \tag{2.13b}\\
\left|\left(-\beta_{j}\right)-\lambda_{j}^{-}\right| & \leq \frac{2\|E\|_{2}^{2}}{\left(\alpha_{1}+\beta_{j}\right)+\sqrt{\left(\alpha_{1}+\beta_{j}\right)^{2}-4\|E\|_{2}^{2}}}  \tag{2.13c}\\
& \leq \frac{2\|E\|_{2}^{2}}{\left(\lambda_{1}^{+}-\lambda_{j}^{-}\right)+\sqrt{\left(\lambda_{1}^{+}-\lambda_{j}^{-}\right)^{2}-4\|E\|_{2}^{2}}} \tag{2.13d}
\end{align*}
$$

Proof. We may suppose that $A_{1}=\operatorname{diag}\left(\alpha_{1}, \ldots, \alpha_{n_{+}}\right)$and $A_{2}=\operatorname{diag}\left(\beta_{1}, \ldots, \beta_{n_{-}}\right)$. Otherwise, replace $A$ by

$$
\left(U_{+} \oplus U_{-}\right)^{\mathrm{T}} A\left(U_{+} \oplus U_{-}\right)
$$

where $U_{+}^{\mathrm{T}} A_{1} U_{+}$and $U_{-}^{\mathrm{T}} A_{2} U_{-}$are in diagonal form with their diagonal entries arranged in ascending order and $U_{ \pm}^{\mathrm{T}} U_{ \pm}=I_{n_{ \pm}}$. Doing so will keep the eigenvalues of $A-\lambda B$ unchanged since $B=\left(U_{+} \oplus U_{-}\right)^{\mathrm{T}} B\left(U_{+} \oplus U_{-}\right)$.

The inequalities in (2.11) are consequences of Lemma 2.5.
Let $k$ be the multiplicity of $\lambda_{i}^{+}$and assume that

$$
\lambda_{i-k_{1}}^{+}<\lambda_{i-k_{1}+1}^{+}=\cdots=\lambda_{i}^{+}=\cdots=\lambda_{i+k_{2}}^{+}<\lambda_{i+k_{2}+1}^{+}
$$

where $k_{1}+k_{2}=k$. Let $X=\left[\begin{array}{cc}I_{n_{+}} & 0 \\ -\left(A_{2}+\lambda_{i}^{+} I_{n_{-}}\right)^{-1} E & I_{n_{-}}\end{array}\right]$. It can be verified that

$$
X^{\mathrm{T}}\left(A-\lambda_{i}^{+} B\right) X=X^{\mathrm{T}}\left[\begin{array}{cc}
A_{1}-\lambda_{i}^{+} I_{n_{+}} & E^{\mathrm{T}} \\
E & A_{2}+\lambda_{i}^{+} I_{n_{-}}
\end{array}\right] X=\left[\begin{array}{cc}
M\left(\lambda_{i}^{+}\right) & 0 \\
0 & A_{2}+\lambda_{i}^{+} I_{n_{-}}
\end{array}\right]
$$

where $M\left(\lambda_{i}^{+}\right)=A_{1}-\lambda_{i}^{+} I_{n_{+}}-E^{\mathrm{T}}\left(A_{2}+\lambda_{i}^{+} I_{n_{-}}\right)^{-1} E$. Since $X^{\mathrm{T}}\left(A-\lambda_{i}^{+} B\right) X$ and $A-\lambda_{i}^{+} B$ have the same inertia, by using Lemma 2.6 we conclude

$$
\begin{aligned}
i_{+}\left(X^{\mathrm{T}}\left(A-\lambda_{i}^{+} B\right) X\right) & =2 n-i-k_{2} \\
i_{-}\left(X^{\mathrm{T}}\left(A-\lambda_{i}^{+} B\right) X\right) & =i-k_{1} \\
i_{0}\left(X^{\mathrm{T}}\left(A-\lambda_{i}^{+} B\right) X\right) & =k
\end{aligned}
$$

[^2]Notice that the eigenvalues of $A_{2}+\lambda_{i}^{+} I_{n_{-}}$are all positive. Thus, the inertia of $M\left(\lambda_{i}^{+}\right)$is given by

$$
\begin{equation*}
i_{0}\left(M\left(\lambda_{i}^{+}\right)\right)=k, \quad i_{-}\left(M\left(\lambda_{i}^{+}\right)\right)=i-k_{1}, \quad i_{+}\left(M\left(\lambda_{i}^{+}\right)\right)=n_{+}-i-k_{2} \tag{2.14}
\end{equation*}
$$

Denote by $\omega_{1} \leq \omega_{2} \leq \cdots \leq \omega_{n_{+}}$the eigenvalues of $M\left(\lambda_{i}^{+}\right)$. By (2.14), it is clear that

$$
\begin{equation*}
\omega_{i-k_{1}+1}=\cdots=\omega_{i}=\cdots=\omega_{i+k_{2}}=0 \tag{2.15}
\end{equation*}
$$

Notice that the eigenvalues of $A_{1}-\lambda_{i}^{+} I_{n_{+}}$are

$$
\alpha_{1}-\lambda_{i}^{+} \leq \alpha_{2}-\lambda_{i}^{+} \leq \cdots \leq \alpha_{i}-\lambda_{i}^{+} \leq \alpha_{i+1}-\lambda_{i}^{+} \leq \cdots \leq \alpha_{n_{+}}-\lambda_{i}^{+} .
$$

Therefore, we have by (2.15) and Lemma 2.3 (a),

$$
\begin{aligned}
\left|\omega_{i}-\left(\alpha_{i}-\lambda_{i}^{+}\right)\right|=\left|\alpha_{i}-\lambda_{i}^{+}\right| & \leq\left\|E\left(A_{2}+\lambda_{i}^{+} I_{n_{-}}\right)^{-1} E^{\mathrm{T}}\right\|_{2} \\
& \leq\|E\|_{2}^{2}\left\|\left(A_{2}+\lambda_{i}^{+} I_{n_{-}}\right)^{-1}\right\|_{2} \\
& \leq \frac{\|E\|_{2}^{2}}{\beta_{1}+\lambda_{i}^{+}}
\end{aligned}
$$

This together with (2.11) yields

$$
\left|\alpha_{i}-\lambda_{i}^{+}\right| \leq \frac{\|E\|_{2}^{2}}{\lambda_{i}^{+}-\lambda_{1}^{-}}
$$

which gives (2.12a), and

$$
\left|\alpha_{i}-\lambda_{i}^{+}\right| \leq \frac{\|E\|_{2}^{2}}{\beta_{1}+\alpha_{i}-\left|\alpha_{i}-\lambda_{i}^{+}\right|}
$$

Consequently, if $\lambda_{i}^{+}-\lambda_{1}^{-} \geq 2\|E\|_{2}$, which implies $\beta_{1}+\alpha_{i} \geq 2\|E\|_{2}$, then

$$
\begin{aligned}
\left|\alpha_{i}-\lambda_{i}^{+}\right| & \leq \frac{2\|E\|_{2}^{2}}{\left(\beta_{1}+\alpha_{i}\right)+\sqrt{\left(\beta_{1}+\alpha_{i}\right)^{2}-4\|E\|_{2}^{2}}} \\
& \leq \frac{2\|E\|_{2}^{2}}{\left(\lambda_{i}^{+}-\lambda_{1}^{-}\right)+\sqrt{\left(\lambda_{i}^{+}-\lambda_{1}^{-}\right)^{2}-4\|E\|_{2}^{2}}}
\end{aligned}
$$

which are (2.13a) and (2.13b). Similarly, we can prove (2.12b), (2.13c), and (2.13d).
3. Main Results. Consider LREP (1.1) with (1.3). Denote by $\pm \widetilde{\lambda}_{i}$ the eigenvalues of $\widetilde{H}$ and order them, similarly to (1.2), as

$$
\begin{equation*}
-\widetilde{\lambda}_{n} \leq \cdots \leq-\widetilde{\lambda}_{1}<\widetilde{\lambda}_{1} \leq \cdots \leq \widetilde{\lambda}_{n} \tag{3.1}
\end{equation*}
$$

First we bound the difference between the eigenvalues of $H$ and $\widetilde{H}$.
From Theorem 2.2, we know that for $K_{i i}$ and $M_{i i}$ in (1.3), there exist $\Psi_{i}$ and $\Phi_{i}$, such that

$$
\begin{array}{lll}
\Psi_{1}^{\mathrm{T}} K_{11} \Psi_{1}=\Lambda_{1}, & \Phi_{1}^{\mathrm{T}} M_{11} \Phi_{1}=\Lambda_{1}, & \Psi_{1}=\Phi_{1}^{-\mathrm{T}} \\
\Psi_{2}^{\mathrm{T}} K_{22} \Psi_{2}=\Lambda_{2}, & \Phi_{2}^{\mathrm{T}} M_{22} \Phi_{2}=\Lambda_{2}, & \Psi_{2}=\Phi_{2}^{-\mathrm{T}}
\end{array}
$$

where $\Lambda_{1}$ and $\Lambda_{2}$ are diagonal matrices with the diagonal entries consisting of the positive eigenvalues of $H$. Also $\lambda\left(\Lambda_{1}\right) \cup \lambda\left(\Lambda_{2}\right)=\lambda(\Lambda)$, where $\Lambda$ is defined in (2.2).

Define, for $1 \leq i \leq n$,

$$
\begin{align*}
& \eta_{i}= \begin{cases}\min _{\mu_{2} \in \lambda\left(\Lambda_{2}\right)}\left|\lambda_{i}-\mu_{2}\right|, \quad \text { if } \lambda_{i} \in \lambda\left(\Lambda_{1}\right), \\
\min _{\mu_{1} \in \lambda\left(\Lambda_{1}\right)}\left|\lambda_{i}-\mu_{1}\right|, & \text { if } \lambda_{i} \in \lambda\left(\Lambda_{2}\right),\end{cases}  \tag{3.2}\\
& \eta=\min _{1 \leq i \leq n} \eta_{i}=\min _{\mu_{i} \in \lambda\left(\Lambda_{1}\right), \mu_{j} \in \lambda\left(\Lambda_{2}\right)}\left|\mu_{i}-\mu_{j}\right| . \tag{3.3}
\end{align*}
$$

The quantity $\eta$ is the spectral gap between $\lambda\left(H_{1}\right)$ and $\lambda\left(H_{2}\right)$, where $H_{1}$ and $H_{2}$ are as given in (1.6). Set

$$
P=\left[\begin{array}{cccc}
\Psi_{1} & 0 & 0 & 0 \\
0 & \Psi_{2} & 0 & 0 \\
0 & 0 & \Phi_{1} & 0 \\
0 & 0 & 0 & \Phi_{2}
\end{array}\right], \quad Q=\left[\begin{array}{cccc}
\Phi_{1} & 0 & 0 & 0 \\
0 & \Phi_{2} & 0 & 0 \\
0 & 0 & \Psi_{1} & 0 \\
0 & 0 & 0 & \Psi_{2}
\end{array}\right] .
$$

We have $P^{\mathrm{T}} Q=I_{2 n}$ and

$$
\begin{align*}
P^{\mathrm{T}} H Q & =\left[\begin{array}{cccc}
0 & 0 & \Lambda_{1} & 0 \\
0 & 0 & 0 & \Lambda_{2} \\
\Lambda_{1} & 0 & 0 & 0 \\
0 & \Lambda_{2} & 0 & 0
\end{array}\right],  \tag{3.4}\\
P^{\mathrm{T}} \widetilde{H} Q & =\left[\begin{array}{cccc}
0 & 0 & \Lambda_{1}+\widetilde{E}_{11} & \widetilde{E}_{12} \\
0 & 0 & \widetilde{E}_{21} & \Lambda_{2}+\widetilde{E}_{22} \\
\Lambda_{1}+\widetilde{F}_{11} & \widetilde{F}_{12} & 0 & 0 \\
\widetilde{F}_{21} & \Lambda_{2}+\widetilde{F}_{22} & 0 & 0
\end{array}\right] \\
& =P^{\mathrm{T}} H Q+\left[\begin{array}{cc}
0 & \widetilde{E} \\
\widetilde{F} & 0
\end{array}\right], \tag{3.5}
\end{align*}
$$

where

$$
\begin{align*}
& \widetilde{E} \equiv\left[\begin{array}{ll}
\widetilde{E}_{11} & \widetilde{E}_{12} \\
\widetilde{E}_{21} & \widetilde{E}_{22}
\end{array}\right]=\left[\begin{array}{cc}
\Psi_{1}^{\mathrm{T}} & 0 \\
0 & \Psi_{2}^{\mathrm{T}}
\end{array}\right]\left[\begin{array}{ll}
E_{11} & E_{12} \\
E_{21} & E_{22}
\end{array}\right]\left[\begin{array}{cc}
\Psi_{1} & 0 \\
0 & \Psi_{2}
\end{array}\right],  \tag{3.6a}\\
& \widetilde{F} \equiv\left[\begin{array}{ll}
\widetilde{F}_{11} & \widetilde{F}_{12} \\
\widetilde{F}_{21} & \widetilde{F}_{22}
\end{array}\right]=\left[\begin{array}{cc}
\Phi_{1}^{\mathrm{T}} & 0 \\
0 & \Phi_{2}^{\mathrm{T}}
\end{array}\right]\left[\begin{array}{ll}
F_{11} & F_{12} \\
F_{21} & F_{22}
\end{array}\right]\left[\begin{array}{cc}
\Phi_{1} & 0 \\
0 & \Phi_{2}
\end{array}\right] . \tag{3.6b}
\end{align*}
$$

Using (2.6), we can bound $\widetilde{E}_{i j}$ and $\widetilde{F}_{i j}(i, j=1,2)$ as follows

$$
\begin{align*}
\left\|\widetilde{E}_{i j}\right\|_{2} & =\left\|\Psi_{i}^{\mathrm{T}} E_{i j} \Psi_{j}\right\|_{2} \leq \frac{\|M\|_{2}\left\|E_{i j}\right\|_{2}}{\lambda_{1}}  \tag{3.7a}\\
\left\|\widetilde{F}_{i j}\right\|_{2} & =\left\|\Phi_{i}^{\mathrm{T}} F_{i j} \Phi_{j}\right\|_{2} \leq \frac{\|K\|_{2}\left\|F_{i j}\right\|_{2}}{\lambda_{1}} \tag{3.7b}
\end{align*}
$$

and similarly,

$$
\begin{equation*}
\|\widetilde{E}\|_{2} \leq \frac{\|M\|_{2}\|E\|_{2}}{\lambda_{1}}, \quad\|\widetilde{F}\|_{2} \leq \frac{\|K\|_{2}\|F\|_{2}}{\lambda_{1}} \tag{3.8}
\end{equation*}
$$

In the following theorem, we use the notation introduced so far in this section.
THEOREM 3.1. Suppose that $H$ in (1.4) is perturbed to $\widetilde{H}$ in (1.7), where $K, M$, and the corresponding perturbed matrices are all symmetric positive definite. Then, for all $1 \leq i \leq n$,

$$
\begin{equation*}
\left|\widetilde{\lambda}_{i}-\lambda_{i}\right| \leq \epsilon_{1}+\epsilon_{2}+\epsilon_{3} \tag{3.9}
\end{equation*}
$$

where

$$
\begin{gathered}
\epsilon_{1}=\frac{\|\widetilde{E}-\widetilde{F}\|_{2}^{2}}{4\left(\widetilde{\lambda}_{1}+\widetilde{\lambda}_{i}\right)}, \quad \epsilon_{2}=\max _{j=1,2} \frac{1}{2}\left\|\widetilde{E}_{j j}+\widetilde{F}_{j j}\right\|_{2} \\
\epsilon_{3}=\frac{\left\|\widetilde{E}_{21}+\widetilde{F}_{21}\right\|_{2}^{2}}{2 \eta_{i}+2 \sqrt{\eta_{i}^{2}+\left\|\widetilde{E}_{21}+\widetilde{F}_{21}\right\|_{2}^{2}}} \leq \frac{\left\|\widetilde{E}_{21}+\widetilde{F}_{21}\right\|_{2}^{2}}{2 \eta+2 \sqrt{\eta^{2}+\left\|\widetilde{E}_{21}+\widetilde{F}_{21}\right\|_{2}^{2}}} .
\end{gathered}
$$

$\underset{\sim}{P r o o f .}$ Using (2.1), (3.4) and (3.5), we can transform LREP for $H$ in (1.4) and LREP for $\widetilde{H}$ in (1.7) equivalently to the generalized eigenvalue problems for $A-\lambda B$ and $\widetilde{A}-\lambda B$, respectively, where

$$
\begin{aligned}
& A=\left[\begin{array}{cccc}
\Lambda_{1} & 0 & 0 & 0 \\
0 & \Lambda_{2} & 0 & 0 \\
0 & 0 & \Lambda_{1} & 0 \\
0 & 0 & 0 & \Lambda_{2}
\end{array}\right], \quad B=\left[\begin{array}{cccc}
0 & 0 & I_{n_{1}} & 0 \\
0 & 0 & 0 & I_{n_{2}} \\
I_{n_{1}} & 0 & 0 & 0 \\
0 & I_{n_{2}} & 0 & 0
\end{array}\right], \\
& \widetilde{A}=\left[\begin{array}{cccc}
\Lambda_{1}+\widetilde{E}_{11} & \widetilde{E}_{12} \widetilde{E}_{22} & 0 & 0 \\
\widetilde{E}_{21} & \Lambda_{2}+\widetilde{E}_{22} & 0 & 0 \\
0 & 0 & \Lambda_{1}+\widetilde{F}_{11} & \widetilde{F}_{12} \\
0 & 0 & \widetilde{F}_{21} & \Lambda_{2}+\widetilde{F}_{22}
\end{array}\right] .
\end{aligned}
$$

Both

$$
\left[\begin{array}{cc}
\Lambda_{1}+\widetilde{E}_{11} & \widetilde{E}_{12}  \tag{3.10}\\
\widetilde{E}_{21} & \Lambda_{2}+\widetilde{E}_{22}
\end{array}\right] \quad \text { and } \quad\left[\begin{array}{cc}
\Lambda_{1}+\widetilde{F}_{11} & \widetilde{F}_{12} \\
\widetilde{F}_{21} & \Lambda_{2}+\widetilde{F}_{22}
\end{array}\right]
$$

are positive definite because $\widetilde{K}$ and $\widetilde{M}$ in (1.5) are assumed positive definite. Let $Z=$ $\frac{1}{\sqrt{2}}\left[\begin{array}{cc}I_{n} & I_{n} \\ I_{n} & -I_{n}\end{array}\right]$. We have

$$
\widehat{A}=Z^{\mathrm{T}} \widetilde{A} Z
$$

$$
=\left[\begin{array}{cccc}
\Lambda_{1}+\frac{1}{2} \widetilde{E}_{11}+\frac{1}{2} \widetilde{F}_{11} & \frac{1}{2} \widetilde{E}_{12}+\frac{1}{2} \widetilde{F}_{12} & \frac{1}{2} \widetilde{E}_{11}-\frac{1}{2} \widetilde{F}_{11} & \frac{1}{2} \widetilde{E}_{12}-\frac{1}{2} \widetilde{F}_{12} \\
\frac{1}{2} \widetilde{E}_{21}+\frac{1}{2} \widetilde{F}_{21} & \Lambda_{2}+\frac{1}{2} \widetilde{E}_{22}+\frac{1}{2} \widetilde{F}_{22} & \frac{1}{2} \widetilde{E}_{21}-\frac{1}{2} \widetilde{F}_{21} & \frac{1}{2} \widetilde{E}_{22}-\frac{1}{2} \widetilde{F}_{22} \\
\frac{1}{2} \widetilde{E}_{11}-\frac{1}{2} \widetilde{F}_{11} & \frac{1}{2} \widetilde{E}_{12}-\frac{1}{2} \widetilde{F}_{12} & \Lambda_{1}+\frac{1}{2} \widetilde{E}_{11}+\frac{1}{2} \widetilde{F}_{11} & \frac{1}{2} \widetilde{E}_{12}+\frac{1}{2} \widetilde{F}_{12} \\
\frac{1}{2} \widetilde{E}_{21}-\frac{1}{2} \widetilde{F}_{21} & \frac{1}{2} \widetilde{E}_{22}-\frac{1}{2} \widetilde{F}_{22} & \frac{1}{2} \widetilde{E}_{21}+\frac{1}{2} \widetilde{F}_{21} & \Lambda_{2}+\frac{1}{2} \widetilde{E}_{22}+\frac{1}{2} \widetilde{F}_{22}
\end{array}\right]
$$

$$
\widehat{B}=Z^{\mathrm{T}} B Z=\left[\begin{array}{cccc}
I_{n_{1}} & 0 & 0 & 0 \\
0 & I_{n_{2}} & 0 & 0 \\
0 & 0 & -I_{n_{1}} & 0 \\
0 & 0 & 0 & -I_{n_{2}}
\end{array}\right]
$$

The matrix $\widetilde{A}$ is positive definite; so are $\widehat{A}$ and its leading $n \times n$ principal submatrix

$$
\left[\begin{array}{cc}
\Lambda_{1}+\frac{1}{2} \widetilde{E}_{11}+\frac{1}{2} \widetilde{F}_{11} & \frac{1}{2} \widetilde{E}_{12}+\frac{1}{2} \widetilde{F}_{12} \\
\frac{1}{2} \widetilde{E}_{21}+\frac{1}{2} \widetilde{F}_{21} & \Lambda_{2}+\frac{1}{2} \widetilde{E}_{22}+\frac{1}{2} \widetilde{F}_{22}
\end{array}\right]
$$

Next, we consider the following four eigenvalue problems:

1. $\operatorname{EIG}(\mathrm{a}): \widehat{A}-\lambda \widehat{B}$ (which has the same eigenvalues as $\widetilde{A}-\lambda B$ );
2. $\operatorname{EIG}(\mathrm{b}):\left[\begin{array}{cc}\Lambda_{1}+\frac{1}{2} \widetilde{E}_{11}+\frac{1}{2} \widetilde{F}_{11} & \frac{1}{2} \widetilde{E}_{12}+\frac{1}{2} \widetilde{F}_{12} \\ \frac{1}{2} \widetilde{E}_{21}+\frac{1}{2} \widetilde{F}_{21} & \Lambda_{2}+\frac{1}{2} \widetilde{E}_{22}+\frac{1}{2} \widetilde{F}_{22}\end{array}\right]-\lambda I_{n}$;
3. $\operatorname{EIG}(\mathrm{c}):\left[\begin{array}{cc}\Lambda_{1} & \frac{1}{2} \widetilde{E}_{12}+\frac{1}{2} \widetilde{F}_{12} \\ \frac{1}{2} \widetilde{E}_{21}+\frac{1}{2} \widetilde{F}_{21} & \Lambda_{2}\end{array}\right]-\lambda I_{n} ;$
4. $\operatorname{EIG}(\mathrm{d}):\left[\begin{array}{ll}\Lambda_{1} & \\ & \Lambda_{2}\end{array}\right]-\lambda I_{n}$.

For $\mathrm{x}=\mathrm{b}, \mathrm{c}$, and d, denote the eigenvalues of $\operatorname{EIG}(\mathrm{x})$ by $\lambda_{i}^{(\mathrm{x})}$ in the ascending order, i.e.,

$$
\lambda_{1}^{(\mathrm{x})} \leq \lambda_{2}^{(\mathrm{x})} \leq \cdots \leq \lambda_{n}^{(\mathrm{x})}
$$

For EIG(a), the eigenvalues are given by (3.1). Now, we can bound the eigenvalue differences between any two adjacent eigenvalue problems in the above list as follows:

EIG(a) and EIG(b): By Lemma 2.7,

$$
\left|\widetilde{\lambda}_{i}-\lambda_{i}^{(\mathrm{b})}\right| \leq \epsilon_{1}=\frac{\|\widetilde{E}-\widetilde{F}\|_{2}^{2}}{4\left(\widetilde{\lambda}_{1}+\widetilde{\lambda}_{i}\right)}
$$

EIG(b) and EIG(c): By Lemma 2.3 (a),

$$
\begin{aligned}
\left|\lambda_{i}^{(\mathrm{b})}-\lambda_{i}^{(\mathrm{c})}\right| & \leq \epsilon_{2}=\left\|\left[\begin{array}{cc}
\frac{1}{2} \widetilde{E}_{11}+\frac{1}{2} \widetilde{F}_{11} & 0 \\
0 & \frac{1}{2} \widetilde{E}_{22}+\frac{1}{2} \widetilde{F}_{22}
\end{array}\right]\right\|_{2} \\
& =\frac{1}{2} \max \left\{\left\|\widetilde{E}_{11}+\widetilde{F}_{11}\right\|_{2},\left\|\widetilde{E}_{22}+\widetilde{F}_{22}\right\|_{2}\right\} .
\end{aligned}
$$

EIG(c) and EIG(d): By Lemma 2.3 (b),

$$
\left|\lambda_{i}^{(\mathrm{c})}-\lambda_{i}^{(\mathrm{d})}\right| \leq \epsilon_{3}=\frac{2\left\|\frac{1}{2} \widetilde{E}_{21}+\frac{1}{2} \widetilde{F}_{21}\right\|_{2}^{2}}{\eta_{i}+\sqrt{\eta_{i}^{2}+4\left\|\frac{1}{2} \widetilde{E}_{21}+\frac{1}{2} \widetilde{F}_{21}\right\|_{2}^{2}}},
$$

where $\eta_{i}$ and $\eta$ are given in (3.2) and (3.3), respectively.
Combining the above three inequalities, we have

$$
\begin{aligned}
\left|\widetilde{\lambda}_{i}-\lambda_{i}\right| & =\left|\widetilde{\lambda}_{i}-\lambda_{i}^{(\mathrm{d})}\right| \\
& \leq\left|\widetilde{\lambda}_{i}-\lambda_{i}^{(\mathrm{b})}\right|+\left|\lambda_{i}^{(\mathrm{b})}-\lambda_{i}^{(\mathrm{c})}\right|+\left|\lambda_{i}^{(\mathrm{c})}-\lambda_{i}^{(\mathrm{d})}\right| \\
& \leq \epsilon_{1}+\epsilon_{2}+\epsilon_{3} . \quad \square
\end{aligned}
$$

Next, we bound the difference between the eigenvalues of $H_{1}$ and some $n_{1}$ eigenvalues of $\widetilde{H}$.

THEOREM 3.2. Assume that the conditions of Theorem 3.1. Denote the eigenvalues of $H_{1}$ by

$$
-\mu_{n_{1}} \leq \cdots \leq-\mu_{1}<\mu_{1} \leq \cdots \leq \mu_{n_{1}}
$$

There are $n_{1}$ positive eigenvalues $\widetilde{\lambda}_{t_{1}} \leq \cdots \leq \widetilde{\lambda}_{t_{n_{1}}}$ of $\widetilde{H}$, such that for $1 \leq i \leq n_{1}$,

$$
\begin{equation*}
\left|\mu_{i}-\widetilde{\lambda}_{t_{i}}\right| \leq \tilde{\epsilon}_{1}+\tilde{\epsilon}_{2}+\tilde{\epsilon}_{3} \tag{3.11}
\end{equation*}
$$

where

$$
\tilde{\epsilon}_{1}=\frac{\|\widetilde{E}-\widetilde{F}\|_{2}^{2}}{4\left(\widetilde{\lambda}_{1}+\widetilde{\lambda}_{t_{i}}\right)}, \quad \tilde{\epsilon}_{2}=\frac{1}{2}\left\|\widetilde{E}_{11}+\widetilde{F}_{11}\right\|_{2}, \quad \tilde{\epsilon}_{3}=\frac{1}{2}\left\|\widetilde{E}_{21}+\widetilde{F}_{21}\right\|_{2}
$$

Proof. We follow the notation used in the proof of Theorem 3.1. We first consider estimating the difference between the eigenvalues of $H_{1}$ and some $n_{1}$ eigenvalues of EIG(b). This can be done in two steps. First, we bound the difference between the eigenvalues of $\Lambda_{1}+\frac{1}{2} \widetilde{E}_{11}+\frac{1}{2} \widetilde{F}_{11}$ and some $n_{1}$ eigenvalues of $\operatorname{EIG}(\mathrm{b})$, and then bound the difference between the eigenvalues of $\Lambda_{1}+\frac{1}{2} \widetilde{E}_{11}+\frac{1}{2} \widetilde{F}_{11}$ and those of $H_{1}$.

By Lemma $2.3(a)$ and $(c)$, there are $n_{1}$ eigenvalues $\lambda_{t_{1}}^{(\mathrm{b})} \leq \cdots \leq \lambda_{t_{n_{1}}}^{(\mathrm{b})}$ of $\operatorname{EIG}(\mathrm{b})$, such that

$$
\begin{equation*}
\left|\mu_{i}-\lambda_{t_{i}}^{(\mathrm{b})}\right| \leq \frac{1}{2}\left(\left\|\widetilde{E}_{11}+\widetilde{F}_{11}\right\|_{2}+\left\|\widetilde{E}_{21}+\widetilde{F}_{21}\right\|_{2}\right) \tag{3.12}
\end{equation*}
$$

For $1 \leq i \leq n_{1}$, we have by Lemma 2.7,

$$
\begin{equation*}
\left|\widetilde{\lambda}_{t_{i}}-\lambda_{t_{i}}^{(\mathrm{b})}\right| \leq \frac{\|\widetilde{E}-\widetilde{F}\|_{2}^{2}}{4\left(\widetilde{\lambda}_{1}+\widetilde{\lambda}_{t_{i}}\right)} \tag{3.13}
\end{equation*}
$$

Therefore, it follows from (3.12) and (3.13) that

$$
\begin{aligned}
\left|\mu_{i}-\widetilde{\lambda}_{t_{i}}\right| & \leq\left|\mu_{i}-\lambda_{t_{i}}^{(\mathrm{b})}\right|+\left|\lambda_{t_{i}}^{(\mathrm{b})}-\widetilde{\lambda}_{t_{i}}\right| \\
& \leq \frac{1}{2}\left(\left\|\widetilde{E}_{11}+\widetilde{F}_{11}\right\|_{2}+\left\|\widetilde{E}_{21}+\widetilde{F}_{21}\right\|_{2}\right)+\frac{\|\widetilde{E}-\widetilde{F}\|_{2}^{2}}{4\left(\widetilde{\lambda}_{1}+\widetilde{\lambda}_{t_{i}}\right)}
\end{aligned}
$$

which is (3.11).
REMARK 3.3. Listed below are some comparisons between Theorems 3.1 and 3.2.
(a) The bound in Theorem 3.1 is quadratic with respect to the off-diagonal blocks of $\widetilde{E}$ and $\widetilde{F}$, but is only linear with respect to the diagonal blocks of $\widetilde{E}$ and $\widetilde{F}$, whereas in Theorem 3.2, the bound is linear with respect to both diagonal and off-diagonal blocks of $\widetilde{E}$ and $\widetilde{F}$. Thus, the bound in Theorem 3.1 is much tighter in the case of no perturbations in the diagonal blocks, i.e., $E_{i i}=F_{i i}=0$ for $i=1,2$. Theorem 3.1 achieves this supremacy over Theorem 3.2 in the case when $E_{i i}=F_{i i}=0$ for $i=1,2$ through the availability of the gaps as defined in (3.2), which Theorem 3.2 does not require, i.e., Theorem 3.2 uses less information.
(b) Theorem 3.1 provides bounds for the changes of all of eigenvalues of $H$, while Theorem 3.2 provides only for those of $H_{1}$.
4. Numerical examples. We test our results in Theorems 3.1 and 3.2 on the following parameterized LREP,

$$
\widetilde{H}(\alpha) z=\left[\begin{array}{cc}
0 & K+\alpha E  \tag{4.1}\\
M+\alpha F & 0
\end{array}\right]\left[\begin{array}{l}
y \\
x
\end{array}\right]=\lambda\left[\begin{array}{l}
y \\
x
\end{array}\right]=\lambda z
$$

where the parameter $\alpha$ varies from 0 to 1 while $K+\alpha E$ and $M+\alpha F$ remain positive definite. Two types of perturbations $E$ and $F$ are considered: Perturbations in all blocks

$$
E=\left[\begin{array}{ll}
E_{11} & E_{12}  \tag{4.2}\\
E_{21} & E_{22}
\end{array}\right], \quad F=\left[\begin{array}{ll}
F_{11} & F_{12} \\
F_{21} & F_{22}
\end{array}\right]
$$



FIG. 4.1. $\left|\widetilde{\lambda}_{1}(\alpha)-\lambda_{1}\right|$ and its bounds in Theorems 3.1 and 3.2. The left plot is for the perturbations in (4.4) and all three lines have the same slope. The right plot is for the perturbations in (4.5) and the line corresponding to Theorem 3.2 has flatter slope than the other two lines. This is due to the fact that under (4.5), $\widetilde{\lambda}_{1}(\alpha)-\lambda_{1}$ varies quadratically in $\alpha$ and such dependency is correctly reflected by the bound in Theorem 3.1 but incorrectly by the bound in Theorem 3.2.
and perturbations in off-diagonal blocks only

$$
E=\left[\begin{array}{ll} 
& E_{12}  \tag{4.3}\\
E_{21} &
\end{array}\right], \quad F=\left[\begin{array}{ll} 
& F_{12} \\
F_{21} &
\end{array}\right] .
$$

Denote the eigenvalues of $\widetilde{H}(\alpha)$ by

$$
-\widetilde{\lambda}_{n}(\alpha) \leq \cdots \leq-\widetilde{\lambda}_{1}(\alpha)<\widetilde{\lambda}_{1}(\alpha) \leq \cdots \leq \widetilde{\lambda}_{n}(\alpha)
$$

In particular, $\widetilde{\lambda}_{i}(\alpha)=\lambda_{i}$ for $\alpha=0$.
Example 4.1. For simplicity, we first take $K=M=\operatorname{diag}(1,2)$. In such case, $\Phi_{i}$ and $\Psi_{i}(i=1,2)$ in (3.6) are $I_{1}=1$. Therefore, in (3.6), we have

$$
\widetilde{E}_{i j}=E_{i j}, \quad \widetilde{F}_{i j}=F_{i j} \quad \text { for } i, j=1,2
$$

Furthermore, the eigenvalues of $H$ are $\pm \lambda_{1}= \pm 1, \pm \lambda_{2}= \pm 2$, and the gap $\eta=1$. We consider two perturbation pairs $(E, F)$ :
(4.4) Perturbing all blocks, $\quad E=\left[\begin{array}{cc}1 & 1 \\ 1 & 1 / 2\end{array}\right], \quad F=\left[\begin{array}{cc}1 / 4 & -1 / 2 \\ -1 / 2 & 1\end{array}\right]$,
and
(4.5) perturbing only off-diagonal blocks, $\quad E=\left[\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right], \quad F=\left[\begin{array}{cc}0 & -1 / 2 \\ -1 / 2 & 0\end{array}\right]$.

Since $n=2$, we can directly compute $\left|\widetilde{\lambda}_{1}(\alpha)-\lambda_{1}\right|$ to get, under (4.5),

$$
\begin{equation*}
\left|\widetilde{\lambda}_{1}(\alpha)-\lambda_{1}\right|=\left|\sqrt{1-\frac{\alpha^{2}}{2}}-1\right|=\frac{1}{2} \alpha^{2}+O\left(\alpha^{3}\right) \tag{4.6}
\end{equation*}
$$

and under (4.4),

$$
\begin{equation*}
\left|\widetilde{\lambda}_{1}(\alpha)-\lambda_{1}\right|=\left|\sqrt{1+\frac{5 \alpha-\alpha^{2}}{4}}-1\right|=\frac{5}{8} \alpha+O\left(\alpha^{2}\right) \tag{4.7}
\end{equation*}
$$

Figure 4.1 shows log-log plots for $\left|\widetilde{\lambda}_{1}(\alpha)-\lambda_{1}\right|$ and the bounds in Theorems 3.1 and 3.2 under perturbations in (4.4) (left) and perturbations in (4.5) (right), respectively. The vertical axes in both plots are purposefully made to have the same range, in an attempt to highlight the linear and quadratic behaviors of eigenvalue changes with respect to different perturbation patterns in (4.4) and (4.5). It is noted that the bound in Theorem 3.1 is sharp in this example. In fact, the exact value $\left|\widetilde{\lambda}_{1}(\alpha)-\lambda_{1}\right|$ and its bounds all approach 0 linearly in $\alpha$ in the left-hand side plot, correctly reflecting the true behavior. In the right-hand side part, the exact value $\left|\widetilde{\lambda}_{1}(\alpha)-\lambda_{1}\right|$ and its bound of Theorem 3.1 approaches 0 quadratically in $\alpha$ while the bound in Theorem 3.2 still approaches 0 linearly, as commented on in Remark 3.3(a).

EXAMPLE 4.2. In this example, we construct a linear response eigenvalue problem using the eigenvalues $-\lambda_{n} \leq \cdots \leq-\lambda_{1}<\lambda_{1} \leq \cdots \leq \lambda_{n}$ from the LREP for the sodium dimer $\mathrm{Na}_{2}$ [2] with $n=1862$. Let

$$
\Lambda_{1}=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{4}\right), \quad \Lambda_{2}=\operatorname{diag}\left(\lambda_{5}, \ldots, \lambda_{n}\right)
$$

and $Q_{1}, Q_{2}$ be random orthogonal matrices obtained by

$$
q r(\operatorname{randn}(4)) \text { and qr (randn }(n-4)),
$$

in MATLAB, respectively. Finally, we define an LREP with

$$
K=\left[\begin{array}{ll}
K_{11} & \\
& K_{22}
\end{array}\right], \quad M=\left[\begin{array}{ll}
M_{11} & \\
& M_{22}
\end{array}\right]
$$

where $K_{11}=M_{11}=Q_{1}^{\mathrm{T}} \Lambda_{1} Q_{1}$ and $K_{22}=M_{22}=Q_{2}^{\mathrm{T}} \Lambda_{2} Q_{2}$. The symmetric perturbation matrices

$$
E={ }_{n-4}^{4}\left[\begin{array}{cc}
4 & n-4 \\
E_{11} & E_{12} \\
E_{21} & E_{22}
\end{array}\right], \quad F={ }_{n-4}^{4}\left[\begin{array}{cc}
4 & n-4 \\
F_{11} & F_{12} \\
F_{21} & F_{22}
\end{array}\right]
$$

are also generated by the MATLAB function randn. $\left|\widetilde{\lambda}_{i}(\alpha)-\lambda_{i}\right|$ for $i=1,2,3,4$ and their associated upper bounds under the two different types of perturbations in (4.2) and (4.3) are shown in Figure 4.2. Again it can be seen that off-diagonal-block-only perturbations change $\lambda_{i}$, for $i=1,2,3,4$, much less than all-block perturbations do and the bounds in Theorem 3.1 reflect that well. In addition, in this example, $\widetilde{E}_{22}+\widetilde{F}_{22}$ has much larger norm than $\widetilde{E}_{11}+\widetilde{F}_{11}$ since the norms of $E_{22}$ and $F_{22}$ are larger than those of $E_{11}$ and $F_{11}$. Consequently, the bounds in Theorem 3.2 under perturbations in (4.5) appear sharper than those in Theorem 3.1.
5. Conclusion. In this paper, we have obtained perturbation bounds for the partitioned LREP for $H$ as in (1.4) perturbed to $\widetilde{H}$ as in (1.7), as well as bounds for the differences between the eigenvalues of $H_{1}$ as in (1.6) and some of those of $\widetilde{H}$. The main results are summarized in Theorems 3.1 and 3.2. The bound in Theorem 3.1 depends linearly on the norms of diagonal perturbation blocks $E_{i i}, F_{i i}$ but quadratically on those of off-diagonal perturbation blocks $E_{i j}$ and $F_{i j}(i \neq j)$. These bounds are shown to be very sharp in the presented numerical examples.

While the analysis in this paper is for real symmetric $K$ and $M$, it also holds for the case of Hermitian $K$ and $M$, simply by replacing all $\mathbb{R}$ by $\mathbb{C}$ (the set of complex numbers) and each matrix/vector transpose by complex conjugate and transpose.


FIG. 4.2. $\left|\widetilde{\lambda}_{i}(\alpha)-\lambda_{i}\right|$ for $i=1,2,3,4$ and their bounds in Theorems 3.1 and 3.2 under all-block perturbations (left plots) and off-diagonal perturbations (right plots), respectively. In particular, in the left plots, the bounds in Theorem 3.2 under all-block perturbations are sharper than those in Theorem 3.1 due to $\left\|\widetilde{E}_{22}+\widetilde{F}_{22}\right\|_{2} \geq$ $\left\|\widetilde{E}_{11}+\widetilde{F}_{11}\right\|_{2}$.
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[^1]:    ${ }^{1} A-\lambda B$ is a positive definite pencil with $\lambda_{0}=0$ in Definition 2.4. Thus we know it has $n_{-}$negative and $n_{+}$ positive eigenvalues.

[^2]:    ${ }^{2}$ By (2.11), $\lambda_{i}^{+}-\lambda_{1}^{-} \geq 2\|E\|_{2}$ and $\lambda_{1}^{+}-\lambda_{j}^{-} \geq 2\|E\|_{2}$ imply that $\beta_{1}+\alpha_{i} \geq 2\|E\|_{2}$ and $\alpha_{1}+\beta_{j} \geq 2\|E\|_{2}$, respectively.

