Electronic Transactions on Numerical Analysis.
Volume 45, pp. 283-304, 2016.

Copyright (© 2016, Kent State University.

ISSN 1068-9613.

ETNA
Kent State University
http://etna.math.kent.edu

A MATRIX-FREE LEGENDRE SPECTRAL METHOD FOR INITIAL-BOUNDARY
VALUE PROBLEMS*
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Abstract. We present a Legendre spectral method for initial-boundary value problems with variable coefficients
and of arbitrary dimensionality, where the computational work in each time step scales linearly with the number of
unknowns. Boundary conditions are enforced weakly, allowing for stable solutions of many classes of problems.
Working in coefficient space, derivatives can be evaluated recursively in linear time. We show how also the action of
variable coefficients can be implemented without transforming back to coordinate space using a recursive, linearly
scaling matrix-free algorithm, under the assumption that the coefficients vary on a much longer scale than the solution.
‘We also prove that spectral accuracy is preserved for smooth solutions. Numerical results for the wave equation in
two and three dimensions corroborate the theoretical predictions.
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1. Introduction. For smooth solutions, spectral and pseudospectral spatial discretisations
of partial differential equations (PDEs) converge faster than any polynomial in the number
of basis functions [23, 33]. This is to be contrasted to the algebraic convergence rate of
standard finite difference and finite element methods (FEM). The price for this formally
infinite order of accuracy is the globality of the discretisation. The basis functions extend
over the entire domain, and the resulting differentiation matrices are in general dense. Done
naively, the cost of computing derivatives by matrix-vector multiplication therefore scales
quadratically with the number of unknowns, and the assembly of the dense matrices is even
more expensive. The higher computational complexity of spectral methods is a considerable
disadvantage as compared to the linearly scaling finite difference methods and FEM, which
correspond to differentiation matrices of finite bandwidth. In this paper, we present a means
of circumventing this disadvantage. For Fourier and Chebyshev methods, the fast Fourier
transform (FFT) provides a loophole; see [29, Ch. 12]. In coefficient space, the expansions
can be differentiated in linear time. Multiplication by variable coefficients scales linearly in
physical space, and the FFT is an essentially linearly scaling means for going between the two
spaces. There are, unfortunately, no fast transforms for most spectral bases. This is problematic
in particular for problems with non-trivial boundary conditions, where Fourier and Chebyshev
methods are inappropriate. In the present work, we propose a spectral discretisation for initial-
boundary value problems in a Legendre basis, using weak enforcement of boundary conditions.
To specify its main features, our matrix-free methodology employs no transformations, allows
for variable coefficients, and avoids limitations on what kinds of boundary conditions are
permitted. Still, evaluating the action of both derivative and variable coefficient matrices onto
vectors scales essentially linearly.

There are two main approaches to enforce boundary conditions: Strongly, where the
solution is set to satisfy the boundary conditions exactly, and weakly, where penalty terms force
the solution to satisfy the boundary conditions approximately. Strong enforcement of boundary
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conditions may seem more natural, and for problems with certain simple boundary conditions
and constant coefficients problem-specific bases which satisfy the boundary conditions can
be constructed [32]. More general boundary conditions can be implemented strongly using
boundary bordering [3, Ch. 6]. This however breaks the structure of the matrix, and stability
of the scheme can be an issue. Weak enforcement of boundary conditions using penalties was
introduced for spectral methods in [14, 15]. Penalty methods are flexible, and can be applied to
a good variety of boundary conditions for PDEs of different type. By construction, the resulting
spatial discretisations satisfy similar energy estimates as the continuous problems, which in
combination with suitable time stepping guarantees stability. Penalty methods are also essential
building blocks for discontinuous Galerkin (DG) methods [10, 20, 26], and the dominant way
of imposing boundary conditions for finite difference methods on summation-by-parts (SBP)
form [7, 24, 30]. Weak boundary conditions are typically implemented analogously for DG,
SBP and spectral methods. In the present work, we employ a spectral penalty approach.

For spectral penalty methods, one typically uses a Lagrange basis on Gaufl—Lobatto
quadrature nodes [6, 13, 18, 19]. The motivation is that if the corresponding quadrature rule is
used to evaluate the integrals defining it, the mass matrix becomes diagonal. This simplifies
the implementation and improves the efficiency of the method, not least by facilitating explicit
time stepping. Differentiation matrices are however still dense, and the method therefore
scales quadratically with the number of unknowns. A way to speed up the computations is
sum-factorisation [25, 28], which takes advantage of the tensor product structure of the grid.
This reduces the computational work from O(K?29) to O(K+1), where K is the number of
degrees of freedom per dimension. Another technique, developed in the context of spectral
approximations to the Schrddinger equation, is the fast algorithm due to [4, 12], which allows
to compute the action of the Hamiltonian on a vector in linear time only, i.e., O(K?). In the
present work, we modify and adapt the latter technique for initial-boundary value problems.

A brief sketch of our main ideas goes along the following lines: As far as we know, one
cannot use weak boundary conditions and at the same time take advantage of diagonal mass
matrices and the fast Fourier transform. The present approach combines the flexibility of weak
enforcement of boundary conditions with the convenience of a standard Legendre basis and
still yields linear costs in every time step. We advocate working in the Legendre coefficient
space instead of in a nodal basis, and, in higher dimensions, tensor products of univariate
Legendre polynomials are employed. This choice allows to compute derivatives in linear
time using well-known recurrence relations of the Legendre polynomials. In Legendre space,
however, variable coefficients lead to dense matrices, which have to be multiplied to the vector
of Legendre coefficients in every time step. Still, as we show, the matrix-vector products
can also be evaluated efficiently in essentially linear time, provided that the coefficients are
much smoother than the solution. This is a typical situation: For wave propagation problems,
or in the presence of boundary layers, the solution can exhibit rapid oscillations despite the
coefficients of the PDE being smooth. These are problems where spectral and high order
methods are advantageous. In the present work, the action of coefficient matrices on a vector
is computed through an approach based on orthogonality and recurrence relations of the
Legendre polynomials, using polynomial approximation of the variable coefficient functions.
The idea of using the properties of orthogonal polynomials to solve differential equations with
polynomial coefficients was first introduced in [8]. It was elaborated on in more detail in [9],
and more recently in [27, 35]. These works primarily consider boundary value problems. By
approximating variable coefficients by polynomials they get banded discretisation matrices,
and thereby linearly scaling methods. They enforce boundary conditions, or more general
linear constraints, using boundary bordering.
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The technique we consider in this paper is similar, but more explicitly designed for
time-dependent problems. It was first mentioned in [12], and analysed in more detail in
[4], in a basis of Hermite functions. We modify this technique and, in particular, adapt it to
a Legendre basis and problems with boundaries. On the whole, we compute all occurring
matrix-vector products in linear time without actually assembling any matrices or performing
explicit matrix-vector multiplications. This constitutes a considerable gain in efficiency. On
the disadvantage side, we still have a quadratic cost for transformations between physical and
coefficient space. We need such transforms, e.g., to prepare the initial data and to visualise the
solution. These operations are, however, rare compared to the evaluation of the differential
operator, which needs to be done in every time step.

Related work has also been done in the context of p- and Ap-FEM [1, 31]. In [2], a basis
of integrated Jacobi polynomials was used to construct an hp-FEM with linear complexity
for elliptic problems with (piecewise) constant coefficients. In [22], they used recurrence
relations to evaluate derivatives in linear time, and sum-factorisation to speed up the treatment
of variable material properties.

The remainder of this paper is organised as follows. In Section 2, we present our Legendre—
Galerkin spectral method. For illustration purposes, we use the example of a wave equation
with spatially variable coefficients on the unit hypercube. In Section 3, we explain how to
compute the different kinds of matrix-vector products in linear time, without assembling any
matrices. As it turns out, these efficient procedures are related to Gaul—Legendre quadrature.
In Section 4, we briefly derive energy estimates both for the exact solution and for the spectral
method by means of standard techniques, proving stability of the scheme. Using new ideas, an
a priori error estimate for the spectral discretisation is given in Section 5. In particular, we
analyse the error caused by polynomial interpolation of the coefficient functions, truncation
of the basis, and by Gaussian quadrature. Numerical experiments for the wave equation in
curvilinear coordinates are presented in Section 6.

2. The Legendre—Galerkin spectral method. We introduce our method using the edu-
cational example of the scalar wave equation with variable coefficients on a d-dimensional
hypercube. More general geometries can be handled using curvilinear coordinate transforma-
tions. The methodology is general and can be adapted to other well-posed initial-boundary
value problems as well. The problem we consider reads

2.1 Uy =V -aVu+ f, reN, t>0,
(2.2) u(z,0) = uy(x), x €,

(2.3) ug(z,0) = us(x), z €,

2.4) bus +n-aVu = g(z,t), r eI, t>0,

with a = a” positive definite, det(a(z)) > ag > 0, and b(z) > by > O forallz € Q =
[~1,1]%. n denotes the outward unit normal. We also assume that the norm and elements
of a are bounded for all z, i.e., [|a(2)| < max ' (2)] < amax, and that b(z) < byax.
Throughout, we denote the standard L? inner product and norm by (-, -) and || - |, respectively.
Similarly, (-, )aq and || - || oo denote the L? inner product and norm on the boundary.

2.1. Galerkin approximation. We use a Galerkin approach over L?-normalised Legen-
dre polynomials. In one dimension, they are defined recursively as

2k—1)(2k+1 k—1 /2k+1
Spk-(l’): ( k)( )x@k—l(ﬂf)—T m@k—Q(l')’ k> 2,

1
po(r) = ﬁ’ pi(z) = §f

(2.5)
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on [—1,1]. This normalisation gives an identity mass matrix, which simplifies both the
presentation and implementation. The classical Legendre polynomials, Py (x), are normalised
with respect to their boundary values, and relate to our basis functions as

er(r) =/ (2k+1) /2P ().

In higher dimensions, we expand the solution in the basis functions @i, k € K C N4,
constructed as tensor products of the univariate Legendre polynomials. We denote the Galerkin
approximation by

d
vz, t) = Y u®e(@),  er(@) = [] ora(@a);

ke a=1

where the multi-indices k belong to the index set
K(d,K)={keN?:0<ky <K},

which is of size |[K| = (K + 1)?. For the sake of brevity, we shall often omit the arguments
d and K. We denote the polynomial approximation space by Vi = span(yx)kex. If we
multiply (2.1), with v in the place of u, by a basis function ¢; € Vi and integrate, we get

(2.6) D k(5 0) = Y o (= (Ve aVir) + (5, m- aVir)aa) + (95, f)
ke ke

for all j € K. Since the basis is orthonormal, the mass matrix (5, ¢k )j kek is the identity
matrix. Eq. (2.6) defines a system of ordinary differential equations (ODEs) for v = (v )kex,
but it does not respect the boundary conditions and it is not stable. We address this by replacing
n - Vv using the boundary condition (2.4), as is commonly done in Galerkin methods. The
resulting system of ODEs reads

(¢,9) = =(Vo,aVv) — (¢, b0)aq + (¢, f) + (4, 9)aa V¢ € Vk,

or, equivalently,

2.7 v=-Sv—-Bv+f+g,
with
d d
0 0
S., — Sgaﬂ) — < _’a(aﬁ)i > ,
2.8) e a,ﬁzzl e a%;1 O0zq 1 dzg o hkek.

Bjx = (¢, bok)aa, fi = (¢, f), gi = (¥j, 9)o0,

We will prove stability for this system in Section 4.
The replacement of the boundary term above can also be seen as adding penalty terms to
the scheme in order to enforce the boundary conditions weakly. We did indeed add

(©5,9)a0 — (p5, - aVv)aq + (@5, b0)aq

to the right-hand side of (2.6). These terms vanish when the boundary conditions are satisfied
and penalise deviation from the boundary conditions. In general, for linear problems, if the
added penalty terms (i) vanish when v(z, t) satisfies the boundary conditions, and (ii) make
the semidiscretisation stable, we can expect the scheme to converge.
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When the system of ODEs (2.7) is solved using an explicit Runge—Kutta or multistep
method, we need to compute the matrix-vector products Sv and Bv in each time step. Since
S and B are full matrices, the cost of computing these matrix-vector products is quadratic
in |K|. Assembling S and B is even more expensive. The novelty of our method is a means
to compute spectrally accurate approximations of these products in linear time only, without
assembling the matrices explicitly. In Sections 2.3 and 2.4, we approximate and rewrite the
products Sv and Bv appropriately. The linearly scaling procedures to compute the resulting
expressions efficiently are presented in Section 3. Section 2.5 states the spatially discretised
system which we actually propagate in time.

2.2. Remark on other boundary conditions. In the presentation and analysis of the
present method we use the fairly general class of boundary conditions (2.4). Another important
class of boundary conditions is Dirichlet boundary conditions. We here briefly mention how
they can be enforced in our approach. We then consider the wave equation (2.1)—(2.3) with

u=g(x,t), red, t>0.

We again seek an approximate solution v(-,t) € Vi, and enforce the boundary conditions
weakly. Weak enforcement of Dirichlet boundary conditions for the scalar wave equation is
discussed in, e.g., [16, 24]. The approximation v satisfies the system of ODEs

(d)? ’U) = (v¢a aVv) + (¢7 n- GVU)BQ + (¢v f)
+(n'a’v¢7vig)aﬂ70—(97571079)39 V¢EVK7
where o > 0 is a sufficiently large scalar which depends on a, €2 and K. The second line in

(2.9) contains the penalty terms which weakly enforce the Dirichlet boundary conditions. The
system can equivalently be written as

(2.9)

v=-Sv+BDy4f4gl)

where S and f are defined as in (2.8) and the boundary terms are

D
B{} = (¢, aVoa + (n-aVey, g)oa — (95, ek,
D
g”) = —(n-aVyy, g)aa + o(gj, 9)on-
The techniques devised in this paper for solving (2.1)—(2.4) efficiently can be adapted in a
straightforward way to handle also this problem. The convergence analysis of problems with
Dirichlet boundary conditions is however beyond the scope of this paper.

Neumann boundary conditions are also not covered by the analysis due to the positivity
condition we impose on b in (2.4). We do however use them in our numerical experiments
without problems. Standard Robin boundary conditions can also be implemented in a straight-
forward way.

2.3. Approximation of matrix-vector products. We start with some general considera-
tions about Gaussian quadrature, defining

Wj = Wjy * v ovm Wiy fj:(fjl,u-;gjd)a jGIC,

where ; and w; are the nodes and weights of the (K +1)-node GauB-Legendre quadrature
rule. This yields a d-dimensional quadrature rule which is exact for polynomials of degree up
to 2K + 1 in each variable. We define the matrices

0
ox

210)  Upk= vome(§), U = Ea—o(&),  Jkek, a=1,....4d,
[e3
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which satisfy
2.11) vlu=1, UTu® =p@®,

where D(®) is the Galerkin differentiation matrix,
(2.12) D = ( o i(pk jkeK.
ik 1 al’a ) )

Given an arbitrary multivariate polynomial ¢: {2 — R, we consider the matrices

_ (0‘15) _ a a . k _
i,k — js ) i =\ 5 ¥ihd5— 5 y EIC7 y —17...,d.
Qjx = (¢5.a¢x),  Qjx (890@ ®j q@xg <Pk> J a,p

Due to (2.11), the matrices U and U(®) can be used to denote the quadrature approximations
of Q and Q(®#). Indeed,

Q ~ Qquud = u” [q]U, and
Qe ~ QL) = (U<a>)T [ U® = (D<a>)T QuuasD?),
with [¢] = diag ¢ (¢(&k)). Next, we define the coordinate matrices
Xj(fl? = (¢}, Ta k), j ke k, a=1,...,d.
Using X(® = U7 [z, U and the fact that U is an orthogonal matrix, one finds
(2.13) Qquat = ¢(XW,..., X)) = ¢(X),
where the right-hand side denotes formal insertion of the matrices X (®) into the multivariate

polynomial q in place of z,,.
Turning back to the system (2.7), if we approximate a(*#) by polynomial interpolation,

say a(®?) ~ aéﬁ‘,’ﬁ ), we can now compute the actions of the corresponding matrices according
to
d d T
@14 SvaSuav= > Smlv=> (D) ol X)DOv.
a,B=1 a,f=1

The fast evaluation of these matrix-vector products is discussed in Section 3.

2.4. Treatment of boundary terms. First, we introduce some notation which makes the
handling of the boundary terms more convenient. We denote the boundary faces by

QF) — {2 eQ : x4 = +1}, a=1,...,d.
We also introduce the notation

Q) = {x(ﬁ“) = (X1, yTae1,Tatls--Td) : T E Q} ,

where (™) denotes the free coordinates on a boundary face and Q(™*) denotes the dimen-
sional reduction of the domain. Then, if f and g are separable functions, i.e., it holds that
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f(x) = f(a) foa(x") and similarly for g, their L? inner product over a boundary face
can be written as

(f7 g)Q(iQ) = fa(il)ga(:tl)(fﬁaa gﬁa)ﬂ(ﬁa)-

Similarly, for a multi-index k € ', we define
KO = (ko kact, Kokt Ka) -

Consider again an arbitrary polynomial ¢: € — R and its restrictions ¢(*®) = g|q(+a) to the
boundary faces. Note that ¢(*®) only depends on the coordinates z(™*). Using separability,
the action of

Q(ia) (5, F o) ke s b kek,

on a vector v € RIX is given by

(o) — (£a)
(Q V)j Z(wq w)mia)vk

ke

a o=
= ;. (£1) Z (ij(*ahq(i )Sokha))m 77,((<f1> )>
k(" e (d—1,K)

with

K
(215) nl(nﬂayi) = @m(il)v(m,l,...,m,(,_l,7n,ma,...,m,d,1)7 m c K(d -1, K)

m=0

It takes O(|K|) operations to compute ("% from v. Applying the same procedure as in the
previous section, but now in d — 1 dimensions, we can approximate

@16 (QEv) ~ (Quv) = e (1) (¢ (X))

jooe

for all j € KC, where we set

gt (Xha)) — ) (Xu), Xl xletn X(d)) ,

and X, = (om, 250n) withm, n € K(d—1, K). Given ("%, the action of q(£2) (X))
on a vector is computed efficiently using the procedure given in Section 3.1.

Turning back to the system (2.7), we define the restrictions b(=®) = blq+(a) and approx-
imate b(**) by polynomial interpolation, say b*®) ~ b]gia). The action of B on v is then
computable via

2.17) Bv=)Y By~ S BEYY,
+ao +a

where B(ia) = (v, pEe s@k)Q(iQ) ,and B(mld v is computed as in (2.16) with b( )in place

pol
of q(ia) A fast evaluation procedure for matrix-vector products with b(ia) (X(“")) is given
in Section 3.1.
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2.5. Spatially discrete system and computational costs. To sum up, using (2.14) and
(2.17) in (2.7), the system of ODEs we actually solve reads

(2.18) w = quuadw — Bquadv'v +f+g.

We let this equation, together with appropriate initial conditions, define

w(e,t) = 3 wlt)pu(a).

kek

In the next section, we devise linearly scaling evaluation procedures for the right-hand side.
More precisely, we show how the matrix-vector products (2.14) and (2.17) as occurring in
(2.18) can be computed in

O (*1R(d, R)||K(d, K)|) and O (d|K(d, K)| +d|R(d — 1, R)||K(d — 1, K)])

operations, respectively, if all a(*#) are approximated using a Chebyshev polynomial tensor
product expansion with polynomials indexed over a set R(d, R),

d
) 5P )= k0 T 1 ),
reR y=1

and if b is approximated analogously using an index set R(d — 1, R).

For the wave equation written in first order form, cf. Section 6, stability for standard
explicit time-stepping schemes imposes a time-step restriction At < c¢K 2. This means
that the total computational cost for solving the problem over a fixed time-interval scales as
O(d?K?|R||K|).

3. Fast evaluation of matrix-vector products. In this section, we discuss how to effi-
ciently compute the occurring matrix-vector products when propagating the spatially discre-
tised system (2.18) in time. We consider general matrix-vector products of the forms

T
g X)v, D@y, (D(O‘)) v,

as defined in (2.12) and (2.13), for an arbitrary vector v € RIXl and an arbitrary multivariate
polynomial ¢ : £ — R. The polynomial ¢q serves as placeholder for the polynomially
approximated coefficient functions occurring in (2.18). The matrix-vector product

T
Qv = (D) q(x)DPy

can then be computed by performing the three above matrix-vector products sequentially, and
the boundary terms Qéuiag)v are computable via (2.16) and an analogous procedure for ¢(+)
in d — 1 dimensions. Section 3.1 contains the fast evaluation procedure for ¢(X)v which is
built upon ideas from [4, 12], but deviates in two respects: First, it improves the computational
costs. Second, it is adapted to a Legendre basis. If ¢ is approximated in a tensor product basis
of Chebyshev polynomials indexed over a set R(d, R), the computational cost for ¢(X)v

scales as |R||C|. The products D(®)v and (D(O‘))T v, whose computational costs scale as
|KC|, are considered in Section 3.2.
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3.1. Coefficient matrices. We start with the computation of ¢(X)v. This is done using
the fast algorithm from [4, 12], which we adapt here to a Legendre basis. We assume ¢ to be
a sum of separable polynomials. A general function can be approximated in this form using
d-dimensional Chebyshev interpolation. Hence, we set

d
3.1 q(z) = Z GTr(x) = Z dr H T, (1),

reR reR a=l1

where each r = (ry,...,74) is a multi-index taken from a set R(d,R) C N¢, and T},
are univariate Chebyshev polynomials. When ¢ is much smoother than the solution u, the
corresponding index sets contain much fewer multi-indices than /C(d, K'). We then compute
the matrix-vector product according to

d
3.2) qX)v=> "G [[ 7. (X@)v.

reR a=l1

The action of the one-dimensional (1D) coordinate matrix X, X = (¢;, z¢x), can
be computed in O(K) operations. This is done using the recurrence relation (2.5) and the
orthogonality of the Legendre basis, viz.

(3.3)

—i LR S i 5 pr
—\ k) 2k+3) T Rk — D@k T
j j+1

N R RN T ESY TR R

forall j = 0,..., K, withv_; = vg41 = 0. Hence, if ¢ is a degree R polynomial, ¢(X)v
can be computed using (3.3) in combination with the Chebyshev recurrence relation

3.4) T (X)v=2XT,(X)v-T,1(X)v, Ti(X)v=Xv, Ty(X)v=yv,
in O(RK) operations.

This procedure generalises to higher dimensions: Defining coordinate matrices for each
dimension,

X.](:;é() :((pjwra@k)? j7k€IC7 Oézl,...,d,

we find

o at1
35 X@y) = Vj—e, + Vjte,
3 | )i Vo - D2jatD) * " Vet D2ja+3)

for all j € K, where e,, is the ath unit vector, vj_e, = 01if jo, = 0, and vj4e, = 0if jo, = K.
Thus, X(®)v is obtained in O(|K|) operations. We introduce the notation

j ﬁj = (j07'",ja—lajvja—‘rla"'vjd)v j = (jl7"';jd) S Nd~

The idea, which slightly modifies and improves the procedure given in [4], is to compute
the right-hand side of (3.2) term-wise starting from o = 1 and r = 0. For each choice of
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Algorithm 1: Recursive procedure for 7 = ¢(X)v starting from given v, = 0, a« = 1,
andr = (0,...,0) € N, where ¢ is given as in (3.1).

1 function n = fastalgorithm (v, n, o, r)

2 forr =0to Rdo

3 if = 0 then

4 | voi=v

5 else if » = 1 then

6 ‘ vy =Xy use (3.5): O (|K|)
7 else

8 temp := vy

9 vy =2Xy, —v_ use (3.4) together with (3.5): O (|K|)
10 v_ :=temp

{V_, r=0,
11 W =
vy, else,

12 r=r<r
13 if o < d then
14 ‘ n := fastalgorithm(w, n, a+1,r) recursion: next coordinate
15 else
16 L n:i=n+Gw last coordinate: sum up

r, starting from r = 0, we carry out a single step of the 1D Chebyshev recurrence (3.4) in
combination with (3.5) and then carry on recursively with a + 1 and r <= . Having reached
a = d, we multiply the computed vector by §,, where r is the currently considered term in
(3.2), and sum up the result. The matrix-vector product = ¢(X)v can thus be computed
in O(|R||K|) operations. A pseudocode formulation of this recursive procedure is given in
Algorithm 1.

3.2. Differentiation matrices. Matrix-vector products with the 1D differentiation matrix
D, Dj i, = (¢j, ¥},), can be evaluated recursively as
25 -3
27 +1
(Dv)g =0, (DV)k—1 = /(2K + 1)(2K — 1)vg,

(DV)J‘,Q = (DV)]-F (2]— 1)(2j—3)7}j,1, ] :2,...,_[{7

see, e.g., [5, Ch. 2.3]. Clearly, the computational work scales linearly with K. Similarly, the
product DT'v can be evaluated as

[2j+1 , , :
(D'v); = 2j—3(DTV)J‘—2+\/(2J+1)(2J—1)%‘—17 j=2..K

(DTV)O = O, (DTV)l = \/g'l)o.

(3.6)

In higher dimensions, we wish to evaluate the matrix-vector product

0
D(a)v = (Z(QOJ) 781’ @k)?}k) 5
“ jex

ke
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as well as (D(®))T'v. Since the basis is orthonormal,

K

(a) — R :
(D v)j - kZ_O((pJu7@ka)vj<ika7 J S K:

Thus, the computation of D(®)v boils down to computing the action of the 1D differentiation
matrix D recursively. This needs to be done for all indices j(ﬁ"‘). The matrix-vector product
(D) Ty is computed analogously using (3.6). Both algorithms scale linearly with |KC|.

4. Well-posedness and stability. In this section, we briefly derive energy estimates to
prove well-posedness of the continuous problem and stability of its spatial semidiscretisation.
A problem is strongly well-posed if it has a unique solution satisfying an energy estimate of
the form

@D Jul0% < w(T) (u<~70>||%+/0 (||f<-,T>||2+||g<n>||%g>df) vt € (0,7,

where & is independent of uq, us, f and g, and is bounded for any finite 7" [17]. Strong
well-posedness of the problem (2.1)—(2.4) is given by Lemma 4.1 below. The spatial semidis-
cretisation given in Section 2 is constructed such that the resulting system of ODEs satisfies
a similar energy estimate as the PDE. A semidiscretisation with such a property is called
(strongly) stable [17].

LEMMA 4.1. The problem (2.1)—(2.4) is strongly well-posed in the seminorm

4.2) lullz = (JJul® + (Vu,aVu)) .

Proof. We use the energy method [17]. First, differentiate ||u(-,t)||% with respect to
t. With b(xz) > by > 0, the contribution from the boundary forcing can be bounded by
completing the square. By integrating the resulting differential inequality, we get (4.2) with
k =emax(1,1/2by,T) forall t € [0,T]. ad

Strong stability of the semidiscretisation (2.18) with respect to a discrete analogue of the
seminorm (4.2) can be established using similar arguments.

LEMMA 4.2. Provided det(apoi(x)) > ag > 0 and byoi(x) > by > 0 for all x, the

semidiscretisation (2.18) is strongly stable in the discrete seminorm

(4.3) [wllE = [W]|* + W Squaaw.

Proof. If det(apoi(z)) > ap > 0, the inner matrix in

v’ [alg(lﬂ»ﬂ] [ag;@] uw
(4.4) Squad = | : : :
UL Qo] -+ a1} LU
is positive definite. Then, Sguq4 is positive semidefinite, which implies that || - ||g is a

seminorm. If bpol(w) > by > 0, B is positive semidefinite, and positive definite with respect
to the boundary norm. We now prove that this property transfers to Bgyaq. Considering the
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(fa)

boundary face €2 , forany v = )} - vkk it holds that

VTBc(luiag)v = Z vk(Béiﬁ)v)k
ke
+a - -
= e, (ED (B (X))
ke

— (n(ﬁaai))Tbl()ja) (X(ﬁ(x))n(ﬁa,i)

Yoo wE@ [ Y e

keK(d—1,K) jeK(d—1,K)

> bo[|vl|5yz -

With these properties established, if we multiply (2.18) by w’ from the left the result follows
using the same reasoning as in Lemma 4.1. We get the estimate

Iw(®)3 < w(T) (||w<o>||1%:+ / <||f<-,r>||2+||g<~m>||%g>dr) vt e [0.7),

with k = emax(1,1/2by, T), cf. (4.1). O

5. Error analysis. In this section, C' and x denote general constants, which may adopt
different values at different occurrences. We let || - || g+ () and | - | 7+ () denote the standard
Sobolev norms and seminorms, respectively.

We let u denote the solution of (2.1)—(2.4). The coefficient functions a and b are ap-
proximated by degree R polynomial interpolants apo and by, respectively, cf. Section 2.5.
For the Legendre—Galerkin approximation of u, we use an index set K(d, K), and we let
w = Zke © Wkpk € Vi be the solution of the semidiscretised problem (2.18), where also the
effects of quadrature are taken into account.

We show that the method devised in this paper is spectrally accurate with respect to the
energy seminorm (4.2). It gives rise to three different errors. First, there is an error due to
polynomial interpolation of the coefficient functions, which can be bounded in terms of the
interpolation errors and of the exact solution using energy estimates. This is done in Section 5.1
following standard theory. Second, we truncate the basis. Third, the matrix-free method is
equivalent to a quadrature approximation, the resulting errors are studied in Section 5.2, where
new techniques come into play. They are bounded in terms of the exact solution using energy
estimates in combination with a standard Legendre approximation result and an appropriate
projection which is related to the exactness of Gaussian quadrature. Putting these results
together then yields the following error bound.

For matrix-valued arguments, the Sobolev norm is understood as the Frobenius norm of
the Sobolev norms of the matrix elements.

THEOREM 5.1. Assume that u(-,t) € H*(Q) and u.(-,t) € H*=Y(Q) forall t € [0,T),
with s > 4. Assume also that the degree R interpolants apo and byl of a and b satisfy

la — apal (@) < e, 16— bpatllL2(00) < €,

with R < K /2. Then, the error of the solution w € Vi (4, of the semidiscretised problem
(2.18) is bounded by

u(-,t) —w(- )% < C (Coc® + CK3%)  Vte 0,7,
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where C = C(d, a,b,Q,T) is independent of u, K, and R, and depends linearly on T, and
where

t
e = [ (1 + )

withr = 2, s.

5.1. Interpolation error. We first estimate the error due to approximation of the co-
efficients a and b by their Chebyshev interpolants apo and byer, using the energy method.

LEMMA 5.2. Ifu(-,t) € H?(Q) is the solution at time t of (2.1)~(2.4), us(-,t) € H'(Q),
and if uP°!(-,t) € HY(Q) is the solution at time t of the same problem with the coefficients a
and b exchanged with their Chebyshev interpolants, the error due to interpolation is given by

t
nwwwqum@SCA(W—%ﬂ%mwwﬁW%@
116 = ot 22 oy e 7l ) ) b7

SJorallt € [0,T], where C = C(Q,T) is independent of u and depends linearly on T.
Proof. u and uP® satisfy the weakly formulated problems

(.1 (¢, un) = —(Vo,aVu) — (¢, bug)ag + (6, f) + (¢, 9)oa Yo € H'(9),
(0, ufy) = —(V, apot VuP*) — (6, bportlf Vo + (0, f) + (6, 9)oa Vo € H'(),

with the initial data u(z,0) = uP°(z,0) = ui(z), and u(x,0) = u?*(x,0) = uz(z). By
subtracting the equations, we see that the error e?®! = v — uP' satisfies

(52) (¢7 651?1) = *(V(,ZS, apolvep()l) - (QZ)» bpoleg(ﬂ)aﬂ + (¢, fp()l) + (¢7 QPOI){)Q

Vo € H'(Q), with P (z,0) = €' (z,0) = 0, and

Pl =V - (a — apot) Vu, "' = -1 (a — apo) Vu — (b — byor)u.

Since (5.2) is of the same form as (5.1), it satisfies a similar energy estimate. We can thereby
bound eP°! in terms of the interpolation errors a — apot and b — bpo1, and of the exact solution
u. The proof is completed by manipulation of Sobolev norms and use of the trace inequality.
0

The interpolation errors a — apo and b — byol can be bounded in terms of the order R of
the interpolants and of the derivatives of a and b using standard theory, see [5]. For smooth
coefficients, the error decays faster than any polynomial in R.

5.2. Spatial discretisation and quadrature. In this section, we study the error when
comparing the exact solution to the semidiscretisation, approximation of the matrix elements
by quadrature taken into account. Throughout this section, to keep the notation clean, we drop
the subscript (-)p0 and let a and b refer to the polynomial interpolants of the coefficients.

Let P and P,é be the L2-orthogonal projection onto the polynomial approximation space
Vi and its orthogonal complement, respectively. The exact solution

u(et) = 3 wlt)ou()

keNd



ETNA
Kent State University
http://etna.math.kent.edu

296 B. BRUMM AND E. KIERI

of (2.1)—(2.4) satisfies, in particular,
(5, Prcure) = —(Vj, aVPru) — (5, bPrcut)oa + (95, f + fic) + (¢, 9 + g )on
for all j € IC, with the internal and boundary defects
fic = V- aVPiu, gk = -1 - aVPEu — bPiuy.
If we let u = (uk)kex, fc = (fij)jexs 8 = (9xj)jex, Where

I = (¢ fr)s ax.i = (¢, 9x)oq,

this can equivalently be written as
(5.3) u=-Su—-Bu+f+g+fic +gk.

Similarly, let w = (wy)kex be the solution of the semidiscrete system (2.18). Following [34],
we decompose the error according to

U — Zwkgak = (u— Pxu) + (P}cu Zwkcpk> =:p+40,

kek kek
where p can be bounded using the standard projection estimate [5]

0, n =020,

m—1 n>1.

54 ||u—P;Cu||Hn(Q) < CKU78|U‘H5(Q), V= {
2

The error € or, equivalently, u — w, is bounded in Lemma 5.3 below. The proof is based on
standard energy estimates, but to bound the effect of quadrature error we need to introduce
an appropriate projection matrix which is related to the exactness properties of Gaussian
quadrature.

LEMMA 5.3. Let u(-,t) be the solution at time t of (2.1)—~(2.4) with the coefficient func-
tions replaced with their degree R polynomial interpolants, and Prcu(-,t) = > ;o ur(t) ok
be the orthogonal projection of u(-,t) onto the polynomial approximation space Vi, with
K = K(d,K). Denote u(t) = (ux(t))rex, and let w(t) be the solution at time t of the
semidiscrete approximation (2.18). Then,

) = w(O) < €O = )7 [ (K8 ute.7) oy (€ = B 7))

Sforallt € [0,T), where C = C(d,a,b,Q,T) is independent of u, K, and R, and depends
linearly onT.
Proof. We set e = u — w and subtract (2.18) from (5.3) to obtain

€= _Squade - :Bquadé + fquad + fic + gquad + 8k,
where
£ = (S — Syua)u, g? = —(B — Bya)u.

We can bound the error e using energy estimates of the same form as before. Differentiating
the discrete seminorm (4.3) of e with respect to time yields

(5.5 =—|lellf =e" (f1 4 fic) — " Bguae + &7 (g + gi),
d 1 . ua . . . ua
&Hellé < Tlle\l2 + T £ + fic || — 26" Bguaa€ + 267 (2% + g

1 . . o
< TIIeH% + 27 || £9°4)|? 4 27[|fic || — 2¢" Bguaaé + 26" (g + gx)
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for all ¢ € [0, T]. We first treat the contributions from the internal forcings 94 and fic, and
then turn to the boundary forcings g2* and g

Most elements of S — Sguad and B — Bgaq are zero. We get a non-vanishing quadrature
error only in the elements (j, k) with |j + k|, = max(j + k) > 2K 4+ 1 — R. Define the
diagonal projection matrix P as Pj; = 1 for |jloo > K + 1 — R, and P;; = 0 otherwise.
Then,

S - Squad = P(S - Squad)P>
and
(5.6) [£94) = [[(S — S**D)ul| < (|[S[| + [|S**]))|[Pull,
with the spectral matrix norm

|A]l = sup [|Av]].

lIvil=1

The formal extension of P to an infinite matrix, with ones on the new diagonal elements, can
be interpreted as the matrix representation of an operator P : L? — L2. With this operator,
we can rewrite Pu to get

[Pull = [PPrul = |Pu—~ PPgull < |Pull + [ Pull,
and, by the projection estimate (5.4),
|Pull < C(K ~ R)~*[ul s -
This bound is conservative, but still spectrally accurate with respect to K for K > R. Using
(4.4), the approximate stiffness matrix can be bounded by

d

[Squadll < Z max [ U@[[[[UP].
a,f=1

Using the exactness of Gaussian quadrature, we compute
2 2

0 0
a 2 __ —
OO =3 ( Suga@) = [ | Suga)| o

leKk jex

One can show that [|¢}|| < Ck®/2. As U is the Kronecker product of its one-dimensional
counterpart and d — 1 orthogonal matrices, its norm is independent of d. Using that and the
triangle and Cauchy—Schwarz inequalities,

K
U@ = sup U] = sup ||>" veesf
Ivil=1 Ivil=1||x=1
K K
< sup - [uilllehll < sup Cllvly| Sk < CKZ.
Ivii=1 . —o lIvil=1 k=0

Consequently,

(5.7 |Squad|| < CdPamax K*.
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We derive a similar estimate for ||S||. Since S is symmetric, we can estimate its norm using
Rayleigh quotients,

T
v+ Sv
S]] = sup 7— = sup E VjSj KUk = Sup E Vi | ,a E i Vp;
vi=1 V'V Ivi=1; Ivil=1 ; ;
j.keK jex jex

2

< SUP Gmax ZvjVS@j < C’d@maxl(zl-
=t ||

Together with (5.7) and (5.6), this yields
[|£9%)| < CdPapmax K (K — R) ™% |ul g+ (-
The norm of fic is bounded by

Ificll < [l fxcll = IV - aVPiull < lalm @) |Piculao) + llall P ul a2
< CK7/2_S|U‘HS(Q).
Bounding the influence of the boundary forcings g% and gy is done using similar ideas,
but we need to work on the boundary faces—it is not enough to bound ||g®%¢ +g,-||. Eq. (2.15),

which extracts the Legendre coefficients on a boundary face, is a linear transformation from
RIX( K| o RIF(E=1E)] 1t can therefore be written as

n(ﬂa,:t) — H(:I:oz)u7

where the matrix H(=®) is defined implicitly through (2.15). This allows us to write B(=®)

and Bc(luia?) as

[ « B (fa a ta a n(fa (e}
B*) = (HE))TBEIHE), B((luad) = HE* ))TB((lead)H(i ),
with the |KC(d — 1, K)| x |[K(d — 1, K)|-matrices

E‘éﬁ) =UTpEU, (BE)jx = (5, bF Vo) gz, dok € K(d — 1, K),

where U is defined as in (2.10), but in d — 1 dimensions. We decompose the boundary forcings

gauad =y~ g(Fa)auad apq g =, g,(cia) into their contributions on each boundary face. We
also note that for any v € RIX!,

VTg;(cia) = VT(H(ia))Tgi(cia), @(cﬂ,:ja) = (¢}, 9K lza=21)0-0, JEK(d—1,K).

Then, the boundary terms as appearing in (5.5), on each face, read

T(Ea) . _éTBc(p:;?()é + éTg(ia),quad + éTg}(C:l:a)

T
_ _eTB((]i‘Z‘)e _ éT (B(ia) _ B((;::azf)) a4+ éT (H(ia)> /g\](czl:oz)
T
a) - 5 (o a) -
— - (H%e) BYHEe

T , < —~ T
_ (H(ia)é) (B(i(x) _ B((luiazv)) HEY 4+ (H(ia)é) /g\}(czl:a).
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The positivity condition on b(*%) (z) gives VTB(uad v > bovTv. We are then able to bound
the contribution from g(*®)444 by completing the square,

T < —py (HE ) HEe 1 (HEe) T(— (1§<ia> - Bl ) HEu )

(B(ia) B(ia)) H(ia)u_,’_g(ia)

<3 |-

Using a (d — 1)-dimensional analogue of the projection P, we find

quad

BEa) _ gEe) _ p-a) (]§<ia> _ ﬁéiﬁ)) pa),
Together with the bound on b(x) and the projection estimate (5.4), this implies
[t piz) e = [ i) o

< 2Cbax (||7><W>ut||mia> T ||7>,éut|\mia>) .

quad

+ HB(:I:a

We add the contributions from the different boundary faces together and apply the trace
inequality, to get

‘ (]/?; - ﬁ‘]uad) ZH(ia)u
+a

S Cbmax (

Z P(ﬁa)ut
+ao

+ uP,éutan)
o0

ale’
max ( )ut

+ leé“tHHl(Q)
H(Q)
S Cbmax(K — R)5/275|Ut|H5—1(Q).

We also have

I8!l < llgxllon < lIn - aVPrullon + [6Pg ullog
< damaxHPiéUHHl(aQ) + bmaxHP]éut“BQ
< dama | Pt ull ir2(0) + bmax || P el 2 ()
< CK™?7*|ul () + CK2 7% luy| e-1(q).-

Thereby,
—é"Bguage + &” (g2 +gy) < OK772S|“|?15(Q) +C(K — R)5725|Ut|§1871(9)

Integrating (5.5) and putting everything together proves the lemma. 0

6. Numerical experiments. We demonstrate our method using our usual example, the
wave equation in d dimensions, where d = 2, 3. In Cartesian coordinates and with an isotropic
medium, the problem reads

uye = Au, yEQCRd, t>0,
6.1) u(y,0) = u(y,0) =0, yeQ,
Eut—l—n-Vu:f](y,t), y € ON.
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FIG. 6.1. The time evolution of (6.1) for d = 2.

We use homogeneous initial data, and excite the problem through the boundary condition.
We assume that there exists a smooth coordinate transformation 2 = z(y) which maps

Q- Q= [~1,1]¢, and that the corresponding Jacobian matrix is positive definite,
Ty = i —det(J) >~ >0 VzeQ
k= Gy v =det(J) >y > T €3l

We can then reformulate the problem on the hypercube as

Yyuy = V- aVu, rzeN, t>0,
u(z,0) = w(x,0) =0, x€Q,
bus + n-aVu = g(z,t), x € 09,

with a = 4J "7 and b = b, g = 8§, where § = ~||J "n||. When d = 2, we use
Neumann boundary conditions, n - aVu = 0, on x5 = %1, and the first order Engquist-Majda
[11] absorbing boundary condition, du; +n-aVu = 0, on 1 = 1. On the z; = —1 boundary,
we use the boundary condition n - aVu = g(z, t), with

1
G(z,t) = Mzsexp (—20z3 — 200(t — t0)?) M =200, to = 3.
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We solve the problem on the domain

Q={(y1,y2) : ~1+ (1) <y2 <1—¢(y1), —1 <y <1},

with ¢(y1) = 0.2 cos(myy). For d = 3, we extrude the domain to —1 < y3 < 1. We then
use homogeneous Neumann boundary conditions on x3 = %1 as well as on zo = 1. The
first order Engquist—-Majda boundary condition on ;1 = 1 has a direct generalisation to three
dimensions, and the boundary forcing on x; = —1 is extended as

1
§(z,t) = M?zomzexp (—2023 — 2023 — 200(t — t9)?), M =200, to = 3.
With the same positivity assumptions on a and b as previously, this problem satisfies an
energy estimate of the form (4.1) in the y-weighted energy norm

lull gy = ((wr, yue) + (Vu, aVu))'/?

cf. (4.2). However, the energy estimate blows up when by — 0. As we have chosen b = 0 on
parts of the boundary, we cannot show strong well-posedness for this problem using energy
estimates alone. Strong well-posedness can nevertheless be proven by combining an energy
estimate, which exists for b = 0 and g = 0, with the Laplace—Fourier technique, as described
in[17, Ch. 10].

After spatial discretisation, we get a system of ODEs of the form

(6.2) I'v=-Sv-Bv+g,

where I' = 7,0(X) denotes formal insertion of the coordinate matrices in a polynomial
approximation of v(x). T is computed as (y~1)p01(X), rather than as the inverse of T'. We
let w = v and rewrite (6.2) as the first order system

S N[ ]

A first order formulation facilitates explicit time-stepping using standard methods, e.g., the 4th
order Runge—Kutta method. All constituent parts of the right-hand side can be evaluated in
essentially linear time using the procedures devised in this paper.

In Figure 6.1, we show what the solution of the two-dimensional problem looks like at
four different points in time. Note how the solution is reflected by, as well as glancing along,
the curved boundaries. The computation was done with order K' = 48 Legendre polynomials
in each direction, and the coefficients a, b and y~! were represented by their order R = 6
Chebyshev interpolants. Time-stepping was done with the 4th order Runge—Kutta method
with the time step At = 0.002.

To test the spatial accuracy of our method, in view of Theorem 5.1, we propagate (6.3)
using the 4th order Runge—Kutta method and measure the L?-error of the obtained approx-
imations as a function of K. The fixed choice of time step size At = 0.001 is sufficient to
guarantee stability for all subsequent choices of K, and the error contribution from spatial
discretisation is always dominant. The reference solution is computed with K = 70 and
At = 0.0005. Figure 6.2 shows the observed errors and propagation times in two and three
dimensions. As is readily seen, the observed errors decay exponentially with respect to K. In
a practical computation, one would let the time step scale with the spectrum of the right-hand
side matrix, following the stability condition of the time-stepping scheme. In the present
example, ||S|| ~ K*, cf. (5.7), which results in the spectral norm of the matrix in (6.3) being
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K d=2 d=3
error time error time
(s) (h) le—oLl

22 | 3.511e-02 25.3 | 3.754e-01 1.32
26 | 2.095¢-02 | 35.4 | 2.347e-01 2.21
30 | 1.427¢-02 47.1 | 1.527¢-01 3.38 le—02¢
34 | 7.136e-03 | 60.4 | 7.696e-02 | 4.91
38 | 3.799¢-03 | 75.5 | 4.387e-02 | 6.84
42 | 2.235¢-03 92.3 | 2.430e-02 9.22
46 | 9.808¢-04 | 110.6 | 1.066e-02 | 12.10

le — 03 ¢

50 | 4.879¢-04 | 131.1 | 5.621e-03 | 15.53 le—04}

54 | 2.542¢-04 | 152.6 | 2.746e-03 | 19.56

58 | 9.413¢-05 | 176.0 | 1.042¢-03 | 24.25 22 26 30 34 38 42 46 50 54 58 62
62 | 4.684e-05 | 201.0 | 5.305¢-04 | 29.63 K

FIG. 6.2. L?-errors and computation times for both d = 2 (black lines) and d = 3 (grey lines) for various
choices of K. The solid lines represent the L>-errors, while the dashed lines stand for curves that are proportional
to exp(—0.15K). Semilogarithmic plot. Using a fixed time step for all spatial resolutions, we verify that the
computation times are approximately linear in K.

of size ~ K?2. The time step restriction for an explicit method is therefore quadratic in 1/K.
The computations were done on a desktop computer with an Intel Xeon E5-1620 processor at
3.5 GHz and with 8 GB memory.

As a conclusion, we briefly comment on how to explicitly assemble the stiffness matrix
Squad using the (K +1)-node GauB-Legendre quadrature rule in each dimension, and compare
this to the above fast algorithm. The entries of Sqyuaq are best computed by the quadrature rule

(6.4) (Squad jk = Z Za 9 H Z W'rnwwg(jﬁ (gmw) Ty (fm«,) o w(&'rrw) )

a,f=1reR m~=0

(y) _ ()

with ¢ % in case o = 1y, and o, = ¢, otherwise. First, one computes ¢}, (§;)
and T (@) at the Gaussian quadrature nodes forall0 < 5,k < K and 0 < r < R. Using the
recurrence relation for the derivatives of the Legendre basis functions,

P() = VER T DEF ~ Dpir(0) 4\ reabhoa(e), h22

in combination with (2.5), this requires O(K?) and O(RK) operations, respectively. Second,
from these values, the sum in square brackets as occurring in (6.4) is computed for all choices
of j, k+, and 7, in O(K3R). Finally, given these quantities and interpolation coefficients

(a Py e R(d, R), for al(Ja ), a,f =1,...,d, the assembly of Squ.q according to (6.4)
requires ~ d*|R||K|? ~ d® R1K?2? operations. When all matrices are assembled, the cost of
time-stepping over a fixed time-interval is O(K?24+2) operations. This contrasts to the total

computational costs for solving the problem over a fixed time-interval using our matrix-free
method, which scale as ~ d2RIK 2 cf. Section 2.5.

7. Conclusion. We have presented a Legendre spectral method for initial-boundary value
problems with general boundary conditions and variable coefficients in arbitrary dimensions,
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where the computational work in each time step scales only linearly with the number of
unknowns. The proposed methodology is particularly relevant for problems with boundary
conditions such that spectral bases that allow for fast transforms between function values and
expansion coefficients are inappropriate. We combine previously known recursive procedures
for evaluating derivatives with newly devised procedures for variable coefficients. This
contrasts to an explicit assembly of the (dense) matrices due to spectral discretisation, the latter
being prohibitively expensive. The effect of variable coefficients is applied using appropriately
modified ideas from [4, 12]. Boundary conditions are enforced weakly. We have analysed the
error, which is seen to decay spectrally. In the paper we have used the scalar wave equation as
model problem, both for analysis and numerical experiments.

The method has been tested numerically in two and three dimensions, in curvilinear
coordinates. In the case of the scalar wave equation, a time step restriction At ~ K —2 s
required for stability of standard explicit schemes. This is comparably restrictive. For finite
difference and finite element methods, the time step restriction is linear in the spatial step
size. One possibility for mitigating this disadvantage is exponential time integration [21].
The approximation of matrix exponentials and related matrix functions with Krylov subspace
method is based on matrix-vector multiplication, where the present method can be applied
directly.

Adaptation of the method to several other classes of linear initial-boundary value problems
is immediate, analogously to discontinuous Galerkin and SBP finite difference methods. For
parabolic problems, where explicit time-stepping is inappropriate, we would advise using
exponential time integration. The method is designed for time-dependent problems. For
elliptic problems one could solve the corresponding parabolic problem to steady-state, or use
one of the related techniques [9, 27, 35].
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