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WEIGHTED HERMITE QUADRATURE RULES∗

MOHAMMAD MASJED-JAMEI† AND GRADIMIR V. MILOVANOVIĆ‡

Abstract. In this paper, a new representation of Hermite osculatory interpolation is presented in order to construct
weighted Hermite quadrature rules. Then, explicit forms of several special cases of the established quadrature are
obtained such as weighted Hermite quadrature rules with arithmetic and geometric nodes as well as standard Gauss-
Christoffel quadrature rules and Gaussian quadratures rules using only function derivatives. Some numerical examples
are also given for the above mentioned cases.
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1. Introduction. Due to the well-known Weierstrass theorems on the uniform approxi-
mation of continuous functions on a finite interval by algebraic and trigonometric polynomials,
polynomial functions are very popular in “Approximation Theory" and one of the basic sub-
jects of this theory is “interpolation of functions by polynomials". While the classical theory
of interpolation deals mainly with equidistant nodes, for which there exist many results on
divergent interpolation processes (see, e.g., the books by Davis [2] and Szabados and Vértesi
[23]), in recent years new results on convergent interpolation processes in the uniform and
other integral norms have appeared. Such processes are treated with basic tools such as
orthogonal polynomials, moduli of smoothness, K-functionals, etc.; cf. Mastroianni and Milo-
vanović [15]. The most common interpolation processes are related to Lagrange interpolation
polynomials, and, in general, to Hermite interpolation polynomials. However, there are also
special interpolation problems— so-called Birkhoff interpolation; cf. the books by Lorentz,
Jetter, and Riemenschneider [11] and Shi [21].

Lagrange interpolation is a well-known classical method for the approximation of con-
tinuous functions f : [a, b]→ R at n distinct nodes a ≤ x(n)1 < x

(n)
2 < · · · < x

(n)
n ≤ b such

that

(1.1) Ln(f ;x(n)ν ) = f(x(n)ν ), ν = 1, 2, . . . , n,

where the Lagrange interpolation polynomial of degree at most n− 1 can be expressed in the
form [15, pp. 39–40]

Ln(f ;x) =

n∑
ν=1

f(x(n)ν )`(n)ν (x) for `(n)ν (x) =
ωn(x)

(x− x(n)ν )ω′n(x
(n)
ν )

,

with the node polynomial ωn(x) = (x− x(n)1 )(x− x(n)2 ) · · · (x− x(n)n ). In Pn−1, the space
of all polynomials of degree at most n− 1, Ln(f ;x) is unique among all polynomials solving
the interpolation problem (1.1).

A simple Hermite interpolation of a function f : [a, b] → R at n nodes
{
x
(n)
ν

}n
ν=1

in

[a, b], which satisfies the conditions

(1.2) H2n−1(f ;x(n)ν ) = f(x(n)ν ), H ′2n−1(f ;x(n)ν ) = f ′(x(n)ν ), ν = 1, . . . , n,
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can be established by (cf. Davis [2, p. 28 & pp. 36–37])

H2n−1(f ;x) =

n∑
ν=1

f(x(n)ν )

(
1− ω′′n(x

(n)
ν )

ω′n(x
(n)
ν )

(x− x(n)ν )

)(
`(n)ν (x)

)2

+

n∑
ν=1

f ′(x(n)ν )(x− x(n)ν )
(
`(n)ν (x)

)2
.

(1.3)

It is known that the two polynomials

Hν,0(x) =

(
1− ω′′n(x

(n)
ν )

ω′n(x
(n)
ν )

(x− x(n)ν )

)(
`(n)ν (x)

)2
and

Hν,1(x) = (x− x(n)ν )
(
`(n)ν (x)

)2
,

(1.4)

of degree 2n− 1 and the functionals

Lν(f) = f(x(n)ν ) and Mν(f) = f ′(x(n)ν ), ν = 1, 2, . . . , n,

are biorthonormal (cf. Davis [2, p. 37]), and therefore (1.3) is unique as an element in P2n−1
solving the so-called osculatory interpolation problem (1.2). There are several references
related to polynomial Hermite interpolation in one and several variables, including barycentric
implementations; cf. [3, 4, 8, 9, 19, 18, 20, 23]. Recently, a new fast implementation of the
second barycentric formula for higher-order Hermite-Fejér interpolation at Gauss-Jacobi or
Jacobi-Gauss-Lobatto point systems has been presented in [25].

This paper is organized as follows. In the next section, we obtain a new representation for
the Hermite interpolation polynomial (1.3) in order to construct weighted Hermite quadrature
rules having several special cases. Indeed, by using this representation, we introduce a class of
weighted interpolatory quadrature formulas in Section 3. Special cases of such formulas are,
respectively, considered in Section 4 with equidistant nodes and in Section 5 with geometric
nodes. Standard Gauss-Christoffel quadrature rules are briefly described in Section 6 and
Gaussian quadrature rules using only function derivatives are finally considered in Section 7.
Several numerical examples with software implementation are given in the sequel.

2. A new representation for Hermite interpolation. In this section, we obtain an
alternative form of the Hermite interpolation polynomial (1.3). In order to shorten the notation,
for the nodes, we will omit the superscript n and write simply xν instead of x(n)ν .

Let us start with n distinct points {xν}nν=1 in [a, b] and introduce the node polynomials
as

(2.1) Φk(x) = (x− xk)Φk−1(x) =

k∏
ν=1

(x− xν),

with Φ0(x) = 1 and Φn(x) = ω(x) = (x− x1)(x− x2) · · · (x− xn).
We see that the polynomials (1.4) can be first represented as

Hν,0(x) =

(
1− Φ′′n(xν)

Φ′n(xν)
(x− xν)

)(
Φn(x)

(x− xν)Φ′n(xν)

)2

and

Hν,1(x) =
1

x− xν

(
Φn(x)

Φ′n(xν)

)2

.
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Hence, their substitution into (1.3) gives

(2.2) H2n−1(f ;x) =

n∑
ν=1

(
Un,ν

(
Φn(x)

x− xν

)2

+ Vn,ν

(
Φn(x)2

x− xν

))
,

where

(2.3) Un,ν =
1

Φ′n(xν)2
f(xν) and Vn,ν = − Φ′′n(xν)

Φ′n(xν)3
f(xν) +

1

Φ′n(xν)2
f ′(xν).

On the other hand, by denoting the distribution of nodes as

z2ν−1 = z2ν = xν , ν = 1, 2, . . . , n,

we can refer to divided differences and write H2n−1(f ;x) as

H2n−1(f ;x) = b0 + b1(x− x1) + b2(x− x1)2 + b3(x− x1)2(x− x2) + · · ·
+ b2n−2(x− x1)2(x− x2)2 · · · (x− xn−1)2

+ b2n−1(x− x1)2(x− x2)2 · · · (x− xn−1)2(x− xn),

which is equivalent to

(2.4) H2n−1(f ;x) =

n∑
k=1

(
b2k−2Φk−1(x)2 + b2k−1Φk−1(x)Φk(x)

)
,

in which b2k−2 and b2k−1, for k = 1, 2, . . . , n, denote divided differences, i.e.,

b2k−2 = f [x1, x1, x2, x2, . . . , xk−1, xk−1, xk]

and

b2k−1 = f [x1, x1, x2, x2, . . . , xk−1, xk−1, xk, xk],

respectively. Note that due to (2.1), the polynomial (2.4) can be rearranged as

(2.5) H2n−1(f ;x) =

n∑
k=1

(b2k−2 + b2k−1(x− xk)) Φk−1(x)2.

Considering H2n−1(f ;x) as a polynomial in x, the leading coefficient is evidently b2n−1 and
the following one, i.e., the coefficient of x2n−2 is

b2n−2 − (2(x1 + · · ·+ xn−1) + xn) b2n−1

because

(x− xn)Φn−1(x)2 = (x− xn)
(
xn−1 − (x1 + . . .+ xn−1)xn−2 + · · ·

)2
= x2n−1 − (2(x1 + · · ·+ xn−1) + xn)x2n−2 + · · · .

Since

Φn(x)

x− xν
= xn−1 −

(
n∑
k=1

xk − xν

)
xn−2 + · · · ,

(
Φn(x)

x− xν

)2

= x2n−2 − 2

(
n∑
k=1

xk − xν

)
x2n−3 + · · · ,

Φn(x)2

x− xν
= x2n−1 −

(
2

n∑
k=1

xk − xν

)
x2n−2 + · · · ,
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from (2.2) we obtain

H2n−1(f ;x) =

(
n∑
ν=1

Vn,ν

)
x2n−1+

(
n∑
ν=1

(
Un,ν −

(
2

n∑
k=1

xk − xν

)
Vn,ν

))
x2n−2+· · · .

Thus, comparing it with (2.5) yields

b2n−1 =

n∑
ν=1

Vn,ν ,

b2n−2 =

(
2

n∑
k=1

xk − xn

)
b2n−1 +

n∑
ν=1

(
Un,ν −

(
2

n∑
k=1

xk − xν

)
Vn,ν

)
.

In other words

(2.6) b2n−1 =

n∑
ν=1

Vn,ν and b2n−2 =

n∑
ν=1

(Un,ν + (xν − xn)Vn,ν) ,

where Un,ν and Vn,ν are given in (2.3). This leads to the following result:
LEMMA 2.1. The identities

b2k−2 = f [x1, x1, x2, x2, . . . , xk−1, xk−1, xk] =

k∑
ν=1

(pk,νf(xν) + qk,νf
′(xν))

and

b2k−1 = f [x1, x1, x2, x2, . . . , xk−1, xk−1, xk, xk] =

k∑
ν=1

(rk,νf(xν) + sk,νf
′(xν))

hold true, where

pk,ν =
Φ′k(xν) + (xk − xν)Φ′′k(xν)

Φ′k(xν)3
, qk,ν = − xk − xν

Φ′k(xν)2
,

rk,ν = − Φ′′k(xν)

Φ′k(xν)3
, sk,ν =

1

Φ′k(xν)2
,

(2.7)

and Φk(x) = (x− x1) · · · (x− xk).
Proof. Using (2.3), from (2.6) we can directly get the result for k = n. Also it is clear

that the result holds for each k ≤ n.
In the sequel, we make use of the following definition

(2.8) h1,1 = 0, hk,ν =
Φ′′k(xν)

Φ′k(xν)
= 2

k∑
i=1
i6=ν

1

xν − xi
, 2 ≤ ν ≤ k ≤ n.

REMARK 2.2. By using (2.8) and the coefficients pk,ν , qk,ν , rk,ν , and sk,ν in (2.7), we
can define a 2× 2 matrix as

Qk,ν =

[
pk,ν qk,ν
rk,ν sk,ν

]
=

Pk,ν
Φ′k(xν)2

, 1 ≤ ν ≤ k,

where

Pk,ν =

[
1 + (xk − xν)hk,ν xν − xk

−hk,ν 1

]
and Φ′k(xν) =

k∏
i=1
i 6=ν

(xν − xi), 1 ≤ ν ≤ k.
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For example, the matrices Pk,ν , for k ≤ 4, are given by

P1,1 =

[
1 0
0 1

]
, P2,1 =

[
−1 x1 − x2

− 2
x1−x2

1

]
, P2,2 =

[
1 0
2

x1−x2
1

]
,

P3,1 =

[ −3x1+x2+2x3

x1−x2
x1 − x3

−2
(

1
x1−x3

+ 1
x1−x2

)
1

]
,

P3,2 =

[
−x1−3x2+2x3

x1−x2
x2 − x3

−2
(

1
x2−x3

+ 1
x2−x1

)
1

]
,

P3,3 =

[
1 0

−2
(

1
x3−x2

+ 1
x3−x1

)
x3 1

]
,

P4,1 =

2
(

1
x2−x3

+ 1
x1−x4

+ 1
x1−x2

)
(x4 − x1) + 1 x1 − x4

−2
(

1
x1−x3

+ 1
x1−x4

+ 1
x1−x2

)
1

 ,
P4,2 =

2
(

1
x2−x3

+ 1
x2−x4

+ 1
x2−x1

)
(x4 − x2) + 1 x2 − x4

−2
(

1
x2−x3

+ 1
x2−x4

+ 1
x2−x1

)
1

 ,
P4,3 =

2
(

1
x3−x2

+ 1
x3−x4

+ 1
x3−x1

)
(x4 − x3) + 1 x3 − x4

−2
(

1
x3−x2

+ 1
x3−x4

+ 1
x3−x1

)
1

 ,
P4,4 =

[
1 0

−2
(

1
x4−x2

+ 1
x4−x3

+ 1
x4−x1

)
1

]
, etc.

Introducing the two-dimensional vectors fν = [f(xν) f ′(xν)]
T, for ν = 1, . . . , n, and

bk = [b2k−2 b2k−1]
T, for k = 1, . . . , n, the result of Lemma 2.1 can be interpreted as follows:

(2.9) bk =

k∑
ν=1

Qk,ν fν , k = 1, . . . , n,

which in block-matrix form reads as
b1

b2

...
bn

 =


Q1,1

Q2,1 Q2,2

...
. . .

Qn,1 Qn,2 Qn,n



f1
f2
...
fn

 .
Now, an alternative form of the Hermite interpolation polynomial is stated in the following

theorem.
THEOREM 2.3. The unique Hermite interpolation polynomial satisfying (1.2) can be

represented in terms of the node polynomial (2.1) as

(2.10) H2n−1(f ;x) =

n∑
ν=1

f(xν)Hν,0(x) +

n∑
ν=1

f ′(xν)Hν,1(x),

where

Hν,0(x) =

n∑
k=ν

(
Φk−1(x)

Φ′k(xν)

)2

(1− (x− 2xk + xν)hk,ν) ,(2.11)
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Hν,1(x) =

n∑
k=ν

(
Φk−1(x)

Φ′k(xν)

)2

(x− 2xk + xν),(2.12)

and hk,ν is defined by (2.8). Moreover, for functions f ∈ C2n[a, b], the error term in

(2.13) f(x) = H2n−1(f ;x) + rn(x)

can be expressed in the form

(2.14) rn(x) =
f (2n)(ξx)

(2n)!
Φn(x)2, a < ξx < b.

Proof. According to (2.4) and Lemma 2.1, the following representation holds for the
Hermite polynomials (1.3):

H2n−1(x; f) =

n∑
k=1

Ψk(x; f)Φk−1(x)2,

in which Ψk(x; f) is a linear function in x, given by

Ψk(x; f) = b2k−1x+ (b2k−2 − b2k−1xk) = b2k−1(x− xk) + b2k−2

= [1 x− xk] [b2k−2 b2k−1]
T
.

But using (2.9) and Remark 2.2, the above relation can be expressed in the form

Ψk(x; f) = [1 x− xk]

k∑
ν=1

Qk,ν fν =

k∑
ν=1

1

Φ′k(xν)2
[1 x− xk]Pk,ν fν

=

k∑
ν=1

1

Φ′k(xν)2

((
1− (x− 2xk + xν)hk,ν

)
f(xν) + (x− 2xk + xν)f ′(xν)

)
,

where hk,ν is defined by (2.8). Thus, we have

H2n−1(x; f)

=

n∑
k=1

k∑
ν=1

(
Φk−1(x)

Φ′k(xν)

)2((
1− (x− 2xk + xν)hk,ν

)
f(xν) + (x− 2xk + xν)f ′(xν)

)

=

n∑
ν=1

n∑
k=ν

(
Φk−1(x)

Φ′k(xν)

)2((
1− (x− 2xk + xν)hk,ν

)
f(xν) + (x− 2xk + xν)f ′(xν)

)
,

which yields the same expression as (2.10), where Hν,0(x) and Hν,1(x) are given by (2.11)
and (2.12), respectively. For functions f ∈ C2n[a, b], it is clear that (2.13) and (2.14) hold; cf.
Davis [2, p. 67].

REMARK 2.4. The total number of arithmetic operations in (2.10) is slightly bigger
than in (1.3), but in practical applications when we wish to add an additional node xn+1, the
representation (2.10) has a computational advantage with respect to the classical form (1.3).
Namely, adding another point (xn+1; f(xn+1), f ′(xn+1)) requires to only calculate the term

Ψn+1(x; f) = [1 x− xn+1] [b2n b2n+1]
T

=

n+1∑
ν=1

1

Φ′n+1(xν)2

((
1− (x− 2xn+1 + xν)hn+1,ν

)
f(xν) + (x− 2xn+1 + xν)f ′(xν)

)
,
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as well as Φn(x) = (x− xn)Φn−1(x). This means that

H2n+1(x; f) = H2n−1(x; f) + Ψn+1(x; f)Φn(x)2.

3. Weighted Hermite quadrature rules. In this section, we introduce a class of weight-
ed interpolatory quadrature formulae on [a, b] as

(3.1) I(w; f) =

∫ b

a

w(x)f(x)dx =

n∑
ν=1

(Aνf(xν) +Bνf
′(xν)) +Rn(f),

where w : (a, b)→ R+ is a given weight function for which all moments

(3.2) µk =

∫ b

a

w(x)xkdx, k = 0, 1, . . . ,

exist and µ0 > 0. Indeed, we obtain explicit forms of the weight coefficients {Aν , Bν}nν=1.
For this purpose, integrating (2.13) with respect to the weight function w(x) and using

(2.10) yield

I(w; f) =

n∑
ν=1

(∫ b

a

w(x)Hν,0(x)dx

)
f(xν) +

n∑
ν=1

(∫ b

a

w(x)Hν,1(x)dx

)
f ′(xν) +Rn(f),

where Rn(f) =
∫ b
a
w(x)rn(x)dx.

Now, using (2.11) and (2.12), we obtain

Aν =

∫ b

a

w(x)Hν,0(x)dx=

∫ b

a

w(x)

n∑
k=ν

(
Φk−1(x)

Φ′k(xν)

)2

(1−(x− 2xk + xν)hk,ν) dx

=

n∑
k=ν

1

Φ′k(xν)2

∫ b

a

w(x) (1− (x− 2xk + xν)hk,ν) Φk−1(x)2dx

(3.3)

and

Bν =

∫ b

a

w(x)Hν,1(x)dx =

∫ b

a

w(x)

n∑
k=ν

(
Φk−1(x)

Φ′k(xν)

)2

(x− 2xk + xν)dx

=

n∑
k=ν

1

Φ′k(xν)2

∫ b

a

w(x)(x− 2xk + xν)Φk−1(x)2dx,

(3.4)

where hk,ν is defined by (2.8).
The relations (3.3) and (3.4) show that only the two following values have to be computed

to complete formula (3.1):

rk =

∫ b

a

w(x)xΦk−1(x)2dx and sk =

∫ b

a

w(x) Φk−1(x)2dx.

These quantities can be directly obtained from the moments (3.2).
THEOREM 3.1. Let c(k)j , j = 0, 1, . . . , k, be the coefficients of the node polynomial

Φk(x), i.e.,

Φk(x) =

k∏
j=1

(x− xj) =

k∑
j=0

c
(k)
j xj , k = 1, . . . , n,
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in which c(k)k = 1, for k = 1, . . . , n, and Φ0(x) = 1. Also let

(3.5) λ(k)m =

m∑
j=0

c
(k)
j c

(k)
m−j , m = 0, 1, . . . , 2k.

Then the weighting coefficients Aν and Bν , for ν = 1, . . . , n, in (3.1) can be computed as

Aν =

n∑
k=ν

1

(Φ′k(xν))2

2k−2∑
m=0

λ(k−1)m

(
−hk,νµm+1 + (1 + (2xk − xν)hk,ν)µm

)
(3.6)

and

Bν =

n∑
k=ν

1

(Φ′k(xν))2

2k−2∑
m=0

λ(k−1)m

(
µm+1 − (2xk − xν)µm

)
,(3.7)

where hk,ν is defined by (2.8).
Proof. Since

Φk(x)2 =

(
k∑
j=0

c
(k)
j xj

)(
k∑
i=0

c
(k)
i xi

)
=

2k∑
m=0

(
m∑
j=0

c
(k)
j c

(k)
m−j

)
xm =

2k∑
m=0

λ(k)m xm,

by using the moments (3.2), we obtain

rk =

∫ b

a

w(x)xΦk−1(x)2dx =

2k−2∑
m=0

λ(k−1)m

∫ b

a

w(x)xm+1dx =

2k−2∑
m=0

λ(k−1)m µm+1(3.8)

and

sk =

∫ b

a

w(x)Φk−1(x)2dx =

2k−2∑
m=0

λ(k−1)m

∫ b

a

w(x)xmdx =

2k−2∑
m=0

λ(k−1)m µm.(3.9)

Hence, the weight coefficients Aν and Bν are respectively simplified as

Aν =

n∑
k=ν

1

(Φ′k(xν))2
(
−hk,νrk + (1 + (2xk − xν)hk,ν) sk

)
and

Bν =

n∑
k=ν

1

(Φ′k(xν))2
(
rk − (2xk − xν)sk

)
,

which yield (3.6) and (3.7).
REMARK 3.2. By referring to (3.5) and (3.9), note that we have∫ b

a

w(x)Φn(x)2dx = sn+1 =

2n∑
m=0

λ(n)m µm.

Therefore, if f ∈ C2n[a, b], then according to (2.14), the remainder term Rn(f) of the
quadrature rule (3.1) can be expressed in the form

Rn(f) =
1

(2n)!

∫ b

a

w(x)f (2n)(ξx)Φn(x)2dx =
f (2n)(ξ)

(2n)!

2n∑
m=0

λ(n)m µm,

for some ξ ∈ (a, b).
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4. Weighted Hermite-Newton quadrature rules with equidistant nodes. Recently
in [14], we derived closed expressions for the Cotes numbers in the weighted Newton-Cotes
quadrature formulae in terms of moments and Stirling numbers of the first kind for the follow-
ing three types of equidistant nodes:

1◦ xν = a+ (ν − 1)h with h = b−a
n−1 ,

2◦ xν = a+ νh with h = b−a
n+1 ,

3◦ xν = a+
(
ν − 1

2

)
h with h = b−a

n .

In this section, we present the quadratures of the form (3.1) corresponding to these three
types of equidistant nodes. For this purpose, we first recall the Stirling numbers of the first
kind s(k, j), which are defined as the coefficients in the expansion

(t)k = t(t− 1) · · · (t− k + 1) =

k∑
j=0

s(k, j)tj ,

where (t)0 = 1 and s(0, 0) = 1. In general, the recurrence relation

s(k + 1, j) = s(k, j − 1)− ks(k, j), 1 ≤ j < k,

holds with the initial conditions s(k, 0) = 0 and s(1, 1) = 1.

Case 1◦. First we have

Φk(x) =

k∏
j=1

(x− xj) =

k∏
j=1

(x− a− (j − 1)h).

Since

Φk(a+ th) = hkt(t− 1) · · · (t− k + 1) = hk
k∑
j=0

s(k, j)tj ,

we obtain

Φk(x) =
k∑
j=0

hk−js(k, j)(x− a)j .

This means that c(k)j = hk−js(k, j), for j = 0, 1, . . . , k, and x should be replaced by x− a in
the corresponding expressions. Also we have

Φ′k(xν) = Φ′k(a+ (ν − 1)h) = hk−1
k∑
j=1

j s(k, j)(ν − 1)j−1,

2xk − xν = a+ (2k − ν − 1)h,

(4.1)

and

(4.2) Φk(x)2 =

2k∑
m=0

λ(k)m (x− a)m, λ(k)m = h2k−m
m∑
j=0

s(k, j)s(k,m− j).
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Finally, we obtain for sk and rk

sk =

∫ b

a

w(x)Φk−1(x)2dx =

2k−2∑
m=0

λ(k−1)m

∫ b

a

w(x)(x− a)mdx =

2k−2∑
m=0

λ(k−1)m µ(1)
m

and

rk =

∫ b

a

w(x)(x− a+ a)Φk−1(x)2dx =

2k−2∑
m=0

λ(k−1)m

(
µ
(1)
m+1 + aµ(1)

m

)
,

where µ(1)
m =

∫ b
a
w(x)(x− a)mdx.

COROLLARY 4.1. The coefficientsAν andBν , for ν = 1, . . . , n, in the weighted Hermite-
Newton quadrature rule of the form (3.1) with equidistant nodes xν = a + (ν − 1)h and
h = (b− a)/(n− 1) are given by

Aν =

n∑
k=ν

1

(Φ′k(xν))2

2k−2∑
m=0

λ(k−1)m

((
1 + hk,ν(2k − ν − 1)h

)
µ(1)
m − hk,νµ

(1)
m+1

)
and

Bν =

n∑
k=ν

1

(Φ′k(xν))2

2k−2∑
m=0

λ(k−1)m

(
µ
(1)
m+1 − (2k − ν − 1)hµ(1)

m

)
,

where µ(1)
m =

∫ b
a
w(x)(x− a)mdx,

(4.3) h1,1 = 0, hk,ν =
2

h

k∑
i=1
i 6=ν

1

ν − i
, 2 ≤ ν ≤ k ≤ n,

and Φ′k(xν) and λ(k)m can be directly computed from (4.1) and (4.2), respectively.

Case 2◦. First we have

Φk(x) =

k∏
j=1

(x− xj) =

k∏
j=1

(x− a− jh).

Since

Φk(a+ (t+ 1)h) = hkt(t− 1) · · · (t− k + 1) = hk
k∑
j=0

s(k, j)tj ,

we obtain c(k)j = hk−js(k, j), for j = 0, 1, . . . , k, and x should be replaced by x− a− h in
the corresponding expressions. The expression for Φ′k(xν) is the same as in (4.1) and we have

2xk − xν = a+ (2k − ν)h,

Φk(x)2 =

2k∑
m=0

λ(k)m (x− a− h)m, λ(k)m = h2k−m
m∑
j=0

s(k, j)s(k,m− j).
(4.4)
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In this case, the integrals sk and rk are computed as

sk =

2k−2∑
m=0

λ(k−1)m µ(2)
m ,

rk =

2k−2∑
m=0

λ(k−1)m µ
(2)
m+1 + (a+ h)sk =

2k−2∑
m=0

λ(k−1)m

(
µ
(2)
m+1 + (a+ h)µ(2)

m

)
,

where µ(2)
m =

∫ b
a
w(x)(x− a− h)mdx.

COROLLARY 4.2. The coefficients Aν and Bν , for ν = 1, . . . , n, in the weighted
Hermite-Newton quadrature rule of the form (3.1) with equidistant nodes xν = a+ νh and
h = (b− a)/(n+ 1) are given by

Aν =

n∑
k=ν

1

(Φ′k(xν))2

2k−2∑
m=0

λ(k−1)m

((
1 + hk,ν(2k − ν − 1)h

)
µ(2)
m − hk,νµ

(2)
m+1

)
and

Bν =

n∑
k=ν

1

(Φ′k(xν))2

2k−2∑
m=0

λ(k−1)m

(
µ
(2)
m+1 − (2k − ν − 1)hµ(2)

m

)
,

where µ(2)
m =

∫ b
a
w(x)(x− a− h)mdx and hk,ν , Φ′k(xν), and λ(k)m are given by (4.3), (4.1),

and (4.4), respectively.

Case 3◦. Since xν =a+
(
ν − 1

2

)
h, h= b−a

n , and c(k)j = hk−js(k, j), for j=0, 1, . . . , k,
we have

(4.5) Φk(x)2 =

2k∑
m=0

λ(k)m

(
x− a− h

2

)m
, λ(k)m = h2k−m

m∑
j=0

s(k, j)s(k,m− j)

as well as

sk =

2k−2∑
m=0

λ(k−1)m µ(3)
m , rk =

2k−2∑
m=0

λ(k−1)m

(
µ
(3)
m+1 +

(
a+

h

2

)
µ(3)
m

)
,

where µ(3)
m =

∫ b
a
w(x)(x − a − h/2)mdx. In addition, 2xk − xν = a + (2k − ν − 1/2)h,

and Φ′k(xν) is the same as in (4.1).
COROLLARY 4.3. The coefficientsAν andBν , for ν = 1, . . . , n, in the weighted Hermite-

Newton quadrature rule of the form (3.1) with equidistant nodes xν = a +
(
ν − 1

2

)
h and

h = (b− a)/n are given by

Aν =

n∑
k=ν

1

(Φ′k(xν))2

2k−2∑
m=0

λ(k−1)m

((
1 + hk,ν(2k − ν − 1)h

)
µ(3)
m − hk,νµ

(3)
m+1

)
and

Bν =

n∑
k=ν

1

(Φ′k(xν))2

2k−2∑
m=0

λ(k−1)m

(
µ
(3)
m+1 − (2k − ν − 1)hµ(3)

m

)
,

where µ(3)
m =

∫ b
a
w(x)(x−a−h/2)mdx and hk,ν , Φ′k(xν), and λ(k)m are given by (4.3), (4.1),

and (4.5), respectively.
As an illustration, let us present the program code in MATHEMATICA for the nodes and

weights of Corollary 4.1:
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Nn1[n_,a_,b_,w_]:=Module[{h=(b-a)/(n-1),mu,x,k,m,nu,AF,La,
hk,nodes,vekA,vekB,Aw,Bw},

mu=Table[Integrate[(x-a)^m w[x],{x,a,b}],{m,0,2n-1}];
AF=Table[h^(k-1)If[k==1,1,Sum[j StirlingS1[k,j]

If[nu==1&&j==1,1,(nu-1)^(j-1)],{j,1,k}]],
{nu,1,n},{k,nu,n}]//Simplify;

La[m_,k_]:=h^(2k-m)Sum[StirlingS1[k,j]
StirlingS1[k,m-j],{j,0,m}]//Simplify;

hk[nu_,k_]:=2/h If[k==1,0,Sum[If[i==nu,0,1/(nu-i)],{i,1,k}]];
vekA=Table[Sum[La[m,k-1]((1+hk[nu,k](2k-nu-1)h)mu[[m+1]]

-hk[nu,k]mu[[m+2]]),{m,0,2k-2}],{nu,1,n},{k,nu,n}]
//Simplify;

vekB=Table[Sum[La[m,k-1](mu[[m+2]]-(2k-nu-1)h mu[[m+1]]),
{m,0,2k-2}],{nu,1,n},{k,nu,n}]//Simplify;

nodes=Table[a+(k-1)h,{k,1,n}];
Aw=Table[(1/AF[[nu]]^2).vekA[[nu]],{nu,1,n}]//Simplify;
Bw=Table[(1/AF[[nu]]^2).vekB[[nu]],{nu,1,n}]//Simplify;
Return[{nodes,Aw,Bw}];]

Consider the following weight functions

w1[x_]:= 1;
w2[x_]:= x^2;
w3[x_]:= Abs[x];
w4[x_]:= Exp[x];
w5[x_]:= Cos[Pi x/2];
w6[x_]:= x^(-1/2)Log[1/x];
w7[x_]:= Cos[100 Pi x];

where the last one is not a standard (nonnegative) weight function.

Note that in the case when a symbolic integration of the moments µ(1)
m is not possible, a

numerical calculation must be included in the above subprogram. Now, using the given code,
we can obtain the following results for some selected number of nodes, intervals, and weights:

In[1]:= {nodes, Aw, Bw} = Nn1[6, -1, 1, w1]

Out[1]:=
{{

-1,-
1

5
,
1

5
,
3

5
,1

}
,
{ 63817

456192
,

5125

16896
,
15875

28512
,

5125

16896
,
63817

456192

}
,

{ 493

88704
,-

12575

266112
,-

2725

66528
,

2725

66528
,
12575

266112
,-

493

88704

}}
In[2]:= {nodes, Aw, Bw} = Nn1[5, -1, 1, w3]

Out[2]:=
{{

-1,-
1

2
,0,

1

2
,1

}
,

{ 22

135
,
32

135
,
1

5
,
32

135
,
22

135

}
,

{ 1

120
, -

2

45
,0,

2

45
,-

1

120

}}
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In[3]:= {nodes, Aw, Bw} = Nn1[5, 0, 1, w6]

Out[3]:=
{{

0,
1

4
,
1

2
,
3

4
, 1

}
,
{ 221236741818208

87932340851355
,
383158808363008

816514593619725
,

343823093248

586396035225
,
447163627421696

1143120431067615
,
212846917630988

5715602155338075

}
{ 11420487293024

381040143689205
,-

56651333531648

381040143689205
,-

29241181511936

211688968716225
,

-
4242817583104

112070630496825
, -

3744788102368

1905200718446025

}}
EXAMPLE 4.4. For the numerical evaluation of the integral

I(f) =

∫ 1

0

1√
x

log
1

x
sin

πx

2
dx = 0.647952924373512041464893645 . . . ,

if we apply the quadrature rule (3.1) with respect to the weight function w(x) = w6(x) =
x−1/2 log(1/x) on (0, 1), then the obtained quadrature sums

Qn(f) =

n∑
ν=1

(Aνf(xν) +Bνf
′(xν)) , n = 2, 4, 6, 8, 10,

as well as the corresponding relative errors

errn(f) =

∣∣∣∣Qn(f)− I(f)

I(f)

∣∣∣∣ , n = 2, 4, 6, 8, 10,

for f(x) = sin(πx/2) are displayed in the Tables 4.1 and 4.2, respectively. Note that the digits
in the error that are underlined and the numbers in parenthesis indicate the decimal exponents.
As we can observe, the convergence of the quadrature sums is very fast.

TABLE 4.1
Quadrature sums Qn(f) for f(x) = sin(πx/2) and the weight function w6.

n Qn(f)
2 0.64043984167600953459352044293
4 0.64795281970675867596236728562
6 0.64795292437311740461895795031
8 0.64795292437351204091373653691

10 0.64795292437351204146489330692

TABLE 4.2
Relative errors errn(f) in the quadrature sums Qn(f) for f(x) = sin(πx/2) and the weight function w6.

n 2 4 6 8 10
errn(f) 1.16(−2) 1.62(−7) 6.09(−13) 8.51(−19) 5.22(−25)

EXAMPLE 4.5. Now consider integrals with respect to the oscillatory weight function
w(x) = w7(x) = cos(100πx) on [−1, 1]. Let f(x) = ex−2x

2

. The graph of the corresponding
integrand is displayed in Figure 4.1, and the exact value is equal to∫ 1

−1
w(x)f(x)dx = −

√
2π

4
e

1
8−1250π

2

<
(

erf
(

5(1 + 20iπ)

2
√

2

)
+ erf

(
3 + 100iπ

2
√

2

))
,

= −0.000013704444068348439086764865782 . . . ,
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FIG. 4.1. Integrand x 7→ ex−2x2 cos(100πx) on [−1, 1].

TABLE 4.3
Relative errors errn(f) and err2n(f) in the quadrature sums Qn(f) and Q2n(f), respectively, for the

integrand f(x) = ex−2x2 and the oscillatory weight function w7(x) = cos(100πx).

n 4 6 8 10 12 14
errn(f) 9.57(−5) 2.45(−6) 8.61(−7) 3.53(−8) 6.67(−10) 7.45(−12)
err2n(f) 8.73(−3) 8.42(−4) 3.39(−5) 5.70(−7) 5.68(−9) 3.79(−11)

where erf(z) is the error function defined by

erf(z) =
2√
π

∫ z

0

e−t
2

dt.

By applying the quadrature rule (3.1) with respect to the weight function cos(100πx)
on [−1, 1] for the above integral for n = 4, 6, 8, 10, 12, 14, we obtain quadrature sums with
relative errors given in Table 4.3. In order to compare these results with the ones obtained by
the weighted Newton-Cotes formula at 2n-points (see [13, Theorem 2.1]),

(4.6)
∫ 1

−1
w(x)f(x)dx ≈ Q2n(f) =

2n∑
ν=1

Wkf(xk),

we also consider the corresponding relative errors

err2n(f) =

∣∣∣∣Q2n(f)− I(f)

I(f)

∣∣∣∣ ,
which are also given in Table 4.3. Note that the complexity of the quadrature formulas (3.1)
and (4.6) is the same, but the quadrature sums Qn(f) show slightly faster convergence.

5. Weighted Hermite quadrature rules with geometric nodes. In this case, we as-
sume that the nodes have a geometric distribution as {xν}nν=1 = {aqν−1}nν=1, where
q = n−1

√
b/a. By using the q-binomial theorem, we have recently obtained explicit expressions

of the coefficients {Aν}nν=1 in the quadrature formula [13]∫ b

a

f(x)w(x)dx =

n∑
ν=1

Aνf(xν) +Rn(f).
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We now present the quadratures of the form (3.1) for the geometric nodes. First, according
to Cauchy’s q-binomial theorem [10], we have

(5.1) (x; q)k =

k∏
i=1

(1− xqi−1) =

k∑
j=0

(−1)j
[
k

j

]
q

q(
j
2)xj ,

in which[
k

j

]
q

=
(q; q)k

(q; q)j(q; q)k−j
,

(
j

2

)
=
j(j − 1)

2
, (q; q)k =

k∏
i=1

(1− qi).

If we set in (5.1) x = t/a and q → 1/q, then(
t

a
;

1

q

)
k

=

k∏
i=1

(
1− t

aqi−1

)
=

k∑
j=0

(−1)j
[
k

j

]
1/q

q−(j2)a−jtj ,

which yields

(5.2)
k∏
i=1

(
t− aqi−1

)
= (−a)kq

k(k−1)
2

k∑
j=0

(−1)j
[
k

j

]
1/q

q−
j(j−1)

2 a−jtj .

On the other hand, since [
k

j

]
1/q

= q−j(k−j)
[
k

j

]
q

,

the polynomials (5.2) finally change to

(5.3) Φk(x) =

k∏
i=1

(
x− aqi−1

)
=

k∑
j=0

(−a)k−j
[
k

j

]
q

q(
k−j
2 )xj , k = 1, . . . , n,

where Φ0(x) = 1. Therefore, we have

(5.4) c
(k)
j = (−a)k−j

[
k

j

]
q

q(
k−j
2 ).

By using (5.3), the following items can be computed straightforwardly:

Φ′k(xν) = Φ′k(aqν−1) = ak−1q
k2−k−2ν+1

2

k∑
j=1

(−1)k−jj

[
k

j

]
q

q
j2+(2ν−1−2k)j

2 ,

2xk − xν = a
(
2qk−1 − qν−1

)
,

(5.5)

as well as Φk(x)2 =
2k∑
m=0

λ
(k)
m xm, where, according to (3.5) and (5.4),

λ(k)m =

m∑
j=0

(−a)k−j
[
k

j

]
q

q(
k−j
2 )(−a)k−m+j

[
k

m− j

]
q

q(
k−m+j

2 )

= (−a)2k−mqk
2−k(m+1)+ 1

2m(m+1)
m∑
j=0

[
k

j

]
q

[
k

m− j

]
q

qj(j−m).

(5.6)
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The integrals rk and sk are given in this case by (3.8) and (3.9), where

h1,1 = 0 and hk,ν =
Φ′′k(xν)

Φ′k(xν)
=

2q

a

k∑
i=1
i 6=ν

1

qν − qi
, 2 ≤ ν ≤ k ≤ n.

COROLLARY 5.1. The coefficients Aν and Bν , for ν = 1, . . . , n, in the weighted Hermite
quadrature formula∫ b

a

w(x)f(x)dx =

n∑
ν=1

(
Aνf(aqν−1)) +Bνf

′(aqν−1)
)

+Rn(f)

are given by

Aν =

n∑
k=ν

1

(Φ′k(xν))2

2k−2∑
m=0

λ(k−1)m

(
−2q

a
τk,νµm+1 +

(
1 + 2(2qk − qν)τk,ν

)
µm

)
and

Bν =

n∑
k=ν

1

(Φ′k(xν))2

2k−2∑
m=0

λ(k−1)m

(
µm+1 −

a

q
(2qk − qν)µm

)
,

where µm =
∫ b
a
w(x)xmdx,

τ1,1 = 0, τk,ν =

k∑
i=1
i 6=ν

1

qν − qi
, 2 ≤ ν ≤ k ≤ n,

and λ(k−1)m and Φ′k(xν) are computed by (5.6) and (5.5), respectively.

6. Standard Gauss-Christoffel quadrature rules. Let us consider the general form of
the quadrature formula (3.1) with the coefficients Aν and Bν as

Aν =

∫ b

a

w(x)Hν,0(x)dx and Bν =

∫ b

a

w(x)Hν,1(x)dx,

in which the polynomials Hν,0(x) and Hν,1(x) are defined by

Hν,0(x) =

n∑
k=ν

(
Φk−1(x)

Φ′k(xν)

)2

(1− (x− 2xk + xν)hk,ν)

and

Hν,1(x) =

n∑
k=ν

(
Φk−1(x)

Φ′k(xν)

)2

(x− 2xk + xν),

where hk,ν is given by (2.8). According to (1.4), for these polynomials the following alternative
expressions

Hν,0(x) =
1− hn,ν(x− xν)

Φ′n(xν)2

(
Φn(x)

x− xν

)2

and Hν,1(x) =
Φn(x)

Φ′n(xν)2
· Φn(x)

x− xν

hold, and they can be represented in terms of the polynomials Φk(x), for k = 0, 1, . . ., as

Hν,0(x) =
1− hn,ν(x− xν)

Φ′n(xν)2

( n∑
k=ν

γ
(ν)
n,kΦk−1(x)

)2

, ν = 1, . . . , n,
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and

Hν,1(x) =
Φn(x)

Φ′n(xν)2

n∑
k=ν

γ
(ν)
n,kΦk−1(x), ν = 1, . . . , n,(6.1)

where

γ
(ν)
n,k =

n∏
j=k+1

(xν − xj), for ν ≤ k ≤ n− 1, and γ(ν)n,n = 1.

Let {πk}+∞k=0 be a system of monic polynomials orthogonal with respect to the inner
product defined by

(f, g) =

∫ b

a

w(x)f(x)g(x)dx, f, g ∈ L2
w(a, b).

THEOREM 6.1. The quadrature formula (3.1) reduces to the Gauss-Christoffel quadrature
rule with respect to the weight function w : (a, b)→ R+ as∫ b

a

w(x)f(x)dx =

n∑
ν=1

Aνf(xν) +Rn(f),

if and only if the nodes {xν}nν=1 are such that

(6.2) (Φn,Φk) =

∫ b

a

w(x)Φn(x)Φk−1(x)dx = 0, k = 1, 2, . . . , n.

Proof. Suppose that the orthogonality relations (6.2) hold. Since the span of the polynomi-
als Φ0(x), Φ1(x), . . ., Φn−1(x) constitutes the space of all polynomials of degree at most n−1
(the set Pn−1), this means that Φn(x) is orthogonal to Pn−1 and therefore Φn(x) = πn(x).
Then, due to (6.1), the coefficients Bν vanish, i.e.,

Bν =

∫ b

a

w(x)Hν,1(x)dx =
1

Φ′n(xν)2

n∑
k=ν

γ
(ν)
n,k(Φn,Φk−1) = 0, k = 1, 2, . . . , n,

and the coefficients Aν reduce to Christoffel numbers (cf. [6, §1.4.2] and [15, p. 115]), i.e.,

Aν =

∫ b

a

w(x)Hν,0(x)dx =

∫ b

a

w(x) (1− hn,ν(x− xν))

(
πn(x)

π′n(xν)(x− xν)

)2

dx

=

∫ b

a

w(x)
πn(x)

π′n(xν)(x− xν)
dx = λn,ν .

Conversely, from the conditions Bν = 0, for ν = 1, . . . , n, the orthogonality relations (6.2)
follow directly.

7. Gaussian quadrature rules using only function derivatives. In this section, we
consider a class of quadrature formulas (3.1) for which the weight coefficients satisfy Aν = 0,
for ν = 1, . . . , n, i.e., when

(7.1)
∫ b

a

w(x)f(x)dx =

n∑
ν=1

Bνf
′(xν) +Rn(f).
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Note that in (7.1) a restriction on the functions f is, however, needed. A general class of
quadratures with m-th derivative instead of the first one have been recently considered in
[12, 16, 24]. Such quadratures need to be restricted to a class of functions f with a zero of
order m at some point x = λ (∈ R), i.e., functions of the form f(x) = (x− λ)mg(x). Such a
quadrature formula ∫ b

a

w(x)f(x)dx =

n∑
ν=1

Bνf
(m)(xν) +Rn,m(f),

is exact for all polynomials of degree at most 2n + m − 1 and is indeed equivalent to the
Gaussian formula∫ b

a

w(x)(x− λ)mg(x)dx =

n∑
ν=1

Bν

(
g(x)

(x− λ)m

) ∣∣∣∣
x=xν

, g ∈ P2n−1.

Here, we are only interested in the case m = 1. In order to satisfy the condition f(λ) = 0,
instead of (7.1), we can consider the following Gauss-Christoffel quadrature formula

(7.2)
∫ b

a

w(x)(f(x)− f(λ))dx =

n∑
ν=1

Bνf
′(xν) +Rn,1(f).

The main idea in (7.2) is to transform the integral on the left-hand side to an integral of
f ′(t) (or in general of f (m)(t)) with respect to another weight function t 7→ ρ(t) supported on
some interval on the real line and then to construct a Gaussian quadrature with respect to this
weight function, i.e., we have

(7.3)
∫ b

a

w(x)(f(x)− f(λ))dx =

∫
R
f ′(t)ρ(t)dt =

n∑
ν=1

Bνf
′(xν) +Rn,1(f).

Following [16] (Lemma 2.2 and Theorem 3.1) we here distinguish three cases.
Case 1◦: For λ ≤ a, the function ρ(t) is supported and positive on (λ, b) and can be

represented as

ρ(t) =

∫ b

max{a,t}
w(x)dx.

In this case, the quadrature formula (7.3) exists uniquely with all weights Bν positive and all
nodes xν belonging to the interval (λ, b).

Case 2◦: For λ ≥ b, the function ρ(t) is supported and negative on (a, λ) and can be
expressed as

ρ(t) = −
∫ min{b,t}

a

w(x)dx.

In this case, the quadrature formula (7.3) exists uniquely with all weights Bν negative and all
nodes xν belonging to the interval (a, λ).

Case 3◦: For a < λ < b, the function ρ(t) is supported on (a, b) and is negative on (a, λ)
and positive on (λ, b) such that we have

ρ(t) =


−
∫ t
a
w(x)dx, t < λ,∫ b

t
w(x)dx, t > λ.
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In the first two cases, 1◦ and 2◦, the (monic) orthogonal polynomials πk for k = 0, 1, . . . ,
with respect to the positive (negative) weight function t 7→ ρ(t) on (λ, b) (and/or (a, λ)) exist
uniquely and satisfy the three-term recurrence relation

(7.4) πk+1(t) = (t− αk)πk(t)− βkπk−1(t) k = 0, 1, . . . ,

with π0(t) = 1 and π−1(t) = 0. The coefficient β0 can be arbitrary, but it is convenient to
put β0 = µ0 =

∫
R ρ(t)dt. Knowing the first N recursion coefficients in (7.4), we can obtain

the nodes xν and the weights Bν in (7.3) for any number of nodes n ≤ N . In other words,
the nodes xν are eigenvalues of the following symmetric tridiagonal Jacobi matrix (cf. [15,
pp. 325–328])

(7.5) Jn =



α0

√
β1 O√

β1 α1

√
β2

√
β2 α2

. . .
. . . . . .

√
βn−1

O
√
βn−1 αn−1

 ,

and the weight coefficients Bν are given by Bν = β0v
2
ν,1, ν = 1, . . . , n, where vν,1 is the

first component of the eigenvector vν = [vν,1 . . . vν,n]T corresponding to the eigenvalue xν
and normalized such that vT

ν vν = 1. The most popular method for solving this eigenvalue
problem is the Golub-Welsch procedure obtained by a simplification of the QR algorithm [7].
Unfortunately, the coefficients in (7.5) are known explicitly only for some narrow classes of
weight functions (e.g., for weights of the classical orthogonal polynomials). In other cases,
the so-called strongly non-classical cases, the recursion coefficients must be constructed
numerically (cf. [5, 6], [15, pp. 159–166]), though the main problem is a numerical instability
of such algorithms. However, because of progress in symbolic computations and variable-
precision arithmetic, the recursion coefficients can be directly generated by using the original
Chebyshev method of moments (cf. [15, pp. 159–166]), and instability problems can be
eliminated. Respectively, symbolic/variable-precision software for orthogonal polynomials
and Gaussian (and similar) quadratures is available. In this regard, the MATHEMATICA
package OrthogonalPolynomials (see [1] and [17]) is downloadable from the web site
http://www.mi.sanu.ac.rs/˜gvm/. Also, there is Gautschi’s software in MATLAB
(the packages OPQ and SOPQ).

In the last case 3◦, according to [16, Lemma 2.2], we cannot claim the existence of orthog-
onal polynomials with respect to the variable-signed weight function ρ(t) when λ ∈ (a, b);
see also [22]. However, if such (formal) orthogonal polynomials exist, the positions of their
zeros can be characterized. Namely, then there is at most one zero outside the interval (a, b)
(see [16, Lemma 2.3]). The above mentioned software can be applied for this case, too.

EXAMPLE 7.1. As an illustration, we here consider the integration of the function
f(x) = (x2 + x) cos(2πx) with respect to the weight function w(x) = 1/

√
x(1− x) on

(0, 1). The exact value of this integral can be expressed in terms of the Bessel function of the
first kind as

(7.6) I(f) =

∫ 1

0

f(x)√
x(1− x)

dx =
1

4
(J1(π)− 4πJ0(π)),

whose numerical value is

I(f) = 1.026 958 825 993 784 301 185 457 201 824 367 747 762 156 236 945 489 773 . . .
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Now, for different values of λ (see the mentioned cases 1◦– 3◦), we construct the quadra-
ture formula (7.3). First, we compute the coefficients αk and βk for k = 0, 1, . . . , n− 1 (the
lists al and be) in the three term-recurrence relation (7.4) in a symbolic form by the standard
Chebyshev algorithm (cf. [15, pp. 160–162]) and use the list of the first 2n moments (momen)
of the new weight function t 7→ ρ(t),

µk =

∫
R
tkρ(t)dt, k = 0, 1, . . . , 2n− 1.

The above procedure can be implemented in the MATHEMATICA package Orthogonal
Polynomials in a very simple way, i.e.,
<< orthogonalPolynomials‘

momen=Table[<expression for moments>,{k,0,59}];
{al,be}=aChebyshevAlgorithm[momen, Algorithm -> Symbolic]
pq[n_]:=aGaussianNodesWeights[n,al,be,

WorkingPrecision -> 75,Precision -> 70]
xB = Table[pq[n],{n,5,40,5}];

where we put n = 30 and WorkingPrecision->75 in order to obtain very precise
quadrature parameters (nodes and weights) with Precision->70. These parameters are
calculated for n = 5(5)30, so that xB[[1]][[1]] and xB[[1]][[2]] give lists of nodes
and weights for the five-point formula and xB[[2]][[1]] and xB[[2]][[2]] for the
ten-point formula, etc.

The case λ = −1. Here, λ < a = 0 and

ρ(t) =

∫ 1

max{0,t}

1√
x(1− x)

dx = 2 arccos
(√

max(0, t)
)
, t ∈ (−1, 1),

so that the moments are computed as

µk =

∫ 1

−1
tkρ(t)dt =

π

k + 1

(
2k + 1

22k+1(k + 1)

(
2k

k

)
+ (−1)k

)
, k = 0, 1, . . .

The obtained recursive coefficients are

α0 = − 5

24
, α1 = − 119

3432
, α2 = − 2588947

500663592
, α3 = − 18183033185659091

2601142907689630728
,

α4 = − 16660602648917486659428389005

12374546257472054675525600048952
, etc.,

and

β0 =
3π

2
, β1 =

143

576
, β2 =

437643

1635920
, β3 =

106240541891341

429030325805760
,

β4 =
3948454526733515000396961

15454911084074619460737532
, etc.

The obtained quadrature parameters for n = 5 are given in Table 7.1 (rounded to 13
digits in order to save space). The numbers in parenthesis indicate the decimal exponents. By
applying these quadratures for n = 5(5)30 to the integral (7.6), we obtain the relative errors
in the quadrature sums Qn(f ; a) =

∑n
ν=1Bνf

′(xν) as

errn(f) =

∣∣∣∣Qn(f)− I(f)

I(f)

∣∣∣∣ ,
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TABLE 7.1
Quadrature parameters xν and Bν , ν = 1, . . . , n, for the five-point formula and λ = −1 and λ = 0.

λ = −1 λ = 0
ν xν Bν xν Bν
1 −9.119264901649(−1) 6.984430414679(−1) 4.051762756031(−2) 2.854763299970(−1)
2 −5.677211568774(−1) 1.402798250672 2.065790376113(−1) 4.838056902117(−1)
3 −7.435701119674(−2) 1.551924819771 4.595835340537(−1) 4.512164268183(−1)
4 4.471396544544(−1) 8.276932280684(−1) 7.257355103578(−1) 2.706370295031(−1)
5 8.503502175341(−1) 2.315296404048(−1) 9.258643615236(−1) 7.966085026479(−2)

TABLE 7.2
Relative errors errn(f) in the quadrature sums Qn(f) with n nodes and λ = −1, λ = 0, and λ = 1/4.

λ n = 5 n = 10 n = 15 n = 20 n = 25 n = 30
−1 2.43(−1) 1.06(−7) 1.58(−16) 6.92(−27) 2.27(−38) 965(−51)
0 6.61(−4) 1.91(−13) 2.47(−25) 9.91(−39) 3.06(−53) 1.24(−68)

1/4 1.90(−3) 3.95(−14) 1.87(−25) 2.06(−38) 7.81(−54) 1.00(−68)

which are given in Table 7.2. Note that in this case f(−1) = 0. The graph of the weight
function t 7→ ρ(t) is displayed in Figure 7.1 (left).

A faster convergence of the quadrature sums can be achieved if one takes λ = a = 0. In
this case, the support of the weight ρ is [0, 1] and the recursive coefficients are respectively

α0 =
3

8
, α1 =

51

104
, α2 =

133815

269672
, α3 =

9334413039

18745294856
, α4 =

161968155364209543

324766924323367688
,

α5 =
57353894498614098089458862823

114909564812095185392492842088
, etc.,

and

β0 =
π

2
, β1 =

13

192
, β2 =

2593

40560
, β3 =

951542397

15060973760
, β4 =

116488901494177

1852006876475868
,

β5 =
7223105211594719390287525

115085800836027552065920704
, etc.

The corresponding quadrature parameters for n = 5 are also given in Table 7.1 and the
relative errors in the quadrature sums for n = 5, 10, 15, 20, 25, 30 are presented in Table 7.2.
Again, note that in this case f(0) = 0. The cases when λ ≥ b = 1 are similar to the previous
ones.

The case λ = 1/4. Here λ ∈ (0, 1). According to the case 3◦, the variable-signed
weight function ρ(t) is given by

ρ(t) =

−2 arcsin
(√
t
)
, t < λ,

2 arccos
(√
t
)
, t > λ,

whose graph is shown in Figure 7.1 (right). An application of the package OrthogonalPoly-
nomials gives the recursive coefficients for these formal orthogonal polynomials as
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FIG. 7.1. Graphs of the weight functions t 7→ ρ(t) for λ = −1 (left) and λ = 1/4 (right).

α0 =
5

8
, α1 =

29

8
, α2 = −58397

20152
, α3 =

15282294221

20624181512
, α4 =

126387190198565645

63888958325694728
,

α5 = −25827671585782048132436494205

20768978505647158556943167032
, etc.,

and

β0 =
π

4
, β1 =

1

192
, β2 = −2519

240
, β3 = − 82897911

14213608640
, β4 =

19656465118609

2375528174673948
,

β5 = −8512291231509057130058975

3472259566251830421760704
, etc.

For example, we have

π0(t) = 1,

π1(t) = t− 5

8
,

π2(t) = t2 − 17

4
t+

217

96
,

π3(t) = t3 − 27249

20152
t2 +

88767

201520
t− 6191

644864
,

π4(t) = t4 − 4284415

2046862
t3 +

166006371

114624272
t2 − 82709209

229248544
t+

53178473

2619983360
,

π5(t) = t5 − 254161901255

62426248888
t4 +

14109610232965

2528263079964
t3 − 86691796853035

26968139519616
t2

+
183835282649245

251702635516416
t− 726230965975195

18122589757181952
, etc.

As we pointed out, at most one zero of πk(t), k ≥ 1, can be outside the interval (0, 1).
For instance, the zeros of π5(t) (rounded to 20 decimal digits) are{

0.078501934788162978283, 0.41239004873647849422, 0.68442277490968688952,

0.91117498647961796404, 1.9849049933955140211
}
,
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and the last one is outside the interval (0, 1). Since, the corresponding “weight” coefficients
are{
− 0.086473771606841885719, 0.45012324213407132278, 0.31863469789365847822,

0.10311387609344687634, 1.1888311351799918580× 10−7
}
,

we see that the contribution of this node in the quadrature sum is approximately negligible. In
the last row of Table 7.2, we computed the relative errors of the quadrature sums, which are
obtained by this kind of formal orthogonal polynomials where f(1/4) = 0.
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