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SOLUTION OF COUPLED DIFFERENTIAL EQUATIONS ARISING FROM
IMBALANCE PROBLEMS∗

JENNY NIEBSCH†, RONNY RAMLAU†, AND KIRK M. SOODHALTER†

Abstract. We investigate the efficient solution of a set of coupled ordinary differential equations arising from a
model describing vibrations of a wind turbine induced by imbalances of its spinning blades. The Forward Problem
(computing vibrations from imbalances) admits a coupled integral equation formulation. Each integral equation is
solved over the same underlying Hilbert space H. We observe that these coupled integral equations can be represented
as one compact operator acting on the tensor product space RN ⊗H, where N is the number of coupled equations. A
Galerkin discretization leads to a linear system of dimension nN with corresponding Kronecker product structure,
where n is the number of basis elements used to discretize H. Such systems can be solved using a variety of techniques
which exploit the Kronecker structure. We demonstrate the effectiveness of exploiting the tensor structure with
numerical experiments and show that our results agree with data recorded from actual wind turbines.
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1. Introduction and motivation. Any type of rotating machinery, from small devices
such as vacuum pumps to large ones such as wind turbines, endures the effects of imbalances.
A mass imbalance p0 can be described as an additional mass m that is located at a distance r
from the center of rotation and at an angle ϕ from a chosen zero angle, p0 = mreiϕ. If such
an eccentric mass rotates with a certain rotational frequency f or angular velocity ω = 2πf ,
it induces forces that cause displacements in the form of vibrations of the same frequency.
Provided that measurements for the vibrations are available, one can attempt to identify the
imbalance and eliminate or reduce it through the placement of counterweights. It is clear
that the reduction or removing of such imbalances is quite important in terms of secure and
economic operation of rotating machinery.

The detection and elimination of imbalances in rotating machinery gives rise to two
mathematical problems:

1. The Forward Problem of computing the vibrations for known imbalances and
2. The Inverse Problem of computing the imbalances from the vibrations which are

usually measured at positions where sensors can be mounted.
This paper focuses on the first problem, the computation of vibrations for known imbalance
distributions. This is of particular interest if one wants to determine the influence of imbalances
on given rotating systems, e.g., to use simulations to define bounds of acceptable imbalances
that still allow the safe operation of the system. The fast computation of an accurate solution
to the Forward Problem is also an important ingredient for the Inverse Problem: as the Inverse
Problem is ill-posed, it needs the application of regularization techniques for its solution.
Popular iterative solvers require multiple applications of the forward operator. However, the
Inverse Problem will be considered in a forthcoming paper.

Mathematically, the connection between the load p(x, t) from an imbalance and the
displacement u(x, t) can be described by a partial differential equation (PDE). Since it is
rarely explicitly solvable, a Finite Element Method can be used to transform it into a system
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of ordinary differential equations (ODEs) of second order; cf. [5]:

(1.1) (Lu)(t, ω(t)) := Mu′′(t, ω(t)) + Du′(t, ω(t)) + Su(t, ω(t)) = p(t, ω(t)),

where ω(t) denotes the angular velocity of the rotation. Each node in the Finite Element model
has the same number of degrees of freedom (DOF). M,D, and S are square matrices of the
dimension N , where N is the number of DOF in the model. They represent mass, damping,
and stiffness properties of the rotating machine under consideration. The vector u is the vector
of the displacements of every DOF; p is the vector of loads or forces induced by imbalances.
In most applications there are only a few nodes where imbalances and thus the forces they
induce can occur. Hence, the vector p is usually sparse.

Due to the unboundedness of the differential operator L in (1.1) and the fact that u is
only given by measurements, usually at discrete time points, the problem cannot be solved
directly. Even small deviations of the measurements, ‖u− uδ‖ < δ, may result in arbitrary
bad approximations Luδ of Lu. Additionally, the angular velocity ω(t) is usually also known
from measurements only, which adds more instability to the evaluation of L. Instead of directly
dealing with (1.1), we transform it into an equivalent operator equation of the form

(1.2) (Tp)(t) = u(t).

This represents the direct problem as the operator T maps an imbalance or rather the load p
induced by an imbalance p0 onto the vibrations u.

In case the angular velocity ω is constant or quasi-static, the transformation from (1.1)
into (1.2) is simple. We can use the fact that the load induced by an imbalance at the kth DOF,
pk0 = mkrke

iϕk , is a harmonic centrifugal force computed by pk(t) = pk0ω
2eiωt. The load

vector for all DOF is then given by

p(t) = p0 · ω2eiωt, p0 = [p1
0, · · · , pN0 ].

Assuming u(t) = u0e
iωt and inserting this into the ODE system (1.1) results in an algebraic

system for the amplitude vector u0 and the imbalance vector p0

(1.3) Tp0 :=

(
−M +

i

ω
D +

1

ω2
S

)−1

p0 = u0.

This system can be reduced in dimension by taking into account the sparse structure of p0

and the fact that u0 can usually only be measured at a few DOF. This case has been treated
previously and applied to several industrial applications, [3, 17, 18].

However, in practice, time measurements of the displacement often only are available for
time dependent ω. For example, modern wind turbines operate with variable speed; a test run
of an aircraft engine is so expensive that it saves a large amount of money if the measurements
of the vibrations can be taken during an idle to maximum cycle or vice versa when the rotating
frequency is continually increasing or decreasing. Such constraints motivate our investigation
of the problem of reconstructing an imbalance distribution from measurements that are taken
with time dependent angular velocity ω(t).

Mathematically the transformation of (1.1) to (1.2) becomes more challenging when ω is
time-dependent. Since the load from an imbalance is now given by

(1.4) p(t) = <(p0[ω2(t) + iω′(t)]ei t ω(t)),

the above used transformation for the case of a constant frequency or angular velocity is no
longer applicable. Additionally, as the frequency is usually measured, the differentiation of
the frequency data induces another instability in the computation of the load.
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There are several approaches to tackle the problem of solving (1.1) with general right-hand
side p(t).

1. The standard method is to transform the system (1.1) of second-order ODEs into a
system of first-order ODEs

x′ = Bx + b,

where

x :=

[
u
u′

]
, B :=

[
0 I

−M−1S −M−1D

]
, b :=

[
0

M−1p

]
.

Formally, the solution of this system is given by

x(t) = eBtx0 +

∫ t

0

eB(t−τ)b(τ)dτ,

cf., e.g., [10], with the initial value vector x0 :=

[
u(0)
u′(0)

]
. Disadvantages of this

approach are that the dimension of the problem is twice as large as the dimension of
the original problem increasing numerical expense; the approach involves differentia-
tion of the data u which is not stable for measured data, and the evaluation of matrix
functions can be quite expensive.

2. Alternatively, numerical ODE solvers based on time step methods can be used.
This also leads to high computational costs and suffers from problems of stability.
Another disadvantage is that the operator T is not explicitly known. Thus, the direct
computation of its adjoint and its derivative is not possible, potentially leading to
further difficulties. Furthermore, the right hand side of the ODE now also depends on
the derivative of the angular velocity, ω′(t), which can only be computed from noisy
measurements and thus leads to unstable results for the ODE solver. Investigations
with this approach did not lead to useful results for this application.

3. A third method is based on ideas presented in [24]. In this thesis, a one-dimensional
initial value problem of the form

(pf ′)′(s) + q(s)f(s) = x(s), f(a) = α, f ′(a) = β,

is solved, with given measurements for f ∈ C2[a, b], known functions p, q ∈ C[a, b],
and x ∈ C[a, b] being the unknown quantity. The equation is transformed into an
integral equation of the first kind. With this approach, one preserves the original
dimension of the problem and avoids differentiation of the data. If the problem is
formulated in suitable Hilbert spaces, then the adjoint operators are easily derived,
and Tikhonov regularization can be employed to solve the Inverse Problem of finding
x in a stable fashion.

We expand this last approach to the N -dimensional setting of (1.1) but without the damping
term Du′(t). Including the damping term would again require the evaluations of computa-
tionally expensive matrix functions of the form exp(M−1D). Our main application is the
area of wind turbines where the damping is in almost all cases negligible. The approach leads
to an equivalent system of coupled integral equations of the same dimension as the original
problem, which will be presented for known and unknown initial values in Section 2. As we
will see in (2.7), the solution of the Forward Problem (i.e., the computation of the vibrations
from known imbalances) itself requires the solution of an Inverse Problem. In Section 3 we
show how the involved integral operator can be described using a tensor product formulation.
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We give a brief summary of tensor products and results that will be useful for the further
handling of our coupled integral equation system. We also show that if we discretize a tensor
product operator through a Galerkin scheme we can write the resulting matrix equations in
terms of Kronecker products. This approach simplifies not only the representation of our
problem but also the computation of adjoint operators and most important the implementation
using Kronecker products. In Section 4 we present the discretization of the Forward Problem
operator and numerical examples.

2. Integral equation formulation of the Forward Problem. In this section we trans-
form the ODE system (1.1) without the damping term into an equation of the form (1.2). We
consider the system of differential equations with initial conditions

Mu′′(t) + Su(t) = p(t),

u(0) = α, u′(0) = β, α, β ∈ RN , t ∈ [0, Te].
(2.1)

Let M = (mij)
N
i,j=1,S = (sij)

N
i,j=1 ∈ RN×N and

u(t) = [u1(t) . . . uN (t)] := (u1(t), . . . , uN (t))T

and p(t) = [p1(t) . . . pN (t)] accordingly be N -dimensional column vectors with functions
as entries. Let ui ∈ C2([0, Te]) and pi ∈ C([0, Te]) for i = 1, . . . , N .

We define the Volterra integral operators K mapping from C[0, Te] → C[0, Te] or
C2[0, Te]→ C[0, Te], respectively, by

(2.2) (Kx)(t) :=

t∫
0

(t− θ)x(θ)dθ,

and K̃ and A mapping from (C[0, Te])
N → (C[0, Te])

N by

K̃p := M−1[Kp1 . . . KpN ],(2.3)

Au := M−1S [−Ku1 . . . −KuN ],(2.4)

where the action of a matrix on a vector of functions is the standard matrix-vector product.
Let I be the identity operator on (C[0, Te])

N .
PROPOSITION 2.1. The equivalent integral equation formulation of (2.1) is given by

(2.5) (K̃p)(t) = [(I−A)u](t)− βt− α for t ∈ [0, Te].

Proof. With
∫
u(t)dt we denote the vector of integrals taken of each component of u.

Thus, integration is commutable with a matrix multiplication. We have

u(t) =

t∫
0

u′(τ)dτ + α, u′(t) =

τ∫
0

u′′(θ)dθ + β.
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Therefore,

u(t) =

t∫
0

 τ∫
0

u′′(θ)dθ + β

 dτ + α

=(2.1)

t∫
0

 τ∫
0

[M−1(p− Su)](θ)dθ

 dτ +

t∫
0

βdτ + α

=

t∫
0

t∫
θ

[M−1(p− Su)](θ)dτdθ + βt+ α

= M−1

t∫
0

t∫
θ

dτ(p− Su)(θ)dθ + βt+ α

= M−1

t∫
0

(t− θ)p(θ)dθ + M−1S

t∫
0

(θ − t)u(θ)dθ + βt+ α

= (K̃p)(t) + (Au)(t) + βt+ α,

and (2.5) follows.
The kernel k(t, θ) = t−θ is continuous on [0, T ]2. Hence the induced integral operatorK

is mapping from C[0, Te]→ C[0, Te] or C2[0, Te]→ C[0, Te], respectively. The continuity
properties are transferred to K̃ and A.

The application of Tikhonov regularization requires the formulation of the problem in
Hilbert spaces.

COROLLARY 2.2. Let H = L2[0, Te],K : H→ H be given as in (2.2). Then the operator
K : H → H is well defined and continuous. Moreover, K is compact. Also the operators
K̃,A : HN → HN as in (2.3) and (2.4) are well defined, continuous, and compact.

Proof. Since the kernel of the integral operator K is continuous on the square [0, Te]
2,

K(L2[0, Te]) ⊂ L2[0, Te], and K : L2[0, Te]→ L2[0, Te] is compact according to the basic
theorems of integral equations; cf., e.g., [4]. The components of the operators K̃ and A are
linear combinations of K and hence also continuous and compact.

So far the integral formulation is presented for known initial values α, β. In most
applications the initial conditions are unknown, and we modify the integral operator K̃ by
concatenating the unknown initial values to the vector of unknown loads p:

K[p, α, β] := K̃p + α+ βt.

Obviously, K inherits the properties of K̃. Therefore we state without a proof the following
corollary.

COROLLARY 2.3. Let H = L2([0, Te]). Then

K : HN × R2N → HN

[p, α, β] 7→ K̃p + α+ βt,(2.6)

is well defined, continuous, and compact.
We can now state the problem of computing u in (2.1) in the form

(2.7) ((I−A)−1K [p, α, β])(t) = u(t),
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for given p ∈ (L2[0, Te])
N provided that K̃p + α+ βt is in the range of (I−A). This is in

particular true if the spectrum of A fulfills σ(A) = {0}. As K is a Volterra operator, we have
σ(K) = {0}, and we will show in Proposition 3.4 that this property is inherited by A.

We see that (2.7) has the form of (1.2) with T = (I−A)−1K, with the difference being
that the function vector p is concatenated with the initial values α and β.

3. Tensor product formulation. We now show that the operators K,A, and (I − A)
can be elegantly described using tensor products. First we will give a brief description of the
formal definition of a tensor product space between two Hilbert spaces and the tensor product
of two operators. Then we demonstrate that the operators K andA can be formulated as tensor
product operators on the space RN ⊗H with H = L2[0, Te] and that they are in B(RN ⊗H),
where B(·) denotes the bounded operators on a given space. We will also present a tensor
product formulation of the equation

(3.1) (I−A)x = y

for an unknown x, which must be solved during the determination of the solution u in (2.7).
From this, we can relate the eigenvalues of A and those of M−1S and −K, allowing us to
determine x when (3.1) is solvable. We then show that when this problem is discretized through
a Galerkin scheme, the discretized matrix equation inherits this tensor product structure,
admitting a Kronecker products representation. We note here that the Kronecker product is
the tensor product in the special case that our underlying Hilbert spaces are real or complex
Euclidean spaces; see Example 3.3.

In this section, let H = L2(Ω), and define L : H→ H to be a compact integral operator
induced by the kernel k(s, t) ∈ H(Ω2) with (Lx)(s) =

∫
Ω
k(s, t)x(t) dt for x ∈ H. Let HN

denote the space of N -tuples of elements of H and let x,y ∈ HN denote two such N -tuples
with

x = [x1 . . . xN ] and y = [y1 . . . yN ]

for x1, x2, . . . , xN , y1, y2, . . . , yN ∈ H, essentially vectors of Hilbert space elements. Let
V = (vij) ∈ RN×N . We define an action of RN×N on HN as matrix multiplication, i.e.,

Vx =

[
N∑
i=1

v1ixi . . .

N∑
i=1

vNixi

]
,

and the operator L : HN → HN by

(3.2) Lx = V [Lx1 . . . LxN ] =

[
N∑
i=1

v1iLxi . . .

N∑
i=1

vNiLxi

]
.

In this setting, K̃ in (2.3) is represented by V = M−1 and L = K, and A in (2.4) by
V = M−1S and L = −K.

3.1. The tensor product between Hilbert spaces. Here we give a brief description of
the formal definition of the tensor product space between two Hilbert spaces, denoted H1

and H2 over the same underlying field (without loss of generality, assumed to be C). The
following summary is derived from [2, 13, 14, 15] and a more complete description of Hilbert
space tensor products can be found in these sources and the references therein. Consider the
Cartesian product set

H1 ×H2 = {(h, k)|h ∈ H1, k ∈ H2} .
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For x ∈ H1 and y ∈ H2, we define the tensor product x ⊗ y to be the conjugate bilinear
functional acting upon H1 ×H2 with x⊗ y : H1 ×H2 → C defined by

(x⊗ y)(h, k) = 〈x, h〉H1
〈y, k〉H2

∀ h ∈ H1 and k ∈ H2.

To define the tensor product space H1 ⊗ H2, we begin by building the space of finite sums
(linear combinations)

S =

{
n∑
i=1

αi(xi ⊗ yi) | αi ∈ C, (xi, yi) ∈ H1 ×H2, and n ∈ N

}

with the operations of addition and scalar multiplication defined by

x1 ⊗ y1 + x2 ⊗ y2 = (x1 + x2)⊗ (y1 + y2)− x1 ⊗ y2 − x2 ⊗ y1 and
α(x1 ⊗ y1) = ((αx1)⊗ y1) = (x1 ⊗ (αy1))

with x1, x2 ∈ H1, y1, y2 ∈ H2, and α ∈ C. Furthermore, the tensor product is distributive
with

x⊗ (y1 + y2) = x⊗ y1 + x⊗ y2 and (x1 + x2)⊗ y = x1 ⊗ y + x2 ⊗ y.

This is a linear space, and the tensor product space is an inner product space when paired with
the inner product

〈x1 ⊗ y1, x2 ⊗ y2〉H1⊗H2
= 〈x1, x2〉H1

〈y1, y2〉H2
,

with the understanding that this implies x⊗ 0H2
= 0H1

⊗ y = 0H1
⊗ 0H2

= 0H1⊗H2
, which

must hold for this to be an inner product.
DEFINITION 3.1. We define the tensor product space H1 ⊗H2 to be the completion of

the space of finite sums S under 〈·, ·〉H1⊗H2
.

We can now define the tensor product of two operators.
DEFINITION 3.2. The tensor product A⊗ B : H1 ⊗H2 → H1 ⊗H2 of two operators

A ∈ B(H1) and B ∈ B(H2) is defined through the action

(A⊗B)(x⊗ y) = Ax⊗By

and we have (A⊗B) ∈ B(H1 ⊗H2).
EXAMPLE 3.3. Let A = (aij)

n
i,j=1 ∈ Rn×n and B = (bij)

m
i,j=1 ∈ Rm×m. The

Kronecker product between A and B, defined by

A⊗B = (aij ·B)ni,j=1 ∈ Rnm×nm

is a matrix representation of an operator acting upon the finite-dimensional tensor product
space Rn ⊗ Rm = Rnm. Note that if x = (xi)

n
i=1 ∈ Rn and y = (yi)

m
i=1 ∈ Rm, then

x⊗ y = (xiy)ni=1 ∈ Rnm.
As we will see in the next section, when we study the tensor product between a finite-

dimensional space and an infinite-dimensional one, RN ⊗H retains the structure seen in Ex-
ample 3.3, consisting of length-N vectors with scalar multiples of (now) infinite-dimensional
elements of H as entries. Elements of B(RN ⊗ H) consist of N × N matrices with scalar
multiples of elements of B(H) as entries, i.e., B(RN ⊗H) = RN×N ⊗ B(H).

Further algebraic properties of tensor product spaces and the tensor product between
operators (some of which we will later use) can be found, e.g., in [2, 13, 14, 15]. We will
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highlight, though, one interesting and useful property relating to eigenvalues of the tensor
product between two bounded operators, which was shown in [2] for the full spectra of the
two operators in the case that H1 = H2, and in [11] for the case H1 = RM1 and H2 = RM2 .

PROPOSITION 3.4. Let A ∈ B(H1) and B ∈ B(H2) be bounded linear operators for the
Hilbert spaces H1 and H2, defined as above. Let λ (A) and λ (B) denote the eigenvalues of A
and B, if indeed any exist. Then the eigenvalues of the tensor product operator A ⊗ B are
precisely

λ (A⊗B) = {α · β | α ∈ λ (A) , and β ∈ λ (B)} .

Proof. Let {(λi, vi)} and {(γi, wi)} be, respectively, the eigenpairs of A and B. Then we
have that

(A⊗B)(vk ⊗ w`) = λkvk ⊗ γ`w` = λkγ`(vk ⊗ w`),

and it holds that vk ⊗ w` is an eigenvector of A ⊗ B with eigenvalue λkγ` for all k, ` ∈ N.
Conversely, suppose that

(A⊗B)(x⊗ y) = β(x⊗ y).

Then we have that

Ax⊗By = β(x⊗ y)

for some β ∈ C, and it must hold that

Ax = β1x and By = β2y such that β = β1β2.

This then implies that x = vk, β1 = λk, y = w`, and β2 = γ` for some k, ` ∈ N. Thus every
such β is of the form λkγ` for some pair k, ` ∈ N.

Furthermore, it has been shown in [14] that operator compactness also carries over to the
tensor product space.

PROPOSITION 3.5. Let A ∈ B (H1) and B ∈ B (H2) be compact operators on H1 and
H2, respectively. Then A⊗B is a compact operator on H1 ⊗H2.

3.2. Tensor product formulation of the coupled integral equations. In this section
we demonstrate that each operator L, defined as in (3.2), can be represented by tensor products,
that L ∈ B(RN ⊗H) and that (3.1) can be formulated as a tensor product operator equation on
the space RN ⊗H. This is applied to K from (2.6) and A from (2.4). We begin by observing
that there is a one-to-one correspondence between HN and the tensor product space RN ⊗H, .

Let {ei}Ni=1 be the canonical Euclidean basis of RN , and let {yj}∞j=1 be an orthonormal
basis for H. Then it follows that for all pairs (i,j), with 1 ≤ i ≤ N and 1 ≤ j, {ei ⊗ yj}i,j is an

orthonormal basis for RN ⊗H. If we choose a =
∑N
i=1 αiei ∈ RN and z =

∑∞
j=1 β̃jyj ∈ H

arbitrarily, then a⊗ z can be represented as

a⊗ z =

(
N∑
i=1

αiei

)
⊗

 ∞∑
j=1

β̃jyj

 =

∞∑
j=1

N∑
i=1

β̃jαi (ei ⊗ yj)

=
∑

1≤i≤N,1≤j

β̃jαi (ei ⊗ yj) .
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Since
{
β̃j

}
j
∈ `2 and

(∑N
i=1 αi

)
is finite, we have that the series converges in the norm

induced by the tensor inner product. Conversely, we have the mapping from the tensor product
space to HN .

η :
∑

1≤i≤N,1≤j

βij (ei ⊗ yj) 7→
[∑∞

j=1 β1jyj
∑∞
j=1 β2jyj · · ·

∑∞
j=1 βNjyj

]
∈ HN .

LEMMA 3.6. Let x ∈ HN and L be defined as in (3.2). Then the action L on x can be
represented as the action of the tensor product operator V⊗L ∈ B(RN⊗H) on

∑N
i=1 ei⊗xi.

Proof. This follows directly from the linearity of the tensor product operator and from the
one-to-one correspondence between Hn and RN ⊗H. We have that

(V ⊗ L)

N∑
i=1

ei ⊗ xi =

N∑
i=1

Vei ⊗ Lxi.

The vector Vei is simply the ith column of the matrix V and therefore can be decomposed in
the canonical basis as Vei =

∑N
j=1 vjiej . It follows then that this can be mapped backed to

an N -tuple in HN as

N∑
i=1

N∑
j=1

vji(ej ⊗ Lxi) 7→
[∑N

i=1 v1iLxi
∑N
i=1 v2iLxi · · ·

∑N
i=1 vNiLxi

]
= Lx.

We can now state the representation of K̃ and A in the following corollary.
COROLLARY 3.7. Let K̃ be defined as in (2.3) and A as in (2.4). Let B := M−1 and

C := M−1S. Then we have

K̃ = B⊗K,
A = C⊗ (−K),

I−A = IN ⊗ IH −C⊗ (−K),(3.3)

and all operators are in B(RN ⊗H).
We note from Proposition 3.5 that A is compact since C is a matrix and K is an integral

operator with continuous kernel. The next corollary provides the tensor representation of K:
COROLLARY 3.8. Let K be defined as in (2.6). Then the tensor representation of K is

given by

K[p, α, β] = (B⊗K)

N∑
i=1

ei ⊗ pi +

N∑
i=1

αiei ⊗ 1 +

N∑
i=1

βiei ⊗ t.

The identity (3.3) leads to a concise statement about the solvability of (3.1), which we
get as a consequence of Fredholm’s theorem. In this context, recall that for a compact operator
Q ∈ L(H), Fredholm’s theorem states that for all λ ∈ R, (λI − Q)x = y is solvable for
y ∈ H if and only if y ⊥ N (λI−Q∗), i.e., if (λ, v) is an eigenpair of Q∗ then it must hold
that 〈y, v〉 = 0.

COROLLARY 3.9. The coupled integral equations (3.1) are solvable if
1. for every eigenvalue γ of C, there does not exist an eigenvalue δ = 1/γ of −K, or
2. such pairs (γ, 1/γ) do exist, and it holds that for all eigenpairs (γ,a) of C∗ and

(1/γ, v) of −K∗ (i.e., (a⊗ v) ∈ N (I−A∗)) we have
〈∑N

j=1 ajyj , v
〉

= 0, where
aj denotes the jth component of a, and yj is the jth component function of the
right-hand side of (3.1).
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Proof. In this discussion, we use the fact that −K is compact and thus has a spectrum
consisting only of a discrete set of eigenvalues and their limit point 0. The matrix C is assumed
to be nonsingular and thus has N nonzero eigenvalues with multiplicity. Therefore,

(IN ⊗ IH −C⊗ (−K))

N∑
i=1

ei ⊗ xi =

N∑
i=1

ei ⊗ yi

is certainly solvable if 1 is not an eigenvalue of C ⊗ (−K), proving Statement 1. From
Proposition 3.5, we know that A is a compact operator. Thus, if 1 is an eigenvalue of A,
then (3.1) is solvable if y ⊥ N (I−A∗). If a⊗v is an eigenvector ofA∗ with eigenvalue 1 then
(according to the Fredholm alternative) for (3.1) to be solvable, we must have 〈y,a⊗ v〉 = 0,
and this must hold for all such a⊗ v. Inserting y =

∑N
j=1 ej ⊗ yj and a = (aj)j yields the

result after some algebraic manipulation of the expression

〈y,a⊗ v〉 =

N∑
j=1

〈ej ,a〉 〈yj , v〉 .

What Corollary 3.9, Case 2, demonstrates is that using the tensor structure of the compact
operator A, the solvability of (3.1) can be characterized as a property in the Hilbert space H
using eigenvectors of CT . If an eigenvector a ⊗ v of A∗ with eigenvalue 1 exists, we
have already seen in the proof of Proposition 3.4 that v is an eigenvector of −K∗ and a is
an eigenvector of CT . Let γ be an eigenvalue of CT with geometric multiplicity k1 with
linearly independent eigenvectors

{
a(1),a(2), . . . ,a(k1)

}
, with a(i) =

(
a

(i)
j

)
j
∈ RN , such

that 1/γ is an eigenvalue of −K∗ with geometric multiplicity k2 with distinct eigenvectors
{v1, v2, . . . , vk2}. It follows then that for all valid pairs (i1, i2) the element ai1 ⊗ vi2 is an
eigenvector of A∗ with eigenvalue 1. What Corollary 3.9 tells us is that for all such eigenvalue
pairs (γ, 1/γ), we have that

∑N
j=1 a

(i1)
j yj ⊥ vi2 must hold for all valid pairs (i1, i2) in order

for (3.1) to be solvable. Thus for each eigenvalue pair (γ, 1/γ) of CT and −K∗, respectively,
the coordinates of the eigenvectors of CT associated to γ determine which linear combinations
of the coordinate functions of y must satisfy a Fredholm-like orthogonality condition with
elements of the nullspace of the resolvent 1

γ I +K∗. Since for each eigenvector a(i) associated
to γ Corollary 3.9 must hold for all eigenvectors of −K∗ associated to 1/γ, we can restate
Statement 2 of Corollary 3.9.

COROLLARY 3.10. For any eigenvalue pair (γ, 1/γ) of CT and −K∗, respectively,
for (3.1) to be solvable, it must hold that for each eigenvector a(i) of CT associated to γ

N∑
j=1

a
(i)
j yi ⊥ N

(
I +

1

γ
K∗
)
.

For the sake of clarity, we will from this point forward explicitly identify

K̃ = B⊗K, A = C⊗ (−K), x =

N∑
i=1

ei ⊗ xi, y =

N∑
i=1

ei ⊗ yi,

and I = IN ⊗ IH.

(3.4)

3.3. Galerkin discretization of the tensor product operator is a Kronecker product.
In this section, we discuss the discretization of (3.1), (I − A)x = y, yielding a finite-
dimensional matrix equation. We demonstrate that for a particular choice of a discretization
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strategy, the resulting matrix equation will have Kronecker product structure, similar to the
observations made; see, e.g., [7, 9, 12, 23]. More generally, approximation theory in tensor
product spaces has been discussed in the literature; see. e.g., [16]. A more general and
thorough discussion of tensor product spaces can be found in, e.g., [8].

Consider the n-dimension subspace Hn ⊂ H with the basis {ψ1, . . . , ψn}, which implic-
itly induces a finite-dimensional subspace of the tensor product space, RN ⊗Hn ⊂ RN ⊗H
with basis {ei ⊗ ψj}j=1,...,n

i=1,...,N implying that dim(RN ⊗ Hn) = nN . We index this basis
with an integer pair, where the (k, `)th element refers to ek ⊗ ψ`. We approximate the so-
lution of (3.1) by the solution of matrix equation using the Galerkin method. We define the
approximation of xi as

x̃i =

n∑
j=1

a
(i)
j ψj ∈ Hn.

We then have the approximate solution

x̃ =

N∑
i=1

ei ⊗ x̃i ∈ RN ⊗Hn.

We further define xi = (〈ψj , xi〉)nj=1 and D = (〈ψi, ψj〉)nij=1 . Then
(
a

(i)
j

)n
j=1

= D−1xi.

Using the notation introduced in (3.4), we compute an approximation x̃ of the solution of (3.1)
with a Galerkin method with {ei ⊗ ψj}j=1,...,n

i=1,...,N serving as the test functions. Testing against
the (k, `)th test function results in the equation

(3.5)

〈
ek ⊗ ψ`,

N∑
i=1

ei ⊗ yi

〉
=

〈
ek ⊗ ψ`, (I−A)

N∑
i=1

ei ⊗ x̃i

〉
.

This leads to a system of nN equations with nN unknowns which, when simplified, has a
convenient Kronecker structure.

LEMMA 3.11. The computation of an approximate solution x̃ of (I−A)x = y using the
Galerkin method with (3.5) leads to the solution of a Kronecker product linear system of the
form

(3.6)
N∑
i=1

ei ⊗ y
i

= [(IN ⊗D)− (C⊗ (−F))]

N∑
i=1

ei ⊗
(
a

(i)
j

)n
j=1

,

where

F = (〈ψi,Kψj〉)nij=1 and y
i

= (〈ψj , yi〉)nj=1 .

Proof. We show that (3.5) can be manipulated, directly leading to (3.6). To begin, we
transform the inner product equation (3.5),〈

ek ⊗ ψ`,
N∑
i=1

ei ⊗ yi

〉
=

〈
ek ⊗ ψ`, (I−A)

N∑
i=1

ei ⊗ x̃i

〉
N∑
i=1

〈ek ⊗ ψ`, ei ⊗ yi〉 =

〈
ek ⊗ ψ`,

N∑
i=1

[ei ⊗ x̃i − (C⊗ (−K)) ei ⊗ x̃i]

〉
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N∑
i=1

〈ek ⊗ ψ`, ei ⊗ yi〉 =

〈
ek ⊗ ψ`,

N∑
i=1

ei ⊗ n∑
j=1

a
(i)
j ψj−Cei ⊗

n∑
j=1

a
(i)
j (−K)ψj

〉 .
From the definition of the inner product of RN ⊗H, we have

N∑
i=1

〈ek, ei〉 〈ψ`, yi〉 =

N∑
i=1

〈
ek ⊗ ψ`,

ei ⊗ n∑
j=1

a
(i)
j ψj −Cei ⊗

n∑
j=1

a
(i)
j (−K)ψj

〉
N∑
i=1

δki 〈ψ`, yi〉 =

N∑
i=1

[〈
ek ⊗ ψ`, ei ⊗

n∑
j=1

a
(i)
j ψj

〉

−

〈
ek ⊗ ψ`,Cei ⊗

n∑
j=1

a
(i)
j (−K)ψj

〉]

〈ψ`, yk〉 =

N∑
i=1

δki〈ψ`, n∑
j=1

a
(i)
j ψj

〉
− 〈ek,Cei〉

〈
ψ`,

n∑
j=1

a
(i)
j (−K)ψj

〉
〈ψ`, yk〉 =

〈
ψ`,

n∑
j=1

a
(k)
j ψj

〉
−

N∑
i=1

cki

〈
ψ`,

n∑
j=1

a
(i)
j (−K)ψj

〉

〈ψ`, yk〉 =

n∑
j=1

[
a

(k)
j 〈ψ`, ψj〉 −

N∑
i=1

ckia
(i)
j 〈ψ`, (−K)ψj〉

]
.

There are nN such equations, and combining them (for all pairs (k, `)) into a vectorized set
of equations yields the same system as that which results from the expansion and subsequent
multiplication of the Kronecker products of (3.6).

REMARK 3.12. We want to emphasize that this Kronecker product structure allows us to
discretize the full problem through the much simpler discretization of H. As we have shown,
it suffices (and is computationally cheaper) to construct the matrices D and F which would
result from the Galerkin discretization of a 1-dimensional problem and then to construct a
discretization of the full problem using Kronecker products.

REMARK 3.13. It should be observed that the Kronecker-product system (3.6) can
be further transformed into generalized Sylvester equations (and in some cases Sylvester
equations) which may be useful for efficient solution when the level of discretization leads
to really large-scale problems [6, 20, 21]. This follows from the fact that for large-scale
problems, we must consider technical limitations, e.g., those on memory or the speed with
which the computer can move data to and from the processor. In our current setting, a
Sylvester formulation would allow iterative methods with a smaller coefficient matrix to be
considered and these methods can take advantage of efficiencies arising from applying the
matrix simultaneously to a block of vectors; see, e.g., [1, 19]. However, this is far beyond the
scope of this paper, and we do not pursue such strategies here.

4. Numerical algorithm for the solution of the Forward Problem. As stated in Re-
mark 3.12, with {ei}Ni=1 the Cartesian basis of RN , the discretization of (2.7) only requires
the discretization of H = L2([0, Te]).

4.1. Basis functions. Let τ = {t1, · · · , tn} be an equidistant n-partition of the time
interval [0, Te] with width h = tk − tk−1. We chose a basis of normalized functions

Ψ = {ψ1(t), · · · , ψn(t)}, t ∈ [0, Te], ‖ψi‖2 = 1, i = 1, · · · , n.
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Then the space L2([0, Te]) is approximated by Ln2 ([0, Te]) = span{ψ1, · · · , ψn}. Each
function f ∈ L2([0, Te]) is approximated by

f(t) ≈ fn(t) =

n∑
j=1

fjψj(t), with (fj)
n
j=1 = D−1(〈f, ψj〉)nj=1,

where 〈·, ·〉 is the inner product in L2([0, Te]). If an orthonormal basis (ONB) is chosen, then
the Gramian matrix D := (〈ψi, ψj〉)i,j=1..n will be the identity matrix, and

fj = 〈f, ψj〉.

Otherwise D can be computed either explicitly or numerically depending on the chosen
basis. For example, for the basis of normed hat functions, D can be computed explicitly and is
given by the tridiagonal matrix

D =



1 1
2
√

2
0 0 0 · · · 0

1
2
√

2
1 1

4 0 0
. . . 0

0 1
4 1 1

4 0
. . . 0

0
. . . . . . . . . . . . . . . 0

0
. . . 0 1

4 1 1
4 0

0
. . . . . . 0 1

4 1 1
2
√

2

0 · · ·
. . . 0 0 1

2
√

2
1


.

4.2. Discretization of the Forward Problem. For discretizing the operator equation
(I−A)−1K [p, α, β] = u from (2.7), we have to

1. project the function pi(t), ui(t), αi, βit, (i = 1, · · · , n) onto Ln2 , and represent them
by the n-dimensional vectors of coefficients of the basis representation,

2. discretize y = K[p, α, β], and
3. solve the discretized version of (I−A)u = y.

In detail, these steps are achieved as follows:
1. Given a function vector p = [p1, · · · , pN ] represented by

∑N
i=1 ei ⊗ pi, and α =∑N

i=1 αiei⊗ 1, βt =
∑N
i=1 βiei⊗ t, we can approximate the functions pi(t), 1, and

t in Ln2 by

pi(t) ≈ pi,n(t) =

n∑
j=1

p
(i)
j ψj(t), 1 ≈ 1n =

n∑
j=1

cjψj(t), t ≈ tn =

n∑
j=1

djψj(t).

Using the abbreviations

p
i

:= (〈pi, ψj〉)nj=1, c := (〈1, ψj〉)nj=1, d := (〈t, ψj〉)nj=1,(4.1)

the coefficient vectors of the basis representation are given by

(p
(i)
j )nj=1 = D−1p

i
, (cj)

n
j=1 = D−1c, (dj)

n
j=1 = D−1d.
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Hence the approximations of p, α1, βt ∈ RN ⊗ H are given by the sums of the
Kronecker products

p ≈
N∑
i=1

ei ⊗D−1p
i
, α ≈

N∑
i=1

αiei ⊗D−1c, βt ≈
N∑
i=1

βiei ⊗D−1d.

In case the hat functions are chosen as basis, the vectors c and d can be computed
explicitly. The vectors of L2-functions u and y are approximated analogously:

u ≈
N∑
i=1

ei ⊗D−1ui, y ≈
N∑
i=1

ei ⊗D−1y
i
.

2. With the definition

F := (〈ψi,Kψj〉)i,j=1,··· ,n ,(4.2)

as in Lemma 3.11 (with analogous proof), the discretization of y = K[p, α, β] is
given in terms of Kronecker products as

N∑
i=1

ei ⊗ y
i

= (B⊗ F)

N∑
i=1

ei ⊗D−1p
i
+ (IN ⊗D)

(
N∑
i=1

αiei ⊗D−1c

)
+

+ (IN ⊗D)

(
N∑
i=1

βiei ⊗D−1d

)
N∑
i=1

ei ⊗ y
i

= (B⊗ F)

(
N∑
i=1

ei ⊗D−1p
i

)
+

N∑
i=1

αiei ⊗ c +

N∑
i=1

βiei ⊗ d.

Here IN ⊗D is the identity on RN ⊗ Ln2 .
Depending on the basis, F will be computed either explicitly or numerically, e.g.,
for the hat functions, Kψi, j = 1, · · · , n, is determined explicitly while the inner
product is computed numerically using the trapezoidal rule; for the trigonometric
functions, F can be computed explicitly, while for wavelets both Kψi and the inner
product are computed numerically. This last mentioned computation is quite time
consuming but can be done in advance.

3. As stated in Section 3. we get the approximate solution of (I−A)u = y by solving
the system with Kronecker products

N∑
i=1

ei ⊗ y
i

= [(IN ⊗D)− (C⊗ (− F))]

N∑
i=1

ei ⊗D−1ui.

Thus, with (u
(i)
j )nj=1 = D−1ui the approximate solution of u in (2.7) is given by

ui,n(t) =

n∑
j=1

u
(i)
j ψj(t), i = 1, · · · , N.

4.3. Algorithm for the solution of the Forward Problem. We can now summarize in
Algorithm 4.1 the algorithm for computing the solution u(t) of the Forward Problem for a
given imbalance load vector p(t) and initial values α and β.
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Algorithm 4.1: Algorithm for the solution of the Forward Problem.
1: Given Te, n, τ and ψj(t), j = 1, · · · , n.
2: Define B = M−1, C = M−1S, D .
3: Compute p

i
, c and d from (4.1), and F from (4.2).

4: Compute
∑N
i=1 ei ⊗ y

i
= (B⊗ F)

(∑N
i=1 ei ⊗D−1p

i

)
+
∑N
i=1 αiei ⊗ c

+
∑N
i=1 βiei ⊗ d.

5: Solve
∑N
i=1 ei ⊗ y

i
= [(IN ⊗D)− (C⊗ (− F))]

∑N
i=1 ei ⊗

(
u

(i)
j

)n
j=1

for(
u

(i)
j

)n
j=1

6: Compute the approximate solution as ũi(t) =
∑n
j=1 u

(i)
j ψj(t), i = 1, · · · , N.

4.3.1. A numerical example with fixed frequency. To verify the algorithm we chose
system matrices M and S from the model of a wind turbine; cf. [18]. The simple structure
of a wind turbines allows to use models with few nodes. In this case the model has only 4
nodes, each node is considered to have 2 degrees of freedom (DOF), i.e., the displacement
in radial direction and the cross section slope. Hence the matrices are of dimension 8 × 8.
The matrices B = M−1 and C = M−1S were computed. The imbalance vector was chosen
as p0 = [0, 0, 0, 0, 20, 0, 250eiπ/6, 0], which means that there is an imbalance at node 4
of 250 kgm at an angle of 30◦ and a second at node 3 of 20 kgm at an angle of 0◦. In
order to compute a reference solution u we chose a constant angular velocity ω = 0.7 · π
rad/s. This corresponds to a revolution frequency of 0.35 Hz. Now the load vector is given
by p(t) = p0ω

2 exp(iωt). As the frequency is constant, the solution u can be computed
explicitly via (1.3) for comparison, and we have the initial values α = u(0) = <(u0) and
β = u′(0) = −ω=(u0) as input parameters.

The time interval [0, 1] was discretized equidistantly with τ = [0 : 0.005 : 1], n = 201,
and hat-functions as well as D were set up accordingly. The vectors c and d were com-
puted explicitly while pi, i = 1, · · · , n, and the matrix F was computed using numerical
integration. Using the MATLAB function kron() for the Kronecker-product, the imple-
mentation for the computation of yi is quite simple. The algorithm produced very good
approximation results especially for the uneven numbered DOF that represent the displace-
ment which is usually the measurable quantity; cf. Figure 4.1. Similar results were achieved
choosing wavelets or trigonometric functions as basis functions. The overall relative error is
‖u− ũ‖2/‖u‖2 ≈ 2.25 · 10−4.

4.3.2. A numerical example with variable frequency. In a second example, we chose
the same matrices and imbalance p0 but a variable angular velocity ω(t) = 0.7π + 0.3 sin(t)
on a time interval [0, 10]s. This choice simulates the situation of a wind turbine when the
frequency of 0.35 Hz is disturbed. The disturbance is modeled by a sine function. The load
vector changes according to (1.4) to p(t) = p0[ω2(t)+ i0.3 cos(t)] exp(itω(t)). In Figure 4.2
the load vector is shown for DOF 7.

The computation of a reference solution is no longer possible. But for comparison we
have the solution for the constant frequency case from the example above with a revolution
frequency of 0.35 Hz. As initial values for the solution we chose the values that were
computed in the same constant frequency case. The computed solution at the DOF 7 is shown
in Figure 4.3 for both cases, variable and constant frequency. Although the load looks more
disturbed by the variable frequency, the deviation in the displacement is less significant.
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FIG. 4.1. Difference of the exact and numerical solution of the Forward Problem for fixed frequency displayed
for DOF 7 (displacement of the uppermost node) and DOF 8 (cross section slope of the uppermost node).

5. Summary and outlook towards the Inverse Problem. The goal of this paper was
the computation of the vibrations of a rotating systems from a given imbalance distribution,
assuming that the angular velocity is time dependent. We showed that the governing math-
ematical model, an ordinary differential equation system of the form (2.1) with unknown
initial conditions can be transformed into an equivalent integral equation presented in (2.7).
The operators involved in the integral equation can be written in terms of tensor products of
a matrix and a one-dimensional integral operator. Besides the elegant notation, the tensor
product representation has the advantage that the discretized version of equation (2.7) only
requires a discretization in the one-dimensional function space L2[0, Te]. Additionally, the
tensor products correspond to Kronecker products in the discretized setting. A numerical
algorithm for the approximate solution of the Forward Problem, i.e., to compute u(t) in (2.7)
for given [p, α, β], is presented and tested with an example inspired by an actual application
for wind turbines.

As a next step, we plan to solve the Inverse Problem of finding p from measurements of u.
Since the Inverse Problem is ill-posed, regularization techniques have to be employed to solve
it. Iterative methods like Tikhonov regularization with a discrepancy principle for the choice
of the regularization parameter require the solution of the Forward Problem several times.
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FIG. 4.2. Load at DOF 7 for variable frequency.

Hence the formulation (2.7) and the derived algorithm for handling the Forward Problem are
important steps towards a reconstruction algorithm.
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