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AN A-PRIORI ERROR ANALYSIS FOR DISCONTINUOUS LAGRANGIAN
FINITE ELEMENTS APPLIED TO NONCONFORMING DUAL-MIXED

FORMULATIONS: POISSON AND STOKES PROBLEMS∗

TOMÁS P. BARRIOS† AND ROMMEL BUSTINZA‡

Abstract. In this paper, we discuss the well-posedness of a mixed discontinuous Galerkin (DG) scheme for
the Poisson and Stokes problems in 2D, considering only piecewise Lagrangian finite elements. The complication
here lies in the fact that the classical Babuška-Brezzi theory is difficult to verify for low-order finite elements, so
we proceed in a non-standard way. First, we prove uniqueness, and then we apply a discrete version of Fredholm’s
alternative theorem to ensure existence. The a-priori error analysis is done by introducing suitable projections of
the exact solution. As a result, we prove that the method is convergent, and, under standard additional regularity
assumptions on the exact solution, the optimal rate of convergence of the method is guaranteed.
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1. Introduction. Let Ω be a bounded and simply-connected domain in R2 with polygonal
boundary Γ := ∂Ω, which is decomposed into ΓD and ΓN such that |ΓD| > 0, Γ̄D ∪ Γ̄N = Γ,
and

◦
ΓD ∩

◦
ΓN = ∅. Then, given f ∈ L2(Ω), gD ∈ H1/2(ΓD), and gN ∈ L2(ΓN ), we look

for u ∈ H1(Ω) such that

(1.1)

−div(K∇u) = f in Ω,

u = gD on ΓD,

−K∇u · ν = gN on ΓN ,

where ν denotes the unit outward normal to ∂Ω. From here on,K denotes a bounded, mea-
surable, and symmetric tensor living in [L∞(Ω)]2×2, which describes the material properties.
Moreover, we assume that there exist c1, c2 > 0 such that

c1|ξ|2 ≤ ξtK(x)ξ ≤ c2|ξ|2 ∀ξ ∈ R2,∀x ∈ Ω,

where | · | denotes the usual Euclidean norm. This property is known as the strong ellipticity
of the tensor K and ensures that K is uniformly positive-definite and thus that K−1 is
well-defined for every x ∈ Ω.

We follow [3] and introduce the gradient σ := −K∇u in Ω as an additional unknown.
In this way, (1.1) can be reformulated as the following problem in Ω̄:

Find (σ, u) in appropriate spaces such that in the distributional sense,

(1.2)

K−1σ +∇u = 0 in Ω,

div(σ) = f in Ω,

u = gD on ΓD,

σ · ν = gN on ΓN .
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In [12], a numerical analysis applying mixed finite element methods to problem (1.2) has
been performed, establishing optimal a-priori error estimates. Usually, this approach requires
to take into account an H(div)-conforming discrete approximation space for the flux if
conforming schemes are used (e.g., Raviart-Thomas elements [34] or Brezzi-Douglas-Marini
elements [11]). On the other hand, if nonconforming methods are considered, then H(div)-
like discrete spaces are usually invoked to approximate the flux (see, e.g., [2]). Certainly, the
norms provided for these spaces areH(div)-like. For example, we point out that problem (1.2)
has been already analyzed in [33] using the so-called local discontinuous Galerkin (LDG)
method, where the unknowns σ and u are approximated in piecewise polynomial spaces that
locally belong to H1 and L2, respectively. The LDG method has been applied to several
elliptic problems, too, such as the Stokes problem [18, 19, 25], the Oseen problem [22],
elasticity [26], the Navier-Stokes equation [23], and certain classes of nonlinear elliptic
problems (cf. [13, 14, 31]). We point out that in [24], the authors proposed a family of
discontinuous Galerkin methods for the incompressible Navier-Stokes equations with the
purpose to ensure that the approximation of the velocity is divergence-free. However, the
norms considered for the analysis in this paper are the usual ones for the H1-broken space and
L2 for the pressure unknown. A variant of DG schemes, known as hybridizable discontinuous
Galerkin (HDG) methods, has been considered also for solving (1.2) [20] and other elliptic
linear problems such as the Stokes problem [21] or elasticity [27], for example. The main
characteristic of HDG schemes is that the global discrete linear system can be reduced to
another linear system by eliminating the volume unknowns with the introduction of the so-
called local solvers. As a result, this system is smaller than the global one, and once it is
solved, the volume unknowns are recovered by the local solvers. We remark that the unknowns
are approximated by piecewise polynomials, considering only L2-type norms. Our proposal
points to the combination of the analysis in H(div)-type norms with non-H(div)-like finite
elements. Up to the authors’ knowledge, this has not been studied before.

In the present work, we are interested in approximating the vector unknown σ in a
suitable discrete space such that it locally belongs to H(div). This motivates us to consider
the employment of local (discontinuous) Raviart-Thomas spaces to approximate σ. This
kind of approach has also been applied in previous works [4, 5, 6, 8]. There, the standard
definition of numerical fluxes for the LDG scheme has been considered, whose parameters
α and β are defined such that it is possible to ensure the unique solvability of the discrete
scheme as well as the optimal rate of convergence of the method. The corresponding analysis
has led us to establish that α and β behave as O(1/h) and O(1), respectively. Recently,
in the framework of the non-conforming pseudo stress-velocity formulation for the Stokes
system, in [9] we studied an unusual DG approach which requires a vector numerical flux
parameter β having the standard behavior O(1) and two scalar numerical fluxes parameters
(α and γ). Here, one of them (γ) behaves as O(1/h), while the other one (α) as O(h). The
well-posedness of the proposed scheme is established using discontinuous Raviart-Thomas
finite elements for the pseudo stress unknown and discontinuous polynomials for the velocity
one. A particularity of this approach is that when it is tested with continuous functions, we
obtain the standard conforming dual-mixed formulation. In this sense, the analysis developed
in [9] is an extension of the one described in [15], where it has been proved that the pair
of conforming Raviart-Thomas finite elements with discontinuous polynomials is stable for
the Stokes system in dual-mixed form. Of course, the DG scheme presented in [9] could be
approximated by other finite elements, and this will be the aim of the current work, i.e., in this
paper we extend the analysis developed in [9] to other pairs of finite element spaces.

In other words, the analysis described in this paper gives another point of view for applying
the LDG method, which shows us that the jumps and average operators used to define the
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numerical fluxes are enough to control the continuity of the normal component of the flux,
avoiding the use of conforming H(div; Ω) finite elements (such as Raviart-Thomas or BDM
ones, for example). In particular, in this work we prove the optimal rate of convergence of
the method using the well-known nonconforming Lagrange finite elements to approximate
the flux instead of the classical conforming dual-mixed approach (which needs Raviart-
Thomas or BDM operators to approximate functions in H(div; Ω)). For instance, when
we consider piecewise-linear polynomials to approximate the scalar unknown, we deduce
quadratic convergence in the L2-norm for both unknowns (the scalar and vectorial ones). In
this sense, this result can be seen as an extension of the classical dual-mixed approach but now
invoking the standard element-wise but discontinuous Lagrange interpolation operator in the
process.

The paper is organized as follows. In Section 2, for simplicity, we take into account the
analysis described in [9] for the Poisson problem and adapt/generalize it to study the a-priori
error analysis for this boundary value problem, considering only finite element spaces of
Lagrange type for all unknowns.

In Section 3, we extend the results obtained in the previous section to the Stokes problem,
approximating the unknowns by polynomials of suitable degrees. Numerical examples that
confirm our theoretical results are shown and discussed in Section 4. Final remarks and
conclusions are described in Section 5.

In the rest of the paper we will use the following notation. Given any Hilbert space H , we
denote by H2 the space of vectors of dimension 2 with entries in H and by H2×2 the space of
square tensors of order 2 with entries inH . In particular, given τ := (τij), ζ := (ζij) ∈ H2×2,
we write, as usual, τ t := (τji), tr(τ ) := τ11 + τ22, and τ : ζ :=

∑2
i,j=1 τijζij . For vectors

v and w in R2, we denote by v ⊗w the matrix whose ij-th entry is viwj . We also use the
standard notation for Sobolev spaces and norms. We define

H(div; Ω) := {v ∈ [L2(Ω)]2 : div(v) ∈ L2(Ω)},
H = H(div; Ω) := {τ ∈ [L2(Ω)]2×2 : div(τ ) ∈ [L2(Ω)]2}, and

H0 :=

{
τ ∈ H :

∫
Ω

tr(τ ) = 0

}
.

We recall here, that div denotes the row-wise divergence operator for square tensors of
order 2. Note that H = H0 ⊕ RI , that is, for any τ ∈ H there exists a unique pair
(τ0, ρ) ∈ H0 × R such that τ = τ0 + ρI . In addition, we define the deviator of the tensor
τ ∈ H by τ d := τ − 1

2 tr(τ )I . We remark that tr(τ d) = 0 in Ω, and thus τ d ∈ H0 for
any τ ∈ H . Finally, we use C or c, with or without subscripts, to denote generic constants
independent of the discretization parameters, which may take different values at different
occurrences.

2. A modified LDG formulation. In this section, we derive a discrete formulation for
the linear model (1.1), applying a discontinuous Galerkin method in divergence form. We
begin this section with some definitions and notations that will help us to describe the approach.

2.1. Meshes. We let {Th}h>0 be a family of shape-regular triangulations of Ω̄ (without
hanging nodes) made up of straight-sided triangles T with diameter hT and unit outward
normal to ∂T denoted by νT . As usual, the index h is defined as h := maxT∈Th hT . Then,
given Th, its edges are defined as follows. An interior edge of Th is the (nonempty) interior
of ∂T ∩ ∂T ′, where T and T ′ are two adjacent matching elements of Th. We denote by EI
the list of all interior edges of Th (counted only once) in Ω, by EΓ the list of all boundary
edges, respectively, and set E := EI ∪ EΓ, the skeleton inherited by the triangulation Th. We
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introduce ED and EN as the list of boundary edges lying on ΓD and ΓN , respectively. This
implies that EΓ = ED ∪ EN . Moreover, for each e ∈ E , he represents its length. In addition,
in what follows we assume that Th is of bounded variation, which means that there exists
a constant l > 1 independent of the mesh size h such that l−1 ≤ hT /hT ′ ≤ l for each pair
T, T ′ ∈ Th sharing an interior edge.

2.2. Averages and jumps. Here, we define average and jump operators. To this end, we
let T and T ′ be two adjacent elements of Th and x be an arbitrary point on the interior edge
e = ∂T∩∂T ′ ∈ EI . In addition, let q, v, and τ be scalar-, vector-, and matrix-valued functions,
respectively, that are smooth inside each element T ∈ Th. We denote by (qT ,vT , τT ) the
restriction of (q,v, τ ) to the triangle T and by (qT,e,vT,e, τT,e) the restriction of (qT ,vT , τT )
to the edge e. Then, we define the averages of q, v, and τ on the edge e by:

{q} :=
1

2

(
qT,e + qT ′,e

)
, {v} :=

1

2

(
vT,e + vT ′,e

)
, {τ} :=

1

2

(
τT,e + τT ′,e

)
.

Similarly, the jumps of q, v, and τ on the edge e are given by

[[q]] := qT,eνT + qT ′,eνT ′ , [[v]] := vT,e · νT + vT ′,e · νT ′ ,
[[v]] := vT,e ⊗ νT + vT ′,e ⊗ νT ′ , [[τ ]] := τT,eνT + τT ′,eνT ′ .

On boundary edges e ∈ EΓ, we set {q} := q, {v} := v, {τ} := τ , as well as [[q]] := qν,
[[v]] := v · ν, [[v]] := v ⊗ ν, and [[τ ]] := τν. Hereafter, divh and ∇h denote the piecewise
divergence and gradient operators, respectively. Associated to these operators, for ε > 1/2, we
also introduced the broken Sobolev spaces Hε(Th), H(div; Th), and H(div; Th), which are
defined in the standard way, and to short the notation, we set Σ := H(div; Th) ∩ [Hε(Ω)]2

and Σ := H(div; Th) ∩ [Hε(Ω)]2×2.

2.3. A discontinuous discrete formulation for the Poisson problem. Given a mesh
Th, we proceed as in [33] (or [13]). We want to approximate the exact solution (σ, u)
of (1.2) by the discrete pair (σh, uh) living in an appropriate finite element space Σh ×
Vh ⊂ H(div; Th)× L2(Ω) such that, for each T ∈ Th, we have

(2.1)

∫
T

K−1σh · τ −
∫
T

uh div(τ ) +

∫
∂T

ûτ · νT = 0 ∀τ ∈ Σh,

−
∫
T

σh · ∇v +

∫
∂T

vσ̂ · νT =

∫
T

fv ∀v ∈ Vh.

Here, the numerical fluxes û and σ̂, which usually depend on uh, σh, and the boundary data,
are defined in terms of averages and jumps of the discrete unknowns so that some compatibility
conditions are satisfied (see [3]).

We are now ready to complete the DG formulation (2.1). Indeed, using the approach
from [33] and [16], we define the numerical fluxes û and σ̂ for each T ∈ Th as follows:

(2.2) ûT,e :=


{uh} − [[uh]] · β + γ[[σh]] if e ∈ EI ,
gD if e ∈ ED,
uh + γ(σh · ν − gN ) if e ∈ EN ,

and

(2.3) σ̂T,e :=


{σh}+ [[σh]]β + α[[uh]] if e ∈ EI ,
σh + α(uh − gD)ν if e ∈ ED,
gNν if e ∈ EN ,
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where the scalar parameters α and γ as well as the vector parameter β, to be chosen appro-
priately, are single valued on each edge e ∈ E and are such that they allow us to enforce
existence and uniqueness and to deduce the optimal rates of convergence of our approximation.
This kind of procedure has been considered in [16], and here we proceed analogously. As a
result, we require that α := α̂h, γ := γ̂/h, and β ∈ [L∞(EI)]2 be an arbitrary vector in R2.
Hereafter, α̂ > 0 and γ̂ > 0 are arbitrary but independent of h, where h is defined by

h :=

{
max{hT , hT ′} if e ∈ EI ,
hT if e ∈ EΓ.

REMARK 2.1. We point out that, as a consequence of our analysis of existence and
uniqueness as well as the corresponding one for the a-priori error, the setting of our parameters
α and γ as well as our function h are different from the ones considered in [16]. These settings
will be useful to analyze the error of our scheme in H(div; Th)× L2(Ω).

Applying usual and well-known techniques, we arrive at the following discrete dual-mixed
discontinuous Galerkin formulation:

Find (σh, uh) ∈ Σh × Vh such that

(2.4)
aDG(σh, τ )− bDG(τ , uh) = GDG(τ ) ∀ τ ∈ Σh,

bDG(σh, v) + cDG(uh, v) = FDG(v) ∀ v ∈ Vh,

where the bilinear forms aDG : Σ × Σ → R, cDG : Hε(Th) × Hε(Th) → R and
bDG : Σ×Hε(Th)→ R are defined by

aDG(ρ, τ ) :=

∫
Ω

K−1ρ · τ +

∫
EI∪EN

γ[[ρ]][[τ ]],

cDG(w, v) :=

∫
EI∪ED

α[[v]] · [[w]],

bDG(τ , v) :=

∫
Ω

v divh(τ )−
∫
EI

(
{v} − β · [[v]]

)
[[τ ]]−

∫
EN
vτ · ν,

while the linear functionals GDG : Σ→ R and FDG : Hε(Th)→ R are given by

GDG(τ ) := −
∫
ED
gDτ · ν +

∫
EN
γgNτ · ν,

FDG(v) :=

∫
Ω

fv +

∫
ED
αgDv −

∫
EN
gNv.

Now, the space Σh is equipped with the usual norm of H(div; Th), which is denoted by
‖ · ‖Σ and given by

‖τ‖Σ :=
(
‖K−1/2τ‖20,Ω + ‖divh(τ )‖20,Ω + ‖γ1/2[[τ ]]‖20,EI∪EN

)1/2

∀τ ∈ Σ,

while for Vh we introduce its standard L2-norm. In addition, we define the norm
‖(·, ·)‖DG : Σ× L2(Ω)→ R by

‖(τ , v)‖DG :=
(
‖τ‖2Σ + ‖v‖2L2(Ω)

)1/2

∀(τ , v) ∈ Σ× L2(Ω).
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Finally, we introduce the norm ‖ · ‖Σ,0 : Σ→ R given by

‖τ‖Σ,0 :=
(
‖K−1/2τ‖20,Ω + ‖γ1/2[[τ ]]‖20,EI∪EN

)1/2

∀τ ∈ Σ,

which will be helpful for our purposes. The boundedness of the bilinear forms and functionals
are reported in the next lemma.

LEMMA 2.2. There exists C > 0, independent of the mesh size, such that

aDG(τ , ζ) ≤ C‖τ‖Σ,0‖ζ‖Σ,0 ∀(τ , ζ) ∈ Σ×Σ,

bDG(τ , v) ≤ C‖τ‖Σ‖v‖L2(Ω) ∀(τ , v) ∈ Σ× Vh,
cDG(v, w) ≤ C‖v‖L2(Ω)‖w‖L2(Ω) ∀(v, w) ∈ Vh × Vh,

|FDG(v)| ≤ C
(
‖f‖L2(Ω) + ‖α1/2gD‖L2(ED)

+ ‖γ1/2gN‖L2(EN )

)
‖v‖L2(Ω) ∀v ∈ Vh,

|GDG(τ )| ≤ C
(
‖γ1/2gD‖L2(ED) + ‖γ1/2gN‖L2(EN )

)
‖τ‖Σ ∀τ ∈ Σh.

Proof. The proof is analogous to those of Lemmas 3.2 and 3.3 in [9]. We omit further
details.

The well-posedness of problem (2.4) is established in the next theorem.
THEOREM 2.3. Under the assumption that ∇hVh is a subspace of Σh, there exists a

unique solution (σh, uh) ∈ Σh × Vh of problem (2.4).
Proof. Since the discrete system is square, it is enough to verify that the corresponding

homogeneous problem has only the trivial solution:
Find (σh, uh) ∈ Σh × Vh such that

aDG(σh, τ )− bDG(τ , uh) = 0 ∀ τ ∈ Σh,

bDG(σh, v) + cDG(uh, v) = 0 ∀ v ∈ Vh.
(2.5)

To this end, we take τ = σh, v = uh in (2.5), and after adding these two equations, we deduce
that

‖K−1/2σh‖2[L2(Ω)]2 + ‖γ1/2[[σh]]‖2L2(EI∪EN ) + ‖α1/2[[uh]]‖2[L2(EI∪ED)]2 = 0,

which implies that σh ∈ H(div,Ω), σh = 0 in Ω, uh ∈ C(Ω), and uh = 0 on ΓD. Now,
if the elements of Vh are piecewise constant, then the proof is concluded. Otherwise, since
∇hVh is a subspace of Σh and after integrating by parts the first equation of (2.5), we obtain
∇huh = 0 in Ω and thus we deduce uh = 0 in Ω. In other words, problem (2.5) admits only
the trivial solution. Therefore, existence is a consequence of a finite-dimensional version of
Fredholm’s theorem.

Our next concern is the stability of the scheme (2.4). In order to set the approximation
spaces, we denote by Pκ(T ) the space of polynomials of degree at most κ on T , for a given
integer κ ≥ 0 and for each T ∈ Th. Now, in what follows we consider Σh and Vh as

Σh :=
{
τ ∈ [L2(Ω)]2 : τ

∣∣
T
∈ [Pr(T )]2 ∀T ∈ Th

}
,

Vh :=
{
vh ∈ L2(Ω) : vh

∣∣
T
∈ Pk(T ) ∀T ∈ Th

}
,
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with k ≥ 0 and r ≥ 1. We notice that in order to verify the well-known mild condition (i.e.,
∇hVh is a subspace of Σh), we require k ≤ r+ 1. This choice of spaces allows us to establish
the following discrete inf-sup condition. This is proven thanks to the ideas given in the proof
of [9, Lemma 3.4] and requires the introduction of the local Raviart-Thomas space of order
κ (cf. [35]), RTκ(T ) := [Pκ(T )]2 ⊕ xPκ(T ) ⊆ [Pκ+1(T )]2, and the local Raviart-Thomas
interpolation operator EκT : [H1(T )]2 → RTκ(T ) such that, given τ ∈ [H1(T )]2, EκT (τ ) is
the unique element in RTκ(T ) satisfying∫

e

EκT (τ ) · νT q =

∫
e

τ · νT q ∀e ∈ E ∩ ∂T, ∀q ∈ Pκ(e), if κ ≥ 0,(2.6) ∫
T

EκT (τ ) · ρ =

∫
T

τ · ρ ∀T ∈ Th, ∀ρ ∈ [Pκ−1(T )]2, if κ ≥ 1.

Then, we introduce the global Raviart-Thomas interpolation operator (see [35])

Eκh : [H1(Ω)]2 → ΣRT
h , with ΣRT

h := {ρ ∈ H(div; Ω) : ρ|T ∈ RTκ(T ) ∀T ∈ Th},

such that, given τ ∈ [H1(Ω)]2, Eκh (τ )|T := EκT (τ |T ), for all T ∈ Th. It is important to
emphasize that Eκh can be also defined from [Hs(Ω)]2∩H(div; Ω) onto ΣRT

h for any s ∈ (0, 1]
(cf. Theorem 3.16 in [30]).

To obtain the a-priori error estimates for the scheme (2.4), we need the following lemmas,
which establish local approximation properties of piecewise polynomial approximations.

LEMMA 2.4. Let Th be an element of a shape-regular triangulation family {Th}h>0, and
let T ∈ Th. Given a nonnegative integer m, let Πm

T : L2(T ) → Pm(T ) be the linear and
bounded operator given by the L2(T )-orthogonal projection, which satisfies Πm

T (p) = p for
all p ∈ Pm(T ). Then there exists C > 0, independent of the mesh size, such that for each s, t
satisfying 0 ≤ s ≤ m+ 1 and 0 ≤ s < t, there holds

|(I −Πm
T )(w)|s,T ≤ Chmin{t,m+1}−s

T ‖w‖t,T ∀w ∈ Ht(T ),

and for each t > 1/2, there holds

|(I −Πm
T )(w)|0,∂T ≤ Chmin{t,m+1}−1/2

T ‖w‖t,T ∀w ∈ Ht(T ).

Proof. We refer to [17, 29].
LEMMA 2.5. Let Th be an element of a shape-regular family of triangulations {Th}h>0,

and let T ∈ Th. Given a nonnegative integer k, the local interpolation operator EkT satisfies de
Rham’s commutative diagram: div(EkT (τ )) = Πk

T (div(τ )) for all τ ∈ [H1(T )]2. Moreover,
there exists C > 0, independent of the mesh size but depending on integers l > 0 and s ≥ 0,
such that for all τ ∈ [H l(T )]2 with div(τ ) ∈ Hs(T ) there hold

‖τ − EkT (τ )‖[L2(T )]2 ≤ ChlT |τ |[Hl(T )]2 1 ≤ l ≤ k + 1,

and

‖ div(τ − EkT (τ ))‖L2(T ) ≤ ChsT ‖ div(τ )‖Hs(T ) 0 ≤ s ≤ k + 1.

Proof. We refer to Propositions 2.5.1 and 2.5.3 in [12].
LEMMA 2.6. Let Vh a finite-dimensional subspace of L2(Ω) such that Vh is a subspace

of Pr−1(Th). Then for all v ∈ Vh, there exists c̃ > 0, independent of the mesh size, such that

sup
τ∈Σh\{0}

bDG(τ , v)

‖τ‖Σ
≥ c̃‖v‖L2(Ω).
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Proof. We take v ∈ Vh and define the auxiliary problem: Find w ∈ H1
ΓD

(Ω) such that, in
the distributional sense,−∇·(K∇w) = v in Ω, w = 0 on ΓD, andK∇w ·ν = 0 on ΓN . This
allows us to set ζ := −K∇w in Ω, and since div(ζ) = v in Ω, we conclude that ζ ∈ Σ and
there exists C > 0, independent of the mesh size, such that ‖K−1/2ζ‖0,Ω ≤ C‖v‖0,Ω. In
addition, we notice that ζ·ν = 0 on ΓN . Now, we introduce ζh := Er−1

h (ζ) ∈ Σh∩H(div; Ω),
which means that div(ζh) = v, ‖γ1/2[[ζh]]‖0,EI = 0, and ζh · ν = 0 on ΓN . These relations
imply that

sup
τ∈Σh\{0}

bDG(τ , v)

‖τ‖Σ
≥ bDG(ζh, v)

‖ζh‖Σ
≥ 1√

C2 + 1

‖v‖20,Ω
‖v‖0,Ω

=
1√

C2 + 1
‖v‖0,Ω,

which ends the proof.
Now, we introduce the DG norm for our approach as

|||(τ , v)|||DG :=
(
‖K−1/2τ‖20,Ω + ‖γ1/2[[τ ]]‖20,EI∪EN + ‖v‖20,Ω

)1/2

∀(τ , v) ∈ Σ× L2(Ω).

Through the rest of this section, we denote by (σ, u) and (σh, uh) the unique solutions
of (1.2) and (2.4), respectively. The strategy we propose will be to obtain error estimates for
|||(σ − σh, u− uh)|||DG. In addition, we also derive error estimates for ‖ divh(σ − σh)‖0,Ω.

The optimal rate of convergence of |||(σ − σh, u− uh)|||DG is reported in the following
result, whose proof requires the assumption that divh Σh is a subspace of Vh. This is satisfied
when r ≤ k + 1, which together with the mild condition let us conclude that r = k + 1.

THEOREM 2.7. Assume that σ|T ∈ [Ht(T )]2 and u|T ∈ H1+t(T ) with t > 1/2, for any
T ∈ Th. Then there exists Cerr > 0, independent of the mesh size, such that

|||(σ − σh, u− uh)|||2DG ≤ Cerr

∑
T∈Th

h
2 min{t,k+1}
T

{
‖σ‖2[Ht(T )]2 + ‖u‖2H1+t(T )

}
.

Proof. First, we notice that our discrete scheme (2.4) is consistent with the exact solution
(σ, u) of (1.2). This means that

(2.7)
aDG(σ − σh, τ )− bDG(τ , u− uh) = 0 ∀ τ ∈ Σh,

bDG(σ − σh, v) + cDG(u− uh, v) = 0 ∀ v ∈ Vh.

Now, let ΠΣh
σ ∈ Σh and ΠVh

u ∈ Vh be suitable projections of σ and u, respectively. By
the triangle inequality, we have
(2.8)
|||(σ−σh, u−uh)|||DG ≤ |||(σ−ΠΣh

σ, u−ΠVh
u)|||DG+|||(ΠΣh

σ−σh,ΠVh
u−uh)|||DG.

Our aim is to bound |||(ΠΣh
σ−σh,ΠVh

u− uh)|||DG. To this end, we consider ΠΣh
σ as the

conforming Raviart-Thomas interpolation of σ onto Σh ∩H(div; Ω), that is, ΠΣh
:= Er−1

h ,
while ΠVh

u is the well-known L2-orthogonal projection of u onto Vh. We also introduce the
pair of projection of the error (σ − σh, u− uh) given by

(eσh , e
u
h) := (ΠΣh

σ − σh,ΠVh
u− uh) ∈ Σh × Vh.

In what follows, we first use the definition of the bilinear forms aDG(·, ·) and cDG(·, ·).
Hence, by adding and subtracting the exact solution and after some algebraic manipulations,
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we deduce that

‖K−1/2eσh‖20,Ω + ‖γ1/2[[eσh ]]‖20,EI∪EN + ‖α1/2[[euh]]‖20,EI∪ED
= aDG(eσh , e

σ
h ) + cDG(euh, e

u
h)

= aDG(ΠΣh
σ − σ, eσh ) + aDG(σ − σh, eσh )

+ cDG(ΠVh
u− u, euh) + cDG(u− uh, euh).

Now, invoking (2.7), we have

aDG(σ − σh, eσh ) = bDG(eσh , u− uh)

= bDG(eσh , u−ΠVh
u) + bDG(eσh ,ΠVh

u− uh)(2.9)

and

cDG(u− uh, euh) = −bDG(σ − σh, euh)

= bDG(ΠΣh
σ − σ, euh)− bDG(ΠΣh

σ − σh, euh).(2.10)

Then, taking into account (2.9) and (2.10), we derive from (2.9) that

(2.11)
‖K−1/2eσh‖20,Ω + ‖γ1/2[[eσh ]]‖20,EI∪EN + ‖α1/2[[euh]]‖20,EI∪ED

= aDG(ΠΣh
σ − σ, eσh )− bDG(eσh ,ΠVh

u− u)

+ bDG(ΠΣh
σ − σ, euh) + cDG(ΠVh

u− u, euh).

Now, we aim to bound each one of the four terms on the right-hand side. To this end, we
observe that [[ΠΣh

σ −σ]] = 0 on EI , and then, after applying the Cauchy-Schwarz inequality,
we deduce (recall that r = k + 1 and ΠΣh

:= Er−1
h )

|aDG(ΠΣh
σ − σ, eσh )| . ‖K−1/2(σ −ΠΣh

σ)‖0,Ω‖K−1/2eσh‖0,Ω
+ ‖Ek+1

h (σ)− Ekh(σ)‖0,Ω‖γ1/2[[eσh ]]‖0,EN ,
(2.12)

|cDG(ΠVh
u− u, euh)| ≤ ‖α1/2[[ΠVh

u− u]]‖0,EI∪ED‖α1/2[[euh]]‖0,EI∪ED .(2.13)

In addition, since divh Σh is a subspace of Vh and ΠVh
u is the L2-orthogonal projection of u

onto Vh, the definition of bDG(·, ·) implies that

|bDG(eσh ,ΠVh
u− u)| ≤

∣∣∣∣∫
EI
γ−1/2

(
{ΠVh

u− u} − β · [[ΠVh
u− u]]

)
γ1/2[[eσh ]]

∣∣∣∣
+

∣∣∣∣∫
EN
γ−1/2(ΠVh

u− u)γ1/2eσh · ν
∣∣∣∣ .

Then, applying the Cauchy-Schwarz inequality, we derive that

|bDG(eσh ,ΠVh
u− u)|

≤

(
‖γ−1/2{ΠVh

u− u}‖0,EI +||β||∞,EI ‖γ−1/2[[ΠVh
u− u]]‖0,EI

)
‖γ1/2[[eσh ]]‖0,EI

+ ‖γ−1/2(ΠVh
u−u)‖0,EN ‖γ1/2[[eσh ]]‖0,EN .

(2.14)

For the remaining term, we take into consideration identity (2.6) and the fact that
div(Ekh(σ)) = ΠVh

(div(σ)) ∈ Vh to obtain that

bDG(ΠΣh
σ − σ, euh) = 0.(2.15)
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Thus, applying (2.12)–(2.15) in (2.11), we conclude that there exists C∗ > 0, independent
of the mesh size, such that

‖K−1/2eσh‖0,Ω + ‖γ1/2[[eσh ]]‖0,EI∪EN + ‖α1/2[[euh]]‖0,EI∪ED
≤ C∗

(
‖K−1/2(σ −ΠΣh

σ)‖0,Ω + ‖Ek+1
h (σ)− Ekh(σ)‖0,Ω

+‖α1/2{ΠVh
u− u}‖0,EI + ‖α1/2[[u−ΠVh

u]]‖0,E
)
.

(2.16)

Now, we focus on bounding ‖euh‖0,Ω. To this end, we first notice that for any τ ∈ Σh

bDG(τ , euh) = bDG(τ ,ΠVh
u− u) + bDG(τ , u− uh).

Thanks to the first equation in (2.7), we obtain that

bDG(τ , euh) = bDG(τ ,ΠVh
u− u)− aDG(ΠΣh

σ − σ, τ ) + aDG(eσh , τ ).

Taking into account the inf-sup condition given by Lemma 2.6 and bounding each term in the
bilinear forms aDG and bDG, we estimate

c̃‖euh‖0,Ω ≤ sup
τ∈Σh\{0}

bDG(τ , euh)

‖τ‖Σ

≤ ĉ
(
‖u−ΠVh

u‖0,Ω + ‖α1/2{u−ΠVh
u}‖0,EI + ‖α1/2[[u−ΠVh

u]]‖0,E

+‖K−1/2(σ −ΠΣh
σ)‖0,Ω + ‖Ek+1

h (σ)− Ekh(σ)‖0,Ω
)
,(2.17)

where we have also taken into account the bound for eσh given in (2.16). Finally, the conclusion
follows from (2.8), (2.16), (2.17), and the well-known approximation results of the projection
operators Ekh(σ) and ΠVh

u that we have introduced in Lemmas 2.4 and 2.5.
The error estimate for ‖ divh(σ − σh)‖0,Ω is presented in the next theorem.
THEOREM 2.8. Assume that σ|T ∈ [Ht(T )]2, div(σ) ∈ Ht(T ), and u|T ∈ H1+t(T ),

with t > 1/2, for each T ∈ Th. Then there exists C2 > 0, independent of the mesh size, such
that

‖ divh(σ − σh)‖20,Ω
≤ C2

∑
T∈Th

h
2 min{t,k+1}
T

{
‖σ‖2[Ht(T )]2 + ‖div(σ)‖2Ht(T ) + ‖u‖2H1+t(T )

}
.

Proof. First, we denote again by Ekh(σ) the conforming Raviart-Thomas interpolation of
σ of order k onto Σh ∩H(div; Ω). Then, applying the triangle inequality, we deduce

‖ divh(σ − σh)‖0,Ω ≤ ‖divh(σ − Ekh(σ))‖0,Ω + ‖divh(Ekh(σ)− σh)‖0,Ω.

A straightforward application of Lemma 2.5 implies that

‖ divh(σ − Ekh(σ))‖0,Ω ≤ c
∑
T∈Th

htT ‖div(σ)‖t,T .

For the second term, we set êσh := Ekh(σ)− σh. Then, given any v ∈ Vh, we have∫
Ω

divh(êσh )v =

∫
Ω

divh(Ekh(σ))v −
∫

Ω

divh(σh)v.
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Since
∫

Ω

divh(Ekh(σ))v =

∫
Th

ΠVh
(div(σ))v =

∫
Ω

div(σ)v, we deduce that

∫
Ω

divh(êσh )v =

∫
Ω

divh(σ − σh)v

= bDG(σ − σh, v) +

∫
EI

({v} − [[v]] · β)[[σ − σh]] +

∫
EN
v(σ − σh) · ν.(2.18)

Furthermore, using (2.7) we notice that

bDG(σ − σh, v) = −cDG(u− uh, v) = cDG(ΠVh
u− u, v)− cDG(ΠVh

u− uh, v).

Hence, replacing this identity in (2.18), we obtain

(2.19)

∫
Ω

divh(êσh )v = cDG(ΠVh
u− u, v)− cDG(ΠVh

u− uh, v)

+

∫
EI

({v} − [[v]] · β)[[σ − σh]] +

∫
EN
v (σ − σh) · ν.

In this way, bounding each term on the right-hand side in (2.19) and taking into account (2.16),
we have

‖divh(êσh )‖0,Ω ≤ sup
v∈Vh\{0}

‖v‖−1
0,Ω

∫
Ω

divh(êσh )v

≤ C
(
‖K−1/2(σ − Ekh(σ))‖0,Ω + ‖Ek+1

h (σ)− Ekh(σ)‖0,Ω

+ ||γ1/2[[σ − σh]]||0,EI ∪EN
+‖α1/2{ΠVh

u− u}‖0,EI + ‖α1/2[[ΠVh
u− u]]‖0,E

)
.

Finally, the conclusion follows from Lemmas 2.4 and 2.5 and Theorem 2.7.
REMARK 2.9. In summary, the analysis developed in this section shows us that

[Pk+1(Th)]2 × Pk(Th), with k ≥ 0, define a set of stable pairs for the dual-mixed DG
approach (2.4).

REMARK 2.10. Let ρ > 0 be the density, g the gravity vector, gc a conversion constant,
ϕ the volumetric flow rate source or sink, and ψ the normal component of the velocity field
on the boundary such that the data ϕ and ψ satisfy the compatibility constraint

∫
Ω
ϕ =

∫
Γ
ψ.

Denoting by f := − ρ
gc

g, we have a version of the Darcy problem: Find the Darcy velocity
vector v : Ω→ R2 and the pressure p : Ω→ R such that

(2.20)


v + K∇p = f in Ω,

div(v) = ϕ in Ω,

v · ν = ψ on Γ,

where K ∈ [L∞(Ω)]2×2 in general is a given symmetric and uniformly positive-definite matrix-
valued function. However, in many applications it is assumed that the medium isisotropic.
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This allows us to set K := κ
µI , where κ > 0 and µ > 0 denote, respectively, the permeability

and the viscosity of the porous medium and I being the identity matrix. Then it is not difficult
to see that the treatment of the model problem (1.1) is similar to a Poisson problem with
Neumann boundary conditions, when considering a dual-mixed formulation. Therefore, the
results in Section 2 can be extended to the Darcy flow problem (2.20) in a natural way, once
the analysis of the Poisson problem with mixed boundary conditions is extended to Neumann
boundary conditions.

3. The Stokes system. In this section, we concentrate our efforts on the extension of the
results developed in Section 2 to the incompressible Stokes problem: Given the source terms
f ∈ [L2(Ω)]2 and g ∈ [H1/2(Γ)]2, we look for the velocity u and the pressure p that satisfy

(3.1)

−ν∆u+∇p = f in Ω,

div(u) = 0 in Ω,

u = g on Γ,

where ν > 0 represents the viscosity of the fluid. Hereafter, Ω is a bounded and simply
connected domain in the plane with polygonal boundary Γ.

Next, we proceed to write (3.1) as a linear system of first order. To this aim, we proceed
as in [9] (cf. Section 2) and introduce the pseudo stress σ := ν∇u− pI in Ω. This allows us
to eliminate the pressure in (3.1) since it is not difficult to deduce p = − 1

2 tr(σ). In order to
ensure the uniqueness of the solution of (3.1), we require that p ∈ L2

0(Ω), which is equivalent
to ask that σ lives in Σ0 := {τ ∈ H(div; Ω) :

∫
Ω

tr(σ) = 0}. Then, we arrive at the
dual-mixed formulation:

Find (σ,u) ∈ Σ0 × [H1(Ω)]2 such that

(3.2)
σd = ν∇u in Ω,

div(σ) = −f in Ω,

u = g on Γ.

In order to approximate the solution of problem (3.2), we consider the DG scheme introduced
and analyzed in [9]. To this end, we introduce the discrete spaces Σh, Σh,0, and Vh as follows:

Σh :=
{
τ ∈ [L2(Ω)]2×2 : τ

∣∣
T
∈ [Pr(T )]2×2 ∀T ∈ Th

}
,

Σh,0 :=
{
τ ∈ Σh :

∫
Ω

tr(τ ) = 0
}
,

Vh :=
{
v ∈ [L2(Ω)]2 : v

∣∣
T
∈ [Pk(T )]2 ∀T ∈ Th

}
,

with k ≥ 0 and r ≥ 1. Then, problem (3.2) reads:

Find (σh,uh) ∈ Σh,0 × Vh such that

aDG(σh, τ ) + bDG(τ ,uh) = GDG(τ ) ∀ τ ∈ Σh,0,

−bDG(σh,v) + cDG(uh,v) = FDG(v) ∀ v ∈ Vh.
(3.3)
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Here the bilinear forms aDG : Σ × Σ → R, cDG : [Hε(Th)]2 × [Hε(Th)]2 → R, and
bDG : Σ× [Hε(Th)]2 → R are defined by

aDG(σ, τ ) :=
1

ν

∫
Ω

σd : τ d +

∫
EI
γ[[σ]] · [[τ ]],

cDG(w,v) :=

∫
E
α[[v]] : [[w]],

bDG(τ ,v) :=

∫
Ω

v · divh(τ )−
∫
EI

(
{v}+ [[v]]β

)
· [[τ ]],

while the functionals GDG : Σ→ R and FDG : [Hε(Th)]2 → R are given by

GDG(τ ) :=

∫
EΓ
g · τν and FDG(v) :=

∫
Ω

f · v +

∫
EΓ
α
(
g ⊗ ν

)
:
(
v ⊗ ν

)
.

We point out that ε > 1/2, and the parameters α, γ, and β introduced here to define the
numerical fluxes are at our disposal. Indeed, they will be defined as in Section 2. Now,
considering Σ0 := {τ ∈ Σ :

∫
Ω

tr(σ) = 0}, we introduce the seminorm

|(τ ,v)|DG :=
(
‖τ d‖2[L2(Ω)]2×2 + ‖γ1/2[[τ ]]‖2[L2(EI)]2 + ‖v‖2[L2(Ω)]2

)1/2

∀(τ ,v) ∈ Σ0 × [L2(Ω)]2,

and the norm

‖(τ ,v)‖DG :=
(
|(τ ,v)|2DG + ‖divh(τ )‖20,Ω

)1/2

∀(τ ,v) ∈ Σ0 × [L2(Ω)]2.

REMARK 3.1. At this point, thanks to [7, Lemma 3.1] (see also [9, Lemma 3.10]), we
note that the norm ‖(τ ,v)‖DG is equivalent on Σ0 × [L2(Ω)]2 to the standard one defined by

|||(τ ,v)|||DG :=
(
‖τ‖20,Ω + ‖divh(τ )‖20,Ω + ‖γ1/2[[τ ]]‖2[L2(EI)]2 + ‖v‖2[L2(Ω)]2

)1/2

.

Now with the aim to ensure existence and uniqueness, hereafter we assume that ∇hVh is a
subspace of Σh. Then, the proof of the well-posedness of (3.3), under this assumption, is very
similar to the one developed in [9, Section 3].

THEOREM 3.2. Under the assumption that ∇hVh is a subspace of Σh, problem (3.3)
has one and only one solution.

Proof. Since the linear system (3.3) is square, it is enough to show that the corresponding
homogeneous system has only the trivial solution:

Find (σh,uh) ∈ Σh,0 × Vh such that

aDG(σh, τ ) + bDG(τ ,uh) = 0 ∀ τ ∈ Σh,0,

−bDG(σh,v) + cDG(uh,v) = 0 ∀ v ∈ Vh.
(3.4)

To this end, we replace τ := σh and v := uh in (3.4) and, after summing the equations, we
deduce

1

ν
‖σd

h‖20,Ω + ‖γ1/2[[σh]]‖20,EI + ‖α1/2[[uh]]‖20,E = 0.
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This lets us to infer that

σd
h = 0 in Ω ⇔ σh =

1

2
tr(σh)I,

[[σh]] = 0 on EI ⇔ σh ∈ H(div; Ω),

[[uh]] = 0 on E ⇔
(
uh ∈ C(Ω) ∧ uh = 0 on EΓ

)
.(3.5)

Then, system (3.4) is reduced to ∫
Ω

∇huh : τ = 0 ∀τ ∈ Σh,0,(3.6) ∫
Ω

tr(σh) · div(v) = 0 ∀v ∈ Vh.(3.7)

Since ∇huh ∈ Σh and∫
Ω

tr(∇huh) =

∫
Ω

divh(uh) =
∑
T∈Th

∫
T

div(uh) =
∑
T∈Th

∫
∂T

uh · ν =

∫
EΓ
uh · ν = 0,

we conclude that τ̃ := ∇huh ∈ Σh,0. Then, after testing (3.6) with τ̃ , we obtain ∇huh = 0
in Ω, which together with (3.5) implies that uh ∈ [P0(Ω)]2. Since uh = 0 on Γ, it is
concluded that uh = 0Vh

. Now, since σh ∈ H(div; Ω), there exists a uniquew ∈ [H1
0 (Ω)]2

such that div(w) = tr(σh). Therefore, setting wh as the piecewise, local Raviart-Thomas
projection of w of order k (i.e., wh|T := EkT (w) for each T ∈ Th) and replacing it in (3.7),
we derive that tr(σh) = 0 in Ω. Thus σh = 0, and we conclude the proof.

To ensure the stability of the discrete scheme, we require that divh Σh is a subspace of Vh.
This condition, together with the mild condition required in Theorem 3.2 allow us to conclude
that they are valid when r = k+ 1. This leads us to deal with the pair of approximation spaces
[Pk+1(Th)]2×2 × [Pk(Th)]2 as for the Poisson problem in Section 2.

From now on, (σ,u) and (σh,uh) will be the unique solutions of (3.2) and (3.3), respec-
tively.

THEOREM 3.3. Assume in addition that σ|T ∈ [Ht(T )]2×2 and u|T ∈ [H1(T )]2 with
t > 1/2, for all T ∈ Th. Then we have

|(σ − σh,u− uh)|2DG ≤ Cerr

∑
T∈Th

h
2 min{t,k+1}
T

{
‖σ‖2[Ht(T )]2×2 + ‖u‖2[H1(T )]2

}
,

where Cerr > 0 is independent of h.
Proof. First, we notice that our discrete scheme (3.3) is consistent, i.e, if (σ,u) is the

exact solution of (3.2), then

(3.8)

{
aDG(σ − σh, τ ) + bDG(τ ,u− uh) = 0 ∀ τ ∈ Σh,0,

−bDG(σ − σh,v) + cDG(u− uh,v) = 0 ∀ v ∈ Vh.

Let Πσ ∈ Σh,0 and Πu ∈ Vh be suitable projections of σ and u, respectively. By the triangle
inequality, we have

(3.9) |(σ − σh,u− uh)|DG ≤ |(σ −Πσ,u−Πu)|DG + |(Πσ − σh,Πu− uh)|DG.

Our aim is to bound |(Πσ − σh,Πu− uh)|DG. To this end, we let Πσ be the L2-orthogonal
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projection of σ onto Σh ∩ [C(Ω)]2×2, while Πu denotes the L2-projection of u onto Vh. We
also introduce (eσh , e

u
h ) := (Πσ − σh,Πu− uh). We notice that∫

Ω

tr(eσh ) =

∫
Ω

eσh : I =

∫
Ω

(Πσ − σh) : I =

∫
Ω

(σ − σh) : I =

∫
Ω

tr(σ − σh) = 0,

and thus, eσh ∈ Σh,0.
Next, we test (3.8) with (τ ,v) := (eσh , e

u
h ). After adding all the equations, we deduce

ν−1‖
(
eσh
)d‖20,Ω + ‖γ1/2[[eσh ]]‖20,EI + ‖α1/2[[euh ]]‖20,E

= aDG(eσh , e
σ
h ) + cDG(euh , e

u
h )

= aDG(Πσ − σ, eσh ) + bDG(eσh ,Πu− u)

− bDG(Πσ − σ, euh ) + cDG(Πu− u, euh ).

(3.10)

Now we bound each term on the right-hand side of (3.10) and derive that

|aDG(Πσ − σ, eσh )| ≤ 1

ν
‖(eσh )

d‖0,Ω‖σ −Πσ‖0,Ω,

|cDG(Πu− u, euh )| ≤ ‖α1/2[[Πu− u]]‖0,E‖α1/2[[euh ]]‖0,E .

In addition, using that div(Σh) is a subspace of Vh and Πu is the L2-orthogonal projection
of u, from the definition of bDG, we deduce that

|bDG(eσh ,Πu− u)| =
∣∣∣∣∫
EI
γ−1/2

(
{Πu− u} − β · [[Πu− u]]

)
γ1/2[[eσh ]]

∣∣∣∣
≤ c

(
‖γ−1/2{Πu− u}‖0,EI + ‖γ−1/2[[Πu− u]]‖0,EI

)
‖γ1/2[[eσh ]]‖0,EI .

For the last term, we introduce the conforming Raviart-Thomas interpolation of σ of order
k, Ekh(σ). Then, we have div(Ekh(σ)) ∈ Vh and [[Ekh(σ)]] = 0 on EI (see [28, Section 3]).
Denoting ẽσh := Πσ − Ekh(σ) and using (3.8), we note that

bDG(Πσ − σ, euh ) =

∫
Ω

div(Πσ − σ) · euh =

∫
Ω

div(ẽσh ) · euh

=

∫
Ω

div(ẽσh ) · (Πu− uh) =

∫
Ω

div(ẽσh ) · (u− uh)

= −aDG(σ − σh, ẽσh ) = −1

ν

∫
Ω

(σ − σh)
d

: (ẽσh )
d

= −1

ν

∫
Ω

(σ − σh) : (ẽσh )
d

= −1

ν

∫
Ω

(Πσ − σh) : (ẽσh )
d

= −1

ν

∫
Ω

(Πσ − σh)
d

: (ẽσh )
d

= −aDG(eσh , ẽ
σ
h )

≤ 1

ν
‖(eσh )

d‖0,Ω‖(ẽσh )
d‖0,Ω ≤

1

ν
‖(eσh )

d‖0,Ω‖ẽσh‖0,Ω

≤ 1

ν
‖(eσh )

d‖0,Ω
(
‖σ − Ekh(σ)‖0,Ω + ‖σ −Πσ‖0,Ω

)
.
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In this way, we deduce that there exists C∗ > 0, independent of the mesh size, such that

(3.11)

1√
ν
‖
(
eσh
)d‖0,Ω + ‖γ1/2[[eσh ]]‖0,EI + ‖α1/2[[euh ]]‖0,E

≤ C∗
(
‖σ −Πσ‖0,Ω + ‖γ−1/2{Πu− u}‖0,EI + ‖α1/2[[u−Πu]]‖0,E

+ ‖σ − Ekh(σ)‖0,Ω
)
.

On the other hand, concerning ‖euh‖0,Ω, we first notice that for any τ ∈ Σh,0,

bDG(τ , euh ) = bDG(τ ,Πu− u) + bDG(τ ,u− uh),

and using the first equation in (3.8), we deduce that

bDG(τ , euh ) = bDG(τ ,Πu− u) + aDG(Πσ − σ, τ )− aDG(eσh , τ ).

Thanks to an inf-sup condition analogous to that in [9, Lemma 3.4 ] (whose proof should be
quite similar to the one of Lemma 2.6) and bounding each term in the bilinear forms aDG and
bDG, we estimate

c̃‖euh‖0,Ω ≤ sup
τ∈Σh,0\{θ}

bDG(τ , euh )

‖τ‖Σ

≤ ĉ
(
‖γ−1/2{Πu− u}‖0,EI + ‖α1/2[[u−Πu]]‖0,E

+ ‖σ − Ekh(σ)‖0,Ω + ‖σ −Πσ‖0,Ω
)
,

where we have also taken into account the bound for ‖(eσh )
d‖0,Ω given in (3.11).

Finally, the conclusion follows from (3.9) and the well-known approximation results for
the projection operators Πσ, Ekh(σ), and Πu.

The L2-error of divh(σ − σh) is presented in the next theorem.
THEOREM 3.4. Assume that σ|T ∈ [Ht(T )]2×2, div(σ) ∈ [Ht(T )]2, and u|T ∈

[H1+t(T )]2, with t > 1
2 , for each T ∈ Th. Then there exists C2 > 0, independent of the mesh

size, such that

‖divh(σ − σh)‖20,Ω
≤ C2

∑
T∈Th

h
2 min{t,k+1}
T

{
‖σ‖2[Ht(T )]2×2 + ‖div(σ)‖2[Ht(T )]2 + ‖u‖2[H1+t(T )]2

}
.

Proof. First, we denote again by Ekh(σ) the continuous Raviart-Thomas interpolation of
σ of order k. Then, applying the triangle inequality, we deduce that

‖divh(σ − σh)‖0,Ω ≤ ‖div(σ − Ekh(σ))‖0,Ω + ‖divh(Ekh(σ)− σh)‖0,Ω.

A straightforward application of the local interpolation property implies that

‖divh(σ − Ekh(σ))‖0,Ω ≤ c
∑
T∈Th

htT ‖div(σ)‖t,T .

For the second term, we set êσh := Ekh(σ)− σh. Let v ∈ Vh. Then we have∫
Ω

divh(êσh ) · v =

∫
Ω

div(Ekh(σ)) · v −
∫

Ω

divh(σh) · v.
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Since
∫

Ω

div(Ekh(σ)) · v =

∫
Th

Πk(div(σ)) · v =

∫
Ω

div(σ) · v, we deduce

∫
Ω

divh(êσh ) · v =

∫
Ω

divh(σ − σh) · v

= bDG(σ − σh,v) −
∫
EI

({v}+ [[v]]β) · [[σh]] .

Furthermore, using (3.8) we note that

bDG(σ − σh,v) = cDG(u− uh,v) = cDG(Πu− uh,v) + cDG(u−Πu,v).

Hence, replacing this identity in the above equality, we obtain∫
Ω

divh(êσh ) · v = bDG(σ − σh,v)−
∫
EI

({v}+ [[v]]β) · [[σh]]

= cDG(Πu− uh,v) + cDG(u−Πu,v)−
∫
EI

({v}+ [[v]]β) · [[σh]]

= cDG(euh ,v) + cDG(u−Πu,v)−
∫
EI

({v}+ [[v]]β) · [[σh]] .

In this way, bounding each term of the bilinear forms and using (3.11), we deduce that

‖divh(êσh )‖0,Ω ≤ sup
v∈Vh\{0}

∫
Ω

divh(êσh ) · v

‖v‖0,Ω

≤ C
(
‖γ−1/2{Πu− u}‖0,EI + ‖σ −Πσ‖0,Ω + ||γ1/2 [[σh]]||0,EI

+ ‖α1/2[[u−Πu]]‖0,E + ‖σ − Ekh(σ)‖0,Ω
)
.

Thus, considering that γ = O(h−1) and α = O(h), the proof follows by applying
Theorem 3.3 as well as well-known approximation properties in Sobolev spaces.

REMARK 3.5. In summary, the analysis developed in this section allows us to consider
the set of pairs [Pk+1(Th)]2×2 × [Pk(Th)]2, with k ≥ 0, since each one of them is stable for
the dual-mixed DG approach (3.3) of the Stokes system.

REMARK 3.6. Consider the Stokes problem with mixed boundary conditions: Given
the source terms f ∈ [L2(Ω)]2 and gN ∈ [H−1/2(ΓN )]2, we look for the velocity u and the
pressure p that satisfy

−ν∆u+∇p = f in Ω,

div(u) = 0 in Ω,

u = 0 on ΓD,

2νε(u)n− pI = gN on ΓN ,

with ΓD and ΓN being a partition of ∂Ω and n the outward unit normal to ∂Ω. Due to
the Neumann boundary condition, it is not a good idea to introduce the pseudo stress as an
auxiliary unknown. However, by introducing the symmetric new variable τ := 2νε(u)− pI ,
we are able to eliminate the pressure since p = − 1

2 tr(τ ) in Ω. Thus, eliminating the pressure,
we arrive at the first-order system:
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Find (τ ,u) ∈ Σ0 × [H1(Ω)]2 such that

τ d = 2νε(u) in Ω,

div(τ ) = −f in Ω,

u = 0 on ΓD

τn = gN on ΓN ,

where Σ0 := {ζ ∈ H(div : Ω) : ζ t = ζ in Ω and
∫

Ω
tr(ζ) = 0}.

Therefore, we think that our method is appropriate for approximating this problem. It is
easy to impose the symmetry of τ strongly in the discrete space. Now, since our intention here
is to exhibit a simple extension to the Stokes problem from the Poisson problem and to avoid a
lengthy article, we omit the analysis of this mixed-boundary condition for the Stokes problem
in this paper. This will be addressed in a separate work.

REMARK 3.7. The extension of the analysis described in this paper to 3 spatial dimension
is quite natural. Just replace edge by face, and so on.

4. Numerical examples. In this section we present several examples illustrating our
results for the Poisson problem (cf. (2.5)) and the Stokes problem (cf. (3.3)). All the numerical
results given below have been obtained using a MATLAB code. The errors on each triangle
are computed with a 7-point quadrature rule. We consider, for both problems, the lowest
polynomial approximation spaces: [P1(Th)]2 − P0(Th) and [P1(Th)]2×2 − [P0(Th)]2 for the
Poisson and Stokes problem, respectively (which means that in this case k = 0). Concerning
the parameters that define both discrete schemes, we set β := (1, 1)

t, γ := 1/h, and α := h.

4.1. Numerical examples for the Poisson equation. Here, we first introduce some
useful notations for the errors and the experimental rates of convergence. Let N be the number
of degrees of freedom, and define

e0(u) := ‖u− uh‖0,Ω, e0(σ) :=
(
‖σ − σh‖20,Ω + ‖γ1/2[[σ − σh]]‖20,EI∪EN

)1/2

,

ediv(σ) := ‖ divh(σ − σh)‖0,Ω, e := ‖(σ − σh, u− uh)‖DG.

We point out that in this case we have N = 7× card(Th). Considering that in 2D, h behaves
as N−1/2, we set the so-called experimental rate of convergence of the global error e as

r := −2
log(e/e′)

log(N/N ′)
,

where e and e′ denote the corresponding errors at two consecutive triangulations with the
number of degrees of freedom N and N ′, respectively. The experimental rates of convergence
for the other errors are defined in an analogous way.

We present three examples. In all of them, we considerK := I . Their domain Ω as well
as their corresponding exact solution u are given in Table 4.1. In Example 1, problem (2.5)
is solved, considering Dirichlet boundary (|ΓN | = 0) and mixed boundary conditions with
ΓN := [0, 1] × {1} ∪ {0} × [0, 1]. We notice that the exact solution is a smooth function.
Thus, we expect that the rate of convergence for the global error e is close to 1 as well as
for ediv(σ), since we are using the lowest order of the discrete approximation space for
each unknown. The results shown in Tables 4.3 and 4.4 are in agreement with this. The
exact solutions for Examples 2 and 3 are the same, are given in polar coordinates, and live
in H1+2/3(Ω), since their gradients have a singularity at the origin. For these examples, we
consider ΓN := {0}× [−1, 0]∪ [0, 1]×{0} and ΓD := ∂Ω\ΓN . We point out that the results
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TABLE 4.1
Examples considered for the Poisson problem with Dirichlet and mixed boundary conditions.

EXAMPLE Ω u(x1, x2)

1 (0, 1)
2

sin(πx1) sin(πx2)

2 (−1, 1)
2\[0, 1]× [−1, 0] r2/3 sin

(
2
3θ
)

3 {(x1, x2) : x2
1 + x2

2 = 1}\[0, 1]× [−1, 0] r2/3 sin
(

2
3θ
)

for Example 3 are not covered by the current work since the corresponding domain does not
have a polygonal boundary. The rates of convergence for each one of the introduced errors
behaves as O(h), as predicted by the theorems since in these cases div(σ) = 0. They are
shown in Tables 4.5 and 4.6.

4.2. Numerical examples for the Stokes system. We first note that since the search of
a suitable basis of Σh,0 is very difficult, we introduce the zero mean value condition of the
trace of elements of Σh with the help of a Lagrange multiplier. This allows us to establish the
following result.

THEOREM 4.1. Consider the problem:
Find(σh,uh, λ) ∈ Σh × Vh × R such that

(4.1)

aDG(σh, τ ) + bDG(τ ,uh) + λ

∫
Ω

tr(τ ) = GDG(τ ) ∀ τ ∈ Σh,

−bDG(σh,v) + cDG(uh,v) = FDG(v) ∀ v ∈ Vh,

µ

∫
Ω

tr(σh) = 0 ∀ µ ∈ R.

Then, we have
1. If (σh,uh, λ) ∈ Σh × Vh × R is a solution of (4.1), then λ = 0 and (σh,uh) ∈

Σh,0 × Vh is a solution of (3.3).
2. If (σh,uh) ∈ Σh,0 × Vh is a solution of (3.3), then (σh,uh, 0) ∈ Σh × Vh × R is

a solution of (4.1).
We proceed to implement (4.1). As for the Poisson problem, we need to introduce some

useful notations for the errors and the experimental rates of convergence. We let N be the
number of degrees of freedom, which in our case corresponds to N = 14× card(Th) + 1. We
also introduce

e0(u) := ‖u− uh‖0,Ω, e0(σ) :=
(
‖σd − σd

h‖20,Ω + ‖γ1/2[[σ − σh]]‖20,EI
)1/2

,

ediv(σ) := ‖divh(σ − σh)‖0,Ω, e := |(σ − σh, u− uh)|DG.

The so-called experimental rate of convergence of the seminorm of the total error e is computed
by

r := −2
log(e/e′)

log(N/N ′)
,

where e and e′ denote the corresponding errors at two consecutive triangulations with the
number of degrees of freedom N and N ′, respectively. The experimental rates of convergence
for the other errors are defined in an analogous way.
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TABLE 4.2
Examples considered for the Stokes system.

EXAMPLE Ω u(x1, x2) p(x1, x2)

1 ]− 1, 1[2
[
−ex1(x2 cos(x2) + sin(x2))

ex1x2 sin(x2)

]
2ex1 sin(x2)

2 ]− 1/2, 3/2[×]0, 2[

[
1− eλx1 cos(2πx2)
λ
2π e

λx1 sin(2πx2)

]
− 1

2e
2λx1 − p̄

TABLE 4.3
Errors and experimental rates of convergence for Example 1 (Poisson, Dirichlet boundary condition).

N e0(u) r0(u) e0(σ) r0(σ) e r ediv(σ) rdiv(σ)

28 0.3452 —– 1.4007 —– 1.4426 —– 6.1890 —–
112 0.1535 1.1696 0.6084 1.2030 0.6275 1.2011 2.9646 1.0618
448 0.0752 1.0285 0.3294 0.8852 0.3379 0.8930 1.5725 0.9148
1792 0.0364 1.0488 0.1714 0.9424 0.1752 0.9473 0.8064 0.9634
7168 0.0179 1.0193 0.0875 0.9705 0.0893 0.9725 0.4072 0.9857

28672 0.0089 1.0057 0.0442 0.9850 0.0451 0.9858 0.2045 0.9938
114688 0.0045 1.0015 0.0222 0.9924 0.0227 0.9928 0.1025 0.9971

TABLE 4.4
Errors and experimental rates of convergence for Example 1 (Poisson, mixed boundary conditions).

N e0(u) r0(u) e0(σ) r0(σ) e r ediv(σ) rdiv(σ)

28 0.4343 —– 2.0196 —– 2.0658 —– 6.1907 —–
112 0.1619 1.4236 0.7428 1.4430 0.7603 1.4421 2.9562 1.0663
448 0.0770 1.0730 0.3644 1.0275 0.3724 1.0295 1.5716 0.9115
1792 0.0366 1.0711 0.1803 1.0155 0.1839 1.0178 0.8064 0.9627
7168 0.0180 1.0270 0.0897 1.0070 0.0915 1.0078 0.4072 0.9856

28672 0.0089 1.0078 0.0447 1.0031 0.0456 1.0032 0.2045 0.9938
114688 0.0045 1.0020 0.0224 1.0014 0.0228 1.0014 0.1025 0.9971

We consider two smooth examples. Their domains Ω as well as their corresponding exact
solutions (u, p) are given in Table 4.2. Concerning Example 1, we resume our results in
Table 4.1, where the total error and their components go to zero as O(h). This is in agreement
with our expectations. In addition, we observe that the L2 norms of the stress error (σ − σh)
and of the pressure (p− ph) have higher rates of convergence: O(h2).

Example 2 is taken from [32] where the parameter λ is given by

λ := − 8π2

ν−1 +
√
ν−2 + 16π2

.

It will help us to test the robustness of our method for different values of the viscosity,
ν ∈ {1, 0.1, 0.059}. Numerical results for each one of these values are shown in Tables 4.8, 4.9,
and 4.10. From these tables, we realize that the individual error ediv(σ) is more domi-
nant than the seminorm e, and thus it will determine the behavior O(h) of the total error
‖(σ − σh,u− uh)‖Σ, as established in Theorems 3.3 and 3.4. We also notice that the errors
e0(σ) and e0(p) show a better behavior than expected: O(h2), for each of the considered
values of ν here.
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TABLE 4.5
Errors and experimental rates of convergence for Example 2 (Poisson, mixed boundary conditions).

N e0(u) r0(u) e0(σ) r0(σ) e r ediv(σ) rdiv(σ)

42 0.5179 —– 0.7932 —– 0.9473 —– 0.4292 —–
168 0.2951 0.8117 0.5646 0.4904 0.6371 0.5724 0.6960 —–
672 0.1248 1.2414 0.3289 0.7796 0.3518 0.8567 0.4552 0.6125
2688 0.0487 1.3563 0.1749 0.9112 0.1816 0.9543 0.2237 1.0249

10752 0.0212 1.2003 0.0907 0.9466 0.0932 0.9622 0.1034 1.1129
43008 0.0101 1.0665 0.0470 0.9491 0.0481 0.9547 0.0484 1.0956

172032 0.0050 1.0168 0.0245 0.9371 0.0251 0.9405 0.0232 1.0616

TABLE 4.6
Errors and experimental rates of convergence for Example 3 (Poisson, mixed boundary conditions).

N e0(u) r0(u) e0(σ) r0(σ) e r ediv(σ) rdiv(σ)

42 0.2989 —– 0.5479 —– 0.6241 —– 0.4167 —–
168 0.1440 1.0531 0.3439 0.6721 0.3728 0.7434 0.5597 —–
672 0.0605 1.2503 0.1898 0.8571 0.1993 0.9039 0.3553 0.6558
2688 0.0270 1.1656 0.1009 0.9118 0.1044 0.9318 0.1862 0.9319

10752 0.0130 1.0568 0.0534 0.9176 0.0550 0.9261 0.0933 0.9966
43008 0.0064 1.0138 0.0286 0.9024 0.0293 0.9082 0.0464 1.0067

172032 0.0032 1.0027 0.0156 0.8750 0.0159 0.8806 0.0231 1.0056

5. Final comments and conclusions. In this paper, we have first extended the techniques
of [9] to the case of Lagrangian finite elements to approximate each unknown for a mixed
discontinuous Galerkin formulation of the Poisson equation with mixed boundary conditions.
We have proved that the method is stable and converges with the optimal rate of convergence
if reasonable additional regularity of the exact solution is assumed. To this aim, we need to
redefine the definition of the numerical fluxes (2.2)–(2.3) in order to establish Theorems 2.7
and 2.8. The main relevance is that we have been able to obtain a discrete approximation
of local H(div)-functions using the standard discontinuous polynomial space instead of the
conforming Raviart-Thomas space. The results shown in Tables 4.3, 4.4, 4.5, and 4.6, for
[P1(Th)]2 × P0(Th) as approximation spaces, are in agreement with the conclusions of the
a-priori error analysis that we have established.

Next, we have extended the approach to solve a Stokes system. We recall that in [9]
we have analyzed a pseudo stress-velocity mixed discontinuous formulation considering the
pair [RTk(Th)]2 × [Pk(Th)]2 with k ≥ 0. We have proved that this family of approximation
spaces is stable. This can be seen as a generalization of the scheme studied earlier in [15]. We
point out that here we have developed an a-priori error analysis for an unusual nonconforming
dual-mixed variational formulation for the Poisson and Stokes problem, considering piecewise
polynomial approximation spaces for each unknown. In this sense, we have circumvented
the well-known de Rham’s commutative diagram when a local subspace of H(div) is used,
proving optimal convergence of the method in an unusual way. We would like to emphasize
that in this paper we have proved that the pair [Pk+1(Th)]2×2 × [Pk(Th)]2, with k ≥ 0, is
stable (in a pseudo-stress velocity formulation). In particular, for this nonconforming scheme,
surprisingly we have proved that [P1(Th)]2×2 × [P0(Th)]2 is a stable pair for the Stokes
problem, whereas for the corresponding conforming scheme it is well known that the pair
[P1(Ω)]2×2 × [P0(Th)]2 is not stable, and it needs some stabilization procedure in order to
use it. Tables 4.7, 4.8, 4.9, and 4.10 show that the method converges for each case with order
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TABLE 4.7
Errors and experimental rates of convergence for Example 1 (Stokes), for ν = 1.

N e0(u) r0(u) e r ediv(σ) rdiv(σ)

29 2.3999 —– 4.6090 —– 4.5215 —–
113 1.2536 0.9550 3.5506 0.3836 7.6949 —–
449 0.6395 0.9757 2.3368 0.6064 4.8937 0.6561
1793 0.3215 0.9935 1.3147 0.8309 2.4012 1.0284
7169 0.1610 0.9979 0.6921 0.9260 1.1352 1.0811

28673 0.0805 0.9994 0.3544 0.9655 0.5449 1.0589
114689 0.0403 0.9999 0.1793 0.9834 0.2661 1.0340
N e0(σ) r0(σ) e0(p) r0(p)

29 4.1739 —– 2.4102 —–
113 4.0573 0.0417 2.7151 —-
449 2.0405 0.9963 1.4032 0.9569
1793 0.6270 1.7044 0.4343 1.6941
7169 0.1672 1.9077 0.1161 1.9032

28673 0.0428 1.9657 0.0298 1.9633
114689 0.0108 1.9852 0.0075 1.9839

TABLE 4.8
Errors and experimental rates of convergence for Example 2 (Stokes), for ν = 1.

N e0(u) r0(u) e r ediv(σ) rdiv(σ)

57 19.6523 —– 81.5980 —– 469.6606 —–
225 10.1306 0.9652 65.5374 0.3193 380.7820 0.3056
897 4.9803 1.0269 28.3148 1.2137 301.9265 0.3356

3585 2.5719 0.9540 13.1790 1.1040 187.0733 0.6910
14337 1.3105 0.9728 6.4181 1.0382 99.9140 0.9050
57345 0.6585 0.9930 3.2116 0.9989 50.8263 0.9751

229377 0.3296 0.9982 1.6119 0.9946 25.5173 0.9941
N e0(σ) r0(σ) e0(p) r0(p)

57 307.4529 —– 211.3465 —–
225 81.5107 1.9338 37.0654 2.5357
897 36.2827 1.1705 19.3759 0.9381

3585 12.1414 1.5803 7.1110 1.4470
14337 3.1585 1.9429 1.8808 1.9190
57345 0.7931 1.9936 0.4745 1.9869

229377 0.1979 2.0025 0.1186 2.0004

O(h), as predicted by the theory that we have developed here. On the other hand, the results in
these tables give us numerical evidence that the L2-error of the pseudo stress and the pressure
behave as O(h2). This could be the subject of future work.

Finally, it is important to remark that the analysis has been performed under suitable
additional regularity assumptions, which give us good hope for the corresponding a-posteriori
error estimate, which will be reported in a separate work. Furthermore, the fact that the same
formulation works for the Stokes and Darcy problem should simplify its coupling, therefore
this topic will be explored in another work.
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TABLE 4.9
Errors and experimental rates of convergence for Example 2 (Stokes), for ν = 0.1.

N e0(u) r0(u) e r ediv(σ) rdiv(σ)
57 4.9442 —– 7.2237 —– 27.6457 —–

225 2.6894 0.8869 3.8397 0.9205 17.7333 0.6468
897 1.4207 0.9229 3.8946 —– 18.3476 —–

3585 0.6790 1.0657 2.7499 0.5024 10.6941 0.7792
14337 0.3372 1.0101 1.5354 0.8409 5.4225 0.9799
57345 0.1665 1.0184 0.7939 0.9516 2.7213 0.9947

229377 0.0828 1.0077 0.4009 0.9856 1.3583 1.0025
N e0(σ) r0(σ) e0(p) r0(p)

57 14.9810 —– 10.5309 —–
225 3.5498 2.0974 2.3011 2.2154
897 2.3914 0.5713 1.6136 0.5133

3585 1.2373 0.9512 0.8460 0.9320
14337 0.3613 1.7761 0.2458 1.7838
57345 0.0936 1.9493 0.0633 1.9575

229377 0.0235 1.9916 0.0159 1.9954

TABLE 4.10
Errors and experimental rates of convergence for Example 2 (Stokes), for ν = 0.059.

N e0(u) r0(u) e r ediv(σ) rdiv(σ)

57 3.2095 —– 4.3081 —– 13.2613 —–
225 1.8459 0.8057 2.2457 0.9489 7.0122 0.9281
897 1.0290 0.8452 2.4596 —- 10.2963 —–
3585 0.5340 0.9469 1.7508 0.4906 5.8493 0.8163

14337 0.2585 1.0467 1.0116 0.7916 3.0870 0.9222
57345 0.1189 1.1200 0.5325 0.9259 1.6129 0.9366

229377 0.0569 1.0640 0.2704 0.9774 0.8179 0.9796
N e0(σ) r0(σ) e0(p) r0(p)

57 6.7667 —– 4.7644 —–
225 2.5420 1.4261 1.7484 1.4602
897 1.5787 0.6889 1.0874 0.6868
3585 0.7923 0.9953 0.5423 1.0042

14337 0.2446 1.6959 0.1647 1.7200
57345 0.0653 1.9063 0.0433 1.9266

229377 0.0166 1.9749 0.0110 1.9834
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