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LEAP-FROG METHOD FOR STOCHASTIC FUNCTIONAL WAVE EQUATIONS∗

HENRYK LESZCZYŃSKI†, MILENA MATUSIK†, AND MONIKA WRZOSEK†

Abstract. We perform a time-space discretisation, known as the leap-frog method, for nonlinear stochastic
functional wave equations driven by multiplicative time-space white noise. To prove its stability we apply Cairoli’s
maximal inequalities for two-parameter martingales and provide a lemma for estimating solutions to a class of
stochastic wave equations and a Gronwall-type inequality over cones. The method converges in L2 at a rate of
O(

√
h), where h is a time-space step size.
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1. Introduction. We are interested in applying the leap-frog (LF) method to the initial
value problem for the nonlinear stochastic wave equation (SWE) with a non-local dependence

∂2u

∂t2
− ∂2u

∂x2
= f

(
t, x, u|Ct,x

)
+ g(t, x, u|Ct,x)Ẇ for (t, x) ∈ R+×R,

u(0, x) = φ(x),
∂u

∂t
(0, x) = ψ(x) for x ∈ R,

where Ẇ is time-space white noise. The LF method is known by different names in the
literature, e.g., the Störmer method and the Encke method (in astronomy); see the review
article [7]. In molecular dynamics it is often referred to as the Verlet method. In the context of
partial differential equations (PDE) of wave propagation, the most common term is leap-frog.
The method is two-step, explicit, second-order accurate, and simple to implement. It has
some important geometric properties and preserves the wave energy conservation as it is
symplectic [10]. Hence, it is widely used in the calculation of the atmosphere, oceans, and
computer graphics [21]. In [5] the authors propose a two-level conservative modification
of the classical LF scheme which is second-order accurate on nonuniform grids and can be
used for solving fluctuating hydrodynamics problems. In [18] a LF scheme for the optimal
control of parabolic PDE is shown to be unconditionally stable and second-order convergent
without the requirement of the classical Courant-Friedrichs-Lewy condition on the spatial
and temporal mesh step sizes. LF schemes are applied to Maxwell equations in [17, 19].
The implicit-explicit combination of Crank-Nicolson and LF schemes, frequently used in
atmosphere, ocean, and climate codes, is studied in [11]. Some extensions of LF methods are
presented in [27].

In the 1960’s, wave equations subject to random perturbations have attracted a lot of
attention due to their applications in physics, relativistic quantum mechanics, and oceanog-
raphy. Let us mention two interesting examples presented in [4]. DNA molecules can be
seen as long elastic strings modeled by a wave equation. While floating in the liquid, they
are exposed to impacts of the fluid’s molecules, which can be described as a stochastic force.
These phenomena are of biological interest; in particular: when a DNA strand moves around
and two normally distant parts of the string get close enough together, it can happen that a
biological event occurs: for instance, an enzyme may be released; cf. [4]. Some recent studies
show that a DNA molecule acts like a receiver or transmitter of radio waves communicating
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†University of Gdańsk, Wita Stwosza 57, 80-952 Gdańsk
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with other DNA molecules or other molecules. This property can be used to prevent the
progression of some diseases like cancer [26]. For a deeper discussion of DNA interactions,
we refer the reader to [1, 6]. Another example concerns a motion of the sun’s surface, which
can provide information about the internal structure of the sun [9]. Solar geophysicists are
especially interested in determining the origin of shock waves going around the surface, and
these shocks can be modeled in a probabilistic sense.

Numerical methods applied to SWEs include the method of lines [24], finite element
approximations [15], semi-analytic methods based on Fourier series expansions [25], stochastic
trigonometric schemes for the temporal approximations [3], spectral Galerkin methods for
spatial approximations and exponential time integrators for temporal approximation [31],
Newton’s method [16], and others [20].

In [8] it is shown that under some conditions, the accuracy of the LF approximation of the
solution to a quasi-linear SWE driven by time-space white noise is of weak order two, i.e.,

|E[φ(ûh)]− E[φ(u)]| ≤ Ch2.

Upon the space discretisation, the author performs a change of coordinates resulting in
SWEs with inhomogeneous boundary conditions. The study is conducted in the semigroup
framework [22], while in [29] the variational approach is used to investigate the convergence
of LF schemes for SWEs in Lp, p ≥ 1. It is shown that the optimal rate of convergence is
O(
√
h) and O(

√
h| log h|ε) on compact sets for ε > 0 and a time-space step size h. The proof

requires formulating a series of lemmas, e.g., a 2p-th moment inequality and a p-th moment
maximal Cairoli-type inequality for stochastic Itô integrals over cones for p > 1.

Our purpose is to extend the results obtained by Walsh [29] to the case of a SWE with a
non-local dependence, e.g.,

g(t, x, u|Ct,x) = sin

(∫
Ct,x

u(s, y) dy ds

)
.

Taking f(t, x, u|Ct,x
) = f(t, x, u) and g(t, x, u|Ct,x

) = g(t, x, u), one arrives at the problem
discussed in [29]. We establish the stability of the LF scheme for the SWE, which by virtue of
the Lax theorem is equivalent to convergence assuming the consistency of the scheme.

The paper is organized as follows. In Section 2 we set up notation and formulate the
problem. Section 3 contains details of the LF scheme. In the fourth section, our main results
are stated and proved, which involves a lemma for estimating solutions to a class of SWEs and
a Gronwall-type inequality over cones. A numerical illustration of the results is provided in
Section 5.

2. Formulation of the problem. Let (Ω,F , P ) be a complete probability space and
W : R+×R → L2(Ω), with R+ = [0,∞), be a two-parameter Wiener process, which is
understood in the Walsh setting [29]. Recall that L2(Ω) is the space of all random variables
Y : Ω→ R such that E[Y 2] <∞. For (t, x) ∈ R+×R, let Ct,x be the wave cone with vertex
(t, x), that is, the triangle delimited by the points (t, x), (0, x+ t), (0, x− t):

Ct,x = {(s, y) : 0 ≤ s ≤ t, |y − x| ≤ t− s} .

We say that a function Ψ : R+×R → R is increasing with respect to cones if it holds that
Ψ(s, y) ≤ Ψ(t, x) for all (s, y) ∈ Ct,x. This means that

Cs,y ⊂ Ct,x ⇒ Ψ(s, y) ≤ Ψ(t, x).

The filtration
(
FCt,x , (t, x) ∈ R+×R

)
is understood as follows: FCs,y ⊂ FCt,x if

Cs,y ⊂ Ct,x. A process u : R+×R→ L2(Ω) is adapted if all random variables u(t, x) are
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measurable with respect to the σ-field FCt,x
for (t, x) ∈ R+×R. Moreover, for t, s ∈ R+,

x, y ∈ R, and every bounded, FCt,x
-measurable random variable Y , it holds that

(2.1) E[Y |FCs,y ] = E[Y |FCs,y∩Ct,x ].

The filtration generated by rectangles (instead of cones) and satisfying (2.1) is said to be
commuting [12, 14]. Let C(Ct,x) be the space of continuous functions from Ct,x to R. By X
we denote the space of all pathwise continuous and adapted processes u : R+×R→ L2(Ω)
with the seminorms

‖u‖2t,x = E

[
sup

(s,y)∈Ct,x

|u(t, x)|2
]
<∞ for t ∈ R+, x ∈ R .

Let X t,x =
{
u|Ct,x

: u ∈ X
}
. Consider the following initial value problem for the nonlinear

stochastic wave equation (first introduced in [2]) with a non-local dependence

(2.2)


∂2u

∂t2
− ∂2u

∂x2
= f

(
t, x, u|Ct,x

)
+ g(t, x, u|Ct,x

)Ẇ for (t, x) ∈ R+×R,

u(0, x) = φ(x),
∂u

∂t
(0, x) = ψ(x) for x ∈ R,

where Ẇ is white noise on R+×R and φ(x), ψ(x) are deterministic and continuous functions.
A process u : R+×R → L2(Ω) is a solution to (2.2) if u ∈ X and it satisfies the integral
equation

(2.3)

u(t, x) =
1

2
(φ(x− t) + φ(x+ t)) +

1

2

x+t∫
x−t

ψ(y)dy

+
1

2

∫
Ct,x

f
(
s, y, u|Cs,y

)
dy ds+

1

2

∫
Ct,x

g
(
s, y, u|Cs,y

)
W (ds, dy),

which is based on d’Alembert’s formula corresponding to (2.2) and where the stochastic
integral is interpreted in the sense of Walsh [29]. The existence and uniqueness of solutions
to (2.2) can be shown similarly as in [30].

3. The leap-frog scheme. Fix h > 0, ti = ih, xj = jh for i ∈ N, j ∈ Z,
N = {0, 1, 2, . . .}. Set Eh = {(ti, xj) ∈ hN×hZ, i+ j even}, ui,j = u(ti, xj), for
(ti, xj) ∈ Eh. We write E′h for the complement of Eh. By ∆i,j we denote the square
(diamond) with center (ti, xj) and corners at (ti+1, xj), (ti−1, xj), (ti, xj+1), (ti, xj−1).
Let ∆−i,j , for (i, j) ∈ N×Z, i > 0, consist of all interior points of the square ∆i,j and its
two sides determined by the points (ti, xj+1), (ti−1, xj) and (ti, xj−1), (ti−1, xj), respec-
tively, excluding these points. Let ∆−0,j be the interior of the triangle with corners at (t1, xj),
(0, xj−1), (0, xj+1) and the side determined by, but without, the points (0, xj−1), (0, xj+1).
The leap-frog method for (2.2) is of the form

(3.1)



ui+1,j = ui,j+1 + ui,j−1 − ui−1,j + h2f
(
ti, xj , (Ihu)|Cti,xj

)
+

1

2
g
(
ti, xj , (Ihu)|Cti,xj

)
W (∆i,j), (ti, xj) ∈ E

′

h,

u0,j = φ(xj), j even,

u1,j =
φ(xj+1) + φ(xj−1)

2
+ hψ(xj) +

h2

2
f(0, xj , (Ihu)|C0,xj

)

+
1

2
g(0, xj , (Ihu)|C0,xj

)W (∆0,j), j odd,
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where Ihu is the interpolating step function given by

(Ihu)(t, x) =

{
1
2 (ui,j−1 + ui,j+1) for (t, x) ∈ ∆−i,j ,

ui,j for t = ti, x = xj , (ti, xj) ∈ Eh.

Let Chi,j = Cti,xj
∩ Eh and C̃hi,j = Cti,xj

∩ E′

h. For (ti, xj) ∈ Eh, we have

(3.2)

ui,j =
φ(xj+i) + φ(xj−i)

2
+ h

∑
l:

(0,xl)∈C̃h
i,j

ψ(xl)

+ h2
∑
k,l:

(tk,xl)∈C̃h
i,j

f(tk, xl, (Ihu)|Ctk,xl
) +

1

2

∑
k,l:

(tk,xl)∈C̃h
i,j

g(tk, xl, (Ihu)|Ctk,xl
)W (∆k,l).

Let X h be the space of all discrete adapted processes u : Eh → L2(Ω) with the seminorms

‖u‖2i,j = E

 sup
m,n:

(tm,xn)∈Ch
i,j

|um,n|2

 <∞.
For brevity, we write ‖u‖2i,j = E

[
sup
Ch

i,j

|um,n|2
]

.

4. Stability of the leap-frog method. Before stating the main result, we formulate the
following lemma for estimating solutions to a class of SWEs.

LEMMA 4.1. Suppose that α(1)
i,j , α

(2)
i,j ∈ X

h, for i, j : (ti, xj) ∈ Eh. Let a process
εi,j ∈ X h satisfy the following equation

(4.1)


εi+1,j = εi,j+1 + εi,j−1 − εi−1,j + h2α

(1)
i,j +

1

2
α
(2)
i,jW (∆i,j), (ti, xj) ∈ E

′

h,

ε0,j = 0, j even,

ε1,j =
h2

2
α
(1)
0,j + α

(2)
0,jW (∆0,j), j odd.

Then there exists a nonnegative constant K such that

‖ε‖2i,j ≤ 2i2h4
∑
C̃h

i,j

‖α(1)‖2m,n + 4Kh2
∑
C̃h

i,j

‖α(2)‖2m,n

for i, j : (ti, xj) ∈ Eh.
Proof. The recursive use of (4.1) leads to

εi,j = h2
∑
C̃h

i,j

α
(1)
k,l +

∑
C̃h

i,j

α
(2)
k,lW (∆k,l) for (ti, xj) ∈ Eh.

The elementary inequality (a+ b)2 ≤ 2a2 + 2b2 yields

E

[
sup
Ch

i,j

|εm,n|2
]
≤ 2h4 E

sup
Ch

i,j

∣∣∣∣∣∣∣
∑
C̃h

m,n

α
(1)
k,l

∣∣∣∣∣∣∣
2+ 2E

sup
Ch

i,j

∣∣∣∣∣∣∣
∑
C̃h

m,n

α
(2)
k,lW (∆k,l)

∣∣∣∣∣∣∣
2

=: 2h4J
(1)
i,j + 2J

(2)
i,j .
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Applying the Schwarz inequality we have

J
(1)
i,j ≤ |C̃

h
i,j |E

sup
Ch

i,j

∑
C̃h

m,n

(
α
(1)
k,l

)2 ≤ i2∑
C̃h

i,j

E

[
sup
Ch

m,n

(
α
(1)
k,l

)2]
= i2

∑
C̃h

i,j

‖α(1)‖2m,n.

By the Cairoli inequality [13, 12], there is a nonnegative constant K such that

J
(2)
i,j ≤ K|∆i,j |E

∑
C̃h

i,j

(
α
(2)
k,l

)2 ≤ 2Kh2
∑
C̃h

i,j

E

[
sup
Ch

m,n

(
α
(2)
k,l

)2]
≤ 2Kh2

∑
C̃h

i,j

‖α(2)‖2m,n.

Hence, the proof is complete.
We need the following inequality (cf. [23, Theorem 2.1.56]).
LEMMA 4.2. Let Vi be a real-valued non-negative function defined on

Zγ,δ = {i ∈ Z, γ ≤ i ≤ δ, γ, δ ∈ Z}, E = {(i, j) ∈ Z2 : γ ≤ j ≤ i ≤ δ}. Let ci,j ,
di,j be real-valued non-negative functions defined on E and non-decreasing in i for each
j ∈ Zγ,δ , and suppose that for all i ∈ Zγ,δ,

Vi ≤ c+

i−1∑
m=γ

ci,mVm +

δ∑
m=γ

di,mVm,

where c ≥ 0 is a constant. If

ri =

δ∑
j=γ

di,j

j−1∏
m=γ

(1 + cj,m) < 1,

then for all i ∈ Zγ,δ ,

Vi ≤
c

1− ri

i−1∏
m=γ

(1 + ci,m) .

We formulate the following Gronwall-type inequality over cones. The proof is based on taking
suprema of the space variable and applying Lemma 4.2.

LEMMA 4.3. Let vi,j , ai,j , bi,j be nonnegative functions, for i ∈ N, j ∈ Z, and let ai,j ,
bi,j be increasing with respect to cones. If

vi,j ≤ ai,j + bi,j
∑
Ch

i,j

vm,n

for i, j : (ti, xj) ∈ Eh, then

vi,j ≤ ai,j
i−1∏
m=0

(1 + [2(i−m) + 1]bi,j)

for i, j : (ti, xj) ∈ Eh.
Proof. Fix h > 0, (ti0 , xj0) ∈ Eh. Since ai,j , bi,j are increasing with respect to cones,

we have

vi,j ≤ ai0,j0 + bi0,j0

i−1∑
m=0

j+i−m∑
n=j−i+m

vm,n
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for i, j : (ti, xj) ∈ Chi0,j0 . If we define

Vi = sup
j∈Z

|j−j0|≤i0−i

vi,j , i = 0, 1, . . . , i0,

then we get

vi,j ≤ ai0,j0 + bi0,j0

i−1∑
m=0

[2(i−m) + 1]Vm.

Hence,

Vi ≤ ai0,j0 + bi0,j0

i−1∑
m=0

[2(i−m) + 1]Vm.

Applying Lemma 4.2 with c = ai0,j0 , ci,j = bi0,j0(2(i− j) + 1), di,j = 0, we obtain

Vi ≤ ai0,j0
i−1∏
m=0

(1 + [2(i−m) + 1]bi0,j0) .

Since vi,j ≤ Vi, for i, j : (ti, xj) ∈ Chi0,j0 and arbitrary (ti0 , xj0) ∈ Eh, the proof is complete.

By the stability of the scheme we mean that small perturbations to the scheme lead to
small changes in the solution of a differential equation, i.e., limh→0 ‖ū− u‖2i,j = 0, where u,
ū are the solutions to (3.1) and its perturbation, respectively, and the perturbation functions ξ,
η satisfy limh→0 supi∈N,j∈Z (‖ξ‖i,j + ‖η‖i,j) = 0.

THEOREM 4.4. Suppose that the functions (t, x) 7→ f(t, x, 0), (t, x) 7→ g(t, x, 0) are
continuous on R+×R such that

(4.2) |f(t, x, 0)|+ |g(t, x, 0)| ≤M(t, x)

and the functions f(t, x, ·), g(t, x, ·) satisfy the Lipschitz condition

(4.3)

∣∣f (t, x, u|Ct,x

)
− f

(
t, x, ū|Ct,x

)∣∣ ≤ L(t, x) sup
(s,y)∈Ct,x

|u(s, y)− ū(s, y)|,∣∣g (t, x, u|Ct,x

)
− g

(
t, x, ū|Ct,x

)∣∣ ≤ L(t, x) sup
(s,y)∈Ct,x

|u(s, y)− ū(s, y)|,

where M,L : [0, T ] × R → R+ are increasing with respect to cones. Then the leap-frog
method (3.1) for (2.2) is stable.

Proof. Fix h > 0, (ti0 , xj0) ∈ Eh. Let ui,j be the solution to (3.1) and ūi,j the solution
to the perturbed scheme

ūi+1,j = ūi,j+1 + ūi,j−1 − ūi−1,j + h2f
(
ti, xj , (Ihū)|Cti,xj

)
)

+ h2ξi,j

+
1

2
g
(
ti, xj , (Ihū)|Cti,xj

)
)
W (∆i,j) +

1

2
ηi,jW (∆i,j), (ti, xj) ∈ E

′

h,

ū0,j = φ(xj), j even,

ū1,j =
φ(xj+1) + φ(xj−1)

2
+ hψ(xj) +

h2

2
f(0, xj , (Ihū)|C0,xj

)

+
1

2
g(0, xj , (Ihū)|C0,xj

)W (∆0,j), j odd,
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where ξi,j , ηi,j ∈ X h, for i, j : (ti, xj) ∈ C̃hi0,j0 , are such that

(4.4) lim
h→0

sup
i∈N,j∈Z

(‖ξ‖i,j + ‖η‖i,j) = 0.

In order to apply Lemma 4.1, we take εi,j = ūi,j − ui,j and

α
(1)
i,j = f

(
ti, xj , (Ihū)|Cti,xj

)
− f

(
ti, xj , (Ihu)|Cti,xj

)
+ ξi,j ,

α
(2)
i,j = g

(
ti, xj , (Ihū)|Cti,xj

)
− g

(
ti, xj , (Ihu)|Cti,xj

)
+ ηi,j .

Next, by the Lipschitz condition (4.3) for f , we have

E

[
sup
Ch

m,n

∣∣∣α(1)
k,l

∣∣∣2] = E

[
sup
Ch

m,n

∣∣∣f (tk, xl, (Ihū)|Ctk,xl

)
− f

(
tk, xl, (Ihu)|Ctk,xl

)
+ ξk,l

∣∣∣2]
≤ 2L2(tm, xn)‖ū− u‖2m,n + 2‖ξ‖2m,n.

Hence

‖α(1)‖2m,n ≤ 2L2(tm, xn)‖ū− u‖2m,n + 2‖ξ‖2m,n.

Similarly,

‖α(2)‖2m,n ≤ 2L2(tm, xn)‖ū− u‖2m,n + 2‖η‖2m,n.

Thus, we have the estimate

‖ū− u‖2i,j ≤ 4i2h2
(
i2h2‖ξ‖2i,j + 2K‖η‖2i,j

)
+ 4h2L2(ti, xj)

(
i2h2 + 2K

)∑
C̃h

i,j

‖ū− u‖2m,n

for some K > 0. By Lemma 4.3 we obtain

‖ū− u‖2i,j ≤ C1

i−1∏
m=0

(1 + [2(i−m) + 1]C2)

for i, j : (ti, xj) ∈ Chi0,j0 and

C1 = 4i2h2
(
i20h

2‖ξ‖2i0,j0 + 2K‖η‖2i0,j0
)
, C2 = 4h2L2(ti0 , xj0)

(
i20h

2 + 2K
)
.

Since for arbitrary (ti0 , xj0) ∈ Eh we have ‖ū− u‖2i0,j0 → 0 as h→ 0 provided (4.4) holds,
the proof is complete.

REMARK 4.5. Conditions (4.2), (4.3) imply a linear growth of f and g.
REMARK 4.6. The leap-frog scheme (3.1) converges in L2 at a rate of O(

√
h), which is

the same as the rate obtained in [30]. Indeed, the norm of ui,j − u(ti, xj), where u is given by
(2.3) at (ti, xj) and ui,j is given by (3.2), can be estimated by the sum of two functions of the
orders O(h) and O(

√
h).
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5. Numerical experiments. In [28] the time-space white noise with rectangular incre-
ments is discretised at (ti, xj) as follows

∂2W

∂t∂x
≈ 1√

∆t∆x
Ni,j ,

where Ni,j are independent standard (zero mean, unit variance) normal random variables and
∆t, ∆x are time and space step sizes, respectively. Due to the conical nature of problem (2.2),
we propose the following generation of the two-parameter Brownian motion over cones. Fix
h > 0, (ti0 , xj0) ∈ Eh, and let

Ĉhi0,j0 := Ci0,j0 ∩ (hN+ × hZ), N+ = {1, 2, . . .}.

Suppose we have a sequence
{
Yk,l, (kh, lh) ∈ Ĉhi0,j0 ∩ E

′
h

}
of independent standard normal

random variables indexed by the centers of the diamonds. The random variables Yk,l will be
generated by a computer random number generator. We define the Brownian motion over a
diamond with vertices ((i− 2)h, jh), (ih, jh), ((i− 1)h, (j + 1)h), ((i− 1)h, (j − 1)h) by

(5.1) W (∆h
i−1,j) =

{√
2hYi−1,j , i ≥ 2, (ih, jh) ∈ Ci0,j0 ∩ Eh,

hYi−1,j , i = 1, (h, jh) ∈ Ci0,j0 ∩ Eh.

Notice that (5.1) has the desired properties E[W (∆h
i−1,j)] = 0 and

Var[W (∆h
i−1,j)] =

{
2h2, i ≥ 2, (ih, jh) ∈ Ci0,j0 ∩ Eh,
h2, j ∈ Z, (h, jh) ∈ Ci0,j0 ∩ Eh.

Now consider the diamond ∆2h
i−2,j composed of four diamonds ∆h

i−3,j , ∆h
i−2,j+1, ∆h

i−2,j−1,
∆h
i−1,j . Suppose we have defined W (∆h

i−3,j), W (∆h
i−2,j+1), W (∆h

i−2,j−1), W (∆h
i−1,j).

We define the Brownian motion W (∆2h
i−2,j) over the diamond ∆2h

i−2,j on the grid with the
step size 2h as follows:

(5.2) W (∆2h
i−2,j) =


W (∆h

i−3,j) +W (∆h
i−2,j+1) +W (∆h

i−2,j−1) +W (∆h
i−1,j),

i ≥ 4, (ih, jh) ∈ Ci0,j0 ∩ E2h,

W (∆h
0,j+1) +W (∆h

0,j−1) +W (∆h
1,j),

i = 2, (2h, 2jh) ∈ Ci0,j0 ∩ E2h.

Notice that (5.2) has the desired properties E[W (∆2h
i−2,j)] = 0 and

Var[W (∆2h
i−2,j)] =

{
2 · 4h2, i ≥ 4, (ih, jh) ∈ Ci0,j0 ∩ E2h,

4h2, j ∈ Z, (2h, jh) ∈ Ci0,j0 ∩ E2h.

Figure 5.1 displays the solution of the leap-frog method (3.1) for the deterministic problem of
the form

(5.3)
f(t, x, u|Ct,x

) = 0, g(t, x, u|Ct,x
) = 0,

ϕ(x) = cos(x), ψ(x) = −2 sin(x).
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FIG. 5.1. Numerical solution for the deterministic problem, h = 0.01.

FIG. 5.2. Numerical solution for the stochastic problem, h = 0.01.

Replacing the zero function g in (5.3) with

g(t, x, u|Ct,x) = sin

(∫
Ct,x

u(s, y) dy ds

)

and including the noise term yields the leap-frog solution displayed in Figure 5.2. Tables 5.1
and 5.2 describe the dependence of the numerical solution on the grid size h and the number
of sample paths.
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TABLE 5.1
The errors for the numerical solution for 50

sample paths.

h E
[
sup |uh − u2h|2

]
0.02 6.490137 · 10−4

0.01 2.281072 · 10−4

TABLE 5.2
The errors for the numerical solution for 100

sample paths.

h E
[
sup |uh − u2h|2

]
0.02 5.627765 · 10−4

0.01 2.185586 · 10−4
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