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A MIXED COLLOCATION SCHEME FOR SOLVING SECOND KIND
FREDHOLM INTEGRAL EQUATIONS IN [−1, 1]∗
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Abstract. In this paper we propose a suitable combination of two collocation methods based on the zeros
of Jacobi polynomials in order to approximate the solution of Fredholm integral equations on [−1, 1]. One of
the main interesting aspects of this procedure is that our approach is cheaper than the usual collocation method
based on standard Lagrange interpolation using Jacobi zeros. Moreover, we can successfully manage functions with
algebraic singularities at the endpoints. The error of the method is comparable with the error of the best polynomial
approximation in suitable spaces of functions, equipped with the weighted uniform norm. The convergence and the
stability of the method is proved, and some numerical tests, which confirm the theoretical estimates, are provided.
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1. Introduction. This paper deals with the numerical approximation of the solution of
Fredholm integral equations of the second kind:

(1.1) f(y)− µ
∫ 1

−1
k(x, y)f(x)w(x) dx = g(y), y ∈ (−1, 1),

where w is a Jacobi weight, k and g are known functions defined on (−1, 1)× (−1, 1) and
(−1, 1), respectively, µ ∈ R, and f is the unknown. The known functions may have algebraic
singularities at the endpoints of the interval [−1, 1], and the kernel function k can be weakly
singular along the diagonal y = x. In both cases the solution f will inherit a singular behaviour
at the endpoints (see [18]). For this reason we will consider the equation in a suitable space of
weighted continuous functions.

In the last decades a variety of articles appeared devoted to numerical methods for Fred-
holm integral equations. In recent years, a deep study of the so-called “global approximation
methods”, substantially based on polynomial approximation at the zeros of Jacobi sequences,
has been carried out. The interested reader can consult, for instance, [3, 4, 6, 7, 8] and the
references therein.

A computational problem related to global approximation methods is that usually the
linear system for the method has a full matrix of coefficients, and if the known functions are
not sufficiently smooth, then the solution itself has low smoothness. This implies that a linear
system of large dimension has to be solved resulting in high computational effort. A related
problem is that the calculation of the zeros of high-degree orthogonal polynomials can produce
numerical instability.

If we consider a Jacobi weight w(x) and the related weight w(x) = (1− x2)w(x), then
it is known that the zeros of pm+1(w) interlace those of pm(w), where pm+1(w) and pm(w)
belong to the orthonormal Jacobi sequences with respect to the weights w and w, respectively.
Moreover, the zeros of Q2m+1 = pm+1(w)pm(w) have an “arc-sine distribution” [2], and
therefore they are good candidates for optimal Lagrange interpolation processes [9]. Such
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kind of “extended interpolation” processes were considered and studied by many authors (see,
e.g., [1, 2, 10]). More generally, “extended interpolation” processes have been constructed
also with different choices of orthogonal polynomials and on bounded or unbounded intervals
of the real line (see, for instance, [5, 10, 12, 13, 14]).

One of the advantages in using this kind of interpolation is that it is possible to double the
degree of the approximating polynomials by reusing the samples of the interpolating function.
Indeed, if one uses the “combination” of classical interpolation, for instance at the zeros
of pm+1(w), with the above mentioned extended process, then it is possible to construct a
polynomial of degree 2mwhich uses the already computed sample of the interpolating function
at the zeros of pm+1(w). These good properties of extended interpolation were recently applied
by the authors to the composition of suitable quadrature schemes (see [15, 16]).

We propose here a new application. A suitable collocation scheme, which alternatively
uses the Lagrange projector built from the zeros of a single sequence of orthonormal poly-
nomials and the extended projector based on the zeros of two sequences of orthonormal
polynomials, is constructed. This allows us to solve a couple of linear systems of order m and
m+ 1 instead of a couple of systems of order m+ 1 and 2m+ 1 in order to obtain comparable
final approximating polynomials, resulting in a saving of 77% of the computational cost for
solving the linear systems.

We have organized the paper as follows. In Section 2 we introduce the notation and we
recall some auxiliary results. In Sections 3 we present the collocation method, describe the
algorithm, and state the results about the convergence and stability of the method. In Section 4
some numerical tests that confirm the theoretical estimates are given. All the proofs of the
main results stated in Sections 3 can be found in Section 5. Finally, the Appendix A contains
some computational details for the implementation of the method.

2. Notation and preliminary results. Throughout the entire article, the constant C will
be used several times, having different meaning in different formulas. Moreover, from now on
we will write C 6= C(a, b, . . .) in order to state that C is a positive constant independent of the
parameters a, b, . . . and C = C(a, b, . . .) to indicate that C depends on a, b, . . . Moreover, for
A,B > 0 being quantities depending on some parameters, we write A ∼ B, if there exists a
positive constant C independent of A and B such that

B

C
≤ A ≤ CB.

For any bivariate function G(x, y), we will denote by Gy and Gx the corresponding univariate
functions of the single variable x or y, respectively.

2.1. Function spaces. Setting

u(x) = (1− x)γ(1 + x)δ =: vγ,δ(x), x ∈ [−1, 1], γ, δ ≥ 0,

let us introduce the space Cu of locally continuous functions f in (−1, 1) such that

lim
x→1

f(x)u(x) = 0 if γ > 0, lim
x→−1

f(x)u(x) = 0 if δ > 0.

We point out that the limit conditions are necessary for the validity of the Weierstrass theorem
in Cu. The space is equipped with the weighted uniform norm

‖fu‖∞ = max
x∈[−1,1]

|f(x)|u(x).

For smoother functions, we introduce the Sobolev-type spaces of order r ∈ N as

Wr(u) =
{
f ∈ Cu : f (r−1) ∈ AC((−1, 1)) and ‖f (r)ϕru‖∞ < +∞

}
,
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where AC((−1, 1)) denotes the set of all functions that are absolutely continuous on every
closed subset of (−1, 1) and with ϕ(x) =

√
1− x2. Wr(u) is equipped with the norm

‖f‖Wr(u) := ‖fu‖∞ + ‖f (r)ϕru‖∞.

Now denote by Pm the space of algebraic polynomials of degree m, and for any f ∈ Cu, let

Em(f)u := inf
p∈Pm

‖(f − p)u‖∞

be the error of the best polynomial approximation of f in the weighted uniform norm.
Estimates for the error of the best polynomial approximation for functions in Wr(u) are

provided by the following Favard-type estimate (see for instance [8, p. 171]):

(2.1) Em(f)u ≤ C
‖f‖Wr(u)

mr
, C 6= C(m, f), C = C(r).

2.2. Orthogonal polynomials and Lagrange interpolation processes. Let w = vα,β ,
α, β > −1, be a Jacobi weight, and denote by {pm(w)}m the corresponding sequence of
orthonormal polynomials with positive leading coefficients. We will denote by Lm+1(w, f)
the Lagrange polynomial interpolating a given function f at the zeros {xk}m+1

k=1 of pm+1(w),

Lm+1(w, f, x) =

m+1∑
k=1

`m+1,k(w, x)f(xk), `m+1,k(w, x) =
pm+1(w, x)

p′m+1(w, xk)(x− xk)
.

Related to the weight w, let us consider w(x) = (1 − x2)w(x) and the corresponding
sequence {pm(w)}m of orthonormal polynomials with positive leading coefficients. Since it is
known that the zeros {yk}mk=1 of pm(w) interlace those of pm+1(w), it is possible to consider
the Lagrange polynomial L2m+1(w, w̄, f) that interpolates a given function f at the zeros of
pm+1(w)pm(w), which can be written as

L2m+1(w,w, f, x) =pm(w, x)

m+1∑
k=1

`m+1,k(w, x)
f(xk)

pm(w, xk)
(2.2)

+ pm+1(w, x)

m∑
k=1

`m,k(w, x)
f(yk)

pm+1(w, yk)
,

where

`m,k(w, x) =
pm(w, x)

p′m(w, yk)(x− yk)
, k = 1, . . . ,m,

denote the fundamental Lagrange polynomials related to the zeros of pm(w). We recall two
results about the stability and the convergence of both considered Lagrange processes, which
will be useful in the following.

THEOREM 2.1 ([8, Th. 4.3.1]). Let w = vα,β , α, β > −1, and u = vγ,δ, with γ, δ ≥ 0.
Then,

sup
‖fu‖∞=1

‖Lm+1(w, f)u‖∞ ∼ logm

if and only if

max

{
0,
α

2
+

1

4

}
≤ γ ≤ α

2
+

5

4
, max

{
0,
β

2
+

1

4

}
≤ δ ≤ β

2
+

5

4
.
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Moreover, for any f ∈ Cu, it follows that

‖(f − Lm+1(w, f))u‖∞ ≤ CEm(f)u logm, C 6= C(m, f).

For the extended process (2.2) we get
THEOREM 2.2. Let w = vα,β , α, β > −1, and u = vγ,δ, γ, δ ≥ 0. The assumptions

(2.3) α+ 1 ≤ γ ≤ α+ 2, β + 1 ≤ δ ≤ β + 2,

are necessary and sufficient in order to have

(2.4) sup
‖fu‖∞=1

‖L2m+1(w,w, f)u‖∞ ∼ logm.

If the left conditions in (2.3) are not satisfied, i.e., 0 ≤ γ < α+ 1 and/or 0 ≤ δ < β+ 1, then
this results in

sup
‖fu‖∞=1

‖L2m+1(w,w, f)u‖∞ ∼ mq, q := 2 max(α+ 1− γ, β + 1− δ),(2.5)

and if the right conditions in (2.3) are not satisfied, i.e., γ > α+ 2 and/or δ > β + 2, then

sup
‖fu‖∞=1

‖L2m+1(w,w, f)u‖∞ ∼ mρ, ρ := 2 max(γ − α− 2, δ − β − 2).(2.6)

Moreover, for any f ∈ Cu, it follows that

(2.7) ‖[f − L2m+1(w,w, f)]u‖∞ ≤ C sup
‖fu‖∞=1

‖L2m+1(w,w, f)u‖∞E2m(f)u,

where C 6= C(m, f).

Now, in view of (2.2), the construction of the sequence

Lm+1(w, f),L2m+1(w, w̄, f),L4m+1(w, f),L8m+1(w, w̄, f), . . .

can be carried out saving one third of the function evaluations. Moreover, setting

Ln(f, x) =

{
L2n+1(w, f), n = 0, 2, . . . ,

L2n+1(w, w̄, f), n = 1, 3, . . . ,

then by the previous theorems and taking into account (2.1), we may claim the following:
THEOREM 2.3. Under the assumptions

α+ 1 ≤ γ ≤ α

2
+

5

4
, β + 1 ≤ δ ≤ β

2
+

5

4
,

for any f ∈Wr(u), r ≥ 1, and with m = 2n + 1, it follows that

‖[f − Ln(f)]u‖∞ ≤ C
logm

mr
‖f‖Wr(u),

where C 6= C(m, f).
In practice, there exist cases in which the sequence {Ln(f)}n can substitute the usual

sequence {L2n+1(w, f)} that is commonly implemented, reducing in this way the number
of function evaluations. We will employ this strategy for approximating the solutions of
Fredholm integral equations.
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3. A fast algorithm for Fredholm integral equations in [−1, 1]. Consider the follow-
ing integral equation

(3.1) f(y)− µ
∫ 1

−1
f(x)k(x, y)w(x)dx = g(y), y ∈ (−1, 1), µ 6= 0,

where k, g are suitable given functions, w(x) = vα,β(x) is a Jacobi weight, and f is the
unknown solution. Letting

(3.2) (Kf)(y) = µ

∫ 1

−1
f(x)k(x, y)w(x)dx,

then equation (3.1) can be rewritten as

(I −K)f = g

with I being the identity operator. Regarding the solvability of this equation in Cu, the
following proposition holds true [3] (see also [8, Th 5.2.5, p. 370]):

PROPOSITION 3.1. Assume that

(3.3) 0 ≤ γ < α+ 1, 0 ≤ δ < β + 1,

and that

(3.4) sup
x∈[−1,1]

‖kx‖Wr(u) < +∞.

Then the operator K : Cu → Cu is compact, and for any f ∈ Cu we have that Kf ∈Wr(u).
Therefore, if ker(I −K) = {0}, then equation (3.1) has a unique solution for any g ∈ Cu.

Now we want to consider the collocation method based on the projector Lm(w), named
One-weight Projection Method (OPM), and also to propose a collocation method based on the
extended projector L2m+1(w, w̄), which we name Extended Projection Method (EPM).

First we describe the OPM, looking for a solution fm+1 ∈ Pm. Introducing the polyno-
mial sequences

(Km+1f)(y) = µLm+1(w,Kf, y)

and

gm+1 = Lm+1(w, g),

we consider the following finite-dimensional equation

(3.5) (I −Km+1)fm+1 = gm+1, m ≥ 1,

which is obtained by projecting equation (3.2) by means of the Lagrange operator Lm+1(w).
With respect to convergence, the following theorem holds true [3]:

THEOREM 3.2. Let ker(I −K) = {0}, and assume that the exponents of u = vγ,δ and
w = vα,β satisfy the following inequalities:

max

{
0,
α

2
+

1

4

}
≤γ < min

{
α

2
+

5

4
, α+ 1

}
,

max

{
0,
β

2
+

1

4

}
≤δ < min

{
β

2
+

5

4
, β + 1

}
.
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Moreover, assume that g ∈ Wr(u) and that (3.4) holds true for some r ≥ 1 . Then the
finite-dimensional equation

(I −Km+1)fm+1(y) = gm+1(y)

admits a unique solution fm+1 ∈ Pm satisfying the estimate

(3.6) ‖[f − fm+1]u‖∞ ≤ C
‖f‖Wr(u)

mr
logm, C 6= C(m, f).

Now, by expanding fm+1 in the basis ϕm+1,k(w, x) :=
`m+1,k(w,x)

u(xk)
, k = 1, . . . ,m+ 1,

the approximate solution of (3.5) can be represented as

(3.7) fm+1(x) =

m+1∑
k=1

ϕm+1,k(w, x)ck, ck = fm+1(xk)u(xk).

Thus, by multiplying equation (3.5) by u and collocating it at {xk}m+1
k=1 , we get the following

linear system in the unknowns {ci}m+1
i=1 ,

ci−µ
m+1∑
k=1

cku(xi)

u(xk)

∫ 1

−1
k(x, xi)`m+1,k(w, x)w(x)dx = g(xi)u(xi), i = 1, 2, . . . ,m+ 1.

Since

`m+1,k(w, x) = λm+1,k(w)

m∑
j=0

pj(w, x)pj(w, xk),

where {λm+1,k(w)}m+1
k=1 are the Christoffel numbers with respect to w, we finally have

ci − µ
m+1∑
k=1

cku(xi)

u(xk)
λm+1,k(w)

m∑
j=0

pj(w, xk)Mj(xi) = (gu)(xi), i = 1, 2, . . . ,m+ 1,

where

(3.8) Mj(y) =

∫ 1

−1
k(x, y)pj(w, x)w(x)dx, j = 0, 1, . . . ,m,

denote the so-called modified moments of the kernel k in the system {pm(w)}m.
Setting

cm+1 = [c1, . . . , cm+1]T , dm+1 = [(gu)(x1), . . . , (gu)(xm+1)]T ,

the system can be written in the following matrix form:

(3.9) Dm+1cm+1 = dm+1,

with cm+1 being the solution of the system. Details on the matrix Dm+1 will be given in
Appendix A.

It is clear from the construction that (3.9) and the finite-dimensional equation (3.5) are
equivalent, i.e., the solution of (3.9), if it exists, allows one to construct the polynomial
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fm+1, i.e., the solution of (3.5), and vice-versa, the vector of the values fm+1(xk)u(xk),
k = 1, . . . ,m+ 1, where fm+1 is the solution of (3.5), is the solution of the system (3.9).

Now we introduce the extended projection method (EPM) based on the Lagrange operator
L2m+1(w,w). Proceeding as above, we arrive at the the finite-dimensional linear system

(3.10) (I − K̃2m+1)f̃2m+1 = g̃2m+1,

where f̃2m+1 ∈ P2m is the unknown, and the polynomial sequences {K̃2m+1(f)}m,
{g̃2m+1}m are defined by

(K̃2m+1f)(y) = µL2m+1(w,w,Kf, y),

g̃2m+1 = L2m+1(w,w, g).

With respect to convergence, we can prove the following result:
THEOREM 3.3. Let ker(I − K) = {0}, and assume that the exponents of u = vγ,δ

and w = vα,β satisfy (3.3). Moreover, for r > q := max{2(α + 1 − γ), 2(β + 1 − δ)}, let

g ∈ Wr(u), and let (3.4) be satisfied. Then the sequence
{
f̃2m+1

}
m

converges to f in Cu,
and it holds that

(3.11) ‖[f − f̃2m+1]u‖∞ ≤ C
‖f‖Wr(u)

(2m)r−q
, C 6= C(m, f).

REMARK 3.4. We remark that the assumptions on the weight functions (3.3) do not allow
us to obtain the optimal behavior for the Lebesgue constants of the extended interpolation
process (see Theorem 2.2). Nevertheless, the “lost” order of convergence is not so significant
from the numerical point of view, and the speed of convergence is comparable with that of the
collocation method based on the standard Lagrange process as described in Theorem 3.2.

Now, representing the solution as

f̃2m+1(y) = pm(w, x)

m+1∑
k=1

`m+1,k(w, x)
ak

pm(w, xk)u(xk)

+ pm+1(w, x)

m∑
k=1

`m,k(w, x)
bk

pm+1(w, yk)u(yk)
,

(3.12)

where {ak = (uf̃2m+1)(xk)}m+1
k=1 , {bk = (uf̃2m+1)(yk)}mk=1, and by collocating the finite-

dimensional equation (3.10) at the points {{xk}m+1
k=1 , {yk}mk=1}, we obtain the following linear

system of order 2m+ 1:

ai − µu(xi)

m+1∑
k=1

ak
u(xk)

λm+1,k(w)

pm(w, xk)

m∑
j=0

pj(w, xk)M
(m)
j (xi)

+

m∑
k=1

bk
u(yk)

λm,k(w)

pm+1(w, yk)

m−1∑
j=0

pj(w, yk)M
(m+1)
j (xi)

 = (gu)(xi),

i = 1, 2, . . . ,m+ 1,
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bi − µu(yi)

m+1∑
k=1

ak
u(xk)

λm+1,k(w)

pm(w, xk)

m∑
j=0

pj(w, xk)M
(m)
j (yi)

+

m∑
k=1

bk
u(yk)

λm,k(w)

pm+1(w, yk)

m−1∑
j=0

pj(w, yk)M
(m+1)
j (yi)

 = (gu)(yi),

i = 1, 2, . . . ,m,

where

M
(m+1)
j (y) =

∫ 1

−1
pm+1(w, x)pj(w, x)k(x, y)w(x)dx,

M
(m)
j (y) =

∫ 1

−1
pm(w, x)pj(w, x)k(x, y)w(x)dx

(3.13)

will be denoted as Generalized Modified Moments (in short GMMs).
Setting

am+1 = [a1, . . . , am+1]T , bm = [b1, . . . , bm]T , zm = [(gu)(y1), . . . , (gu)(ym)]T ,

the linear system takes the block-matrix form

(3.14)

A1,1 A1,2

A2,1 A2,2

am+1

bm

 =

dm+1

zm

 ,
which, with the definitions

(3.15) A2m+1 =

A1,1 A1,2

A2,1 A2,2

 , h2m+1 =

[
am+1

bm

]
, t2m+1 =

[
dm+1

zm

]
,

leads to a compact representation of the linear system as

(3.16) A2m+1h2m+1 = t2m+1.

Details for the expressions of the matrices A2m+1 will be provided in Appendix A.
Now, under suitable assumptions that will be stated below, both the sequences {fm}m,

{f̃h}h converge uniformly to the solution f of (3.1). Thus, it makes sense to consider the
following mixed procedure.

• For a given m, solve the linear system of order m+ 1

Dm+1cm+1 = dm+1, and construct fm+1.

• Assuming am+1 ∼ cm+1, instead of system (3.14) consider the new linear systemA1,1 A1,2

A2,1 A2,2

cm+1

b̃m

 =

dm+1

zm

 ,
and compute only the vector b̃m as solution of the system

(3.17) A2,2b̃m = zm −A2,1cm+1.
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• Construct f̂2m+1 instead of f̃2m+1 using cm+1 and b̃m instead of am+1 and bm
in (3.12).

• Restart the same procedure determining f4m and f̂8m+1 and so on.
In this way, since we have two methods with a comparable rate of convergence, we can

solve two systems of orders m+ 1 and m, respectively, instead of two systems of orders m
and 2m + 1. This allows us to reduce the computational cost by almost 77% (see the next
section for the details).

Setting

(3.18) f̄n(x) =

{
f2n+1(x), n = 0, 2, 4, 6, . . . ,

f̂2n+1(x), n odd,

the convergence of the proposed mixed scheme is proved in the following theorem, where for
a matrix A = (aij) of order p× q, ‖A‖∞ = max1≤i≤p

∑q
j=1 |aij | denotes its infinity norm.

THEOREM 3.5. Let ker(I −K) = {0}, and assume that the exponents of u = vγ,δ and
w = vα,β satisfy the following inequalities:

max

{
0,
α

2
+

1

4

}
≤ γ < min

{
α

2
+

5

4
, α+ 1

}
,

(3.19)

max

{
0,
β

2
+

1

4

}
≤ δ < min

{
β

2
+

5

4
, β + 1

}
.

Moreover, setting

(3.20) q := max{2(α+ 1− γ), 2(β + 1− δ)}

and assuming g ∈ Wr(u), let (3.4) be satisfied for r > q, and furthermore assume that
the matrix A2,2 in (3.17) is invertible with supm ‖A−12,2‖∞ <∞. Then the sequence

{
f̄n
}
n

converges to f in Cu, and it holds that

(3.21) ‖[f − f̄n]u‖∞ ≤ C
‖f‖Wr(u)

mr−3q , m = 2n, C 6= C(m, f).

3.1. Remarks on the advantages of the mixed scheme. First of all we remark that the
presence of the parameter q might lead to a too severe reduction in the rate of convergence of
the method. This is not true in practice. Indeed by its definition, q can be taken sufficiently
small together with suitable choices of the parameters γ and δ (since usually α and β are
fixed). See in this regard the examples shown in Section 4.

Moreover, as we have stated in the introduction, there are essentially two kinds of benefits
by implementing the mixed scheme: a reduction of the size of the involved linear systems and
higher degrees of the approximating sequences.

With respect to the first, by implementing the mixed scheme, at each couple of steps we
solve two systems of orders m+ 1,m instead of two systems of orders m, 2m+ 1 required
by the ordinary sequence {fm}m. Therefore, by using Gaussian elimination, one saves
77.7% arithmetic floating point operations (flops). To better explain the second advantage, we
recall that the computation of the zeros of orthogonal polynomials of “high” degree, usually
performed by the Golub-Welsh algorithm, progressively becomes unstable. Thus, denoting by
m∗ the maximum degree for which this accuracy is acceptable, we are able to compute the
element of order 2m∗ + 1 by using the mixed sequence, i.e., the loss of accuracy is delayed,
and the last feasible approximant of the solution is doubled.
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4. Numerical tests. Now we present some numerical results obtained by approximating
the solutions of equations of type (1.1) by means of the mixed scheme {f̄n}n, n = n(m),
defined in (3.18) and compare the numerical errors with those achieved by the usual scheme
{fm}m defined in (3.7). When the solution f is unknown, we will regard the approximation
f1024 as exact. In the tables below we provide for each m the weighted maximum error
attained by fm at some equally spaced points (yi)i=1,...,M , M = 40, in the interval (−1, 1),
i.e.,

Eonem = max
1≤i≤M

|(uf1024)(yi)− (ufm+1)(yi)|,

and also report the dimension of the linear systems and the condition numbers condone

computed in the maximum norm. Moreover, for any n with m = 2n, we report the weighted
maximum error attained by f̄n

Emixn = max
1≤i≤M

|(uf1024)(yi)− (uf̄n)(yi)|

after solving the couple of systems of orders (m + 1,m) as well as the condition numbers
condmix of the matrix A2,2 ∈ Rm×m of the “small” system in (3.17). For each example we
specify the weight u of the space that f belongs to. Moreover, we give the order q defined in
(3.20) depending on the exponents of the weights w, u.

Finally we point out that all the computations have been performed in double-machine
precision (eps ∼ 2.220446049250313e-16), except for the case of Example 4.2, where a
highly oscillating kernel occurs, and the computation of the modified moments and generalized
modified moments was performed in quadruple precision.

EXAMPLE 4.1. Consider the equation

f(y)− 1

2

∫ 1

−1
f(x)

(x− y)2√
1− x2

dx = (y + 1)3.5 exp(y),

u = v0.4,0.4, w = v−
1
2 ,−

1
2 , Λm(w, w̄) ∼ mq, q = 0.2.

In this case g ∈W7(u). The errors behave like O
(
m−6.4

)
, and as we can see by inspecting

Table 4.1, the numerical results agree with the theoretical estimate (3.21).

TABLE 4.1
Example 4.1.

m Eonem condone (m+ 1,m) Emixn condmix

5 2.3e-2 11.3
(5, 4) 3.8e-8 1.73

9 2.2e-6 15.3
17 5.5e-9 19.4

(17, 16) 9.3e-13 1.91
33 4.9e-11 23.3
65 3.0e-13 27.1

(65, 64) 1.2e-12 1.95
129 2.0e-13 30.4
257 2.4e-13 33.5

(257, 256) 3.3e-13 1.97
513 4.6e-13 36.3

EXAMPLE 4.2. Consider the equation

f(y)− 1

π

∫ 1

−1
f(x) sin(27xy)

√
1− x2dx = cos(2y),

u = v1.49,1.49, w = v0.5,0.5, Λm(w, w̄) ∼ mq, q = 0.02.
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The kernel is moderately oscillating, and the known function satisfies g ∈Wr(u) for all r.

TABLE 4.2
Example 4.2.

m Eonem condone (m+ 1,m) Emixn condmix

17
1.0e-16

5.81
(17, 16) 8.7e-16 6.24

33 7.90
65

eps
10.48

(65, 64) eps 11.96
129 13.83

EXAMPLE 4.3. Consider the equation

f(y)− 1

3

∫ 1

−1
f(x)|x− y|e

√
1− x2dx = (1 + y)

5
2 exp(y),

u = v1.49,1.49, w = v0.5,0.5, Λm(w, w̄) ∼ mq, q = 0.02.

Here g ∈ W5(u) while supx kx ∈ W2(u), and the errors behave like O(m−1.94). Note that
the condition numbers of the linear systems are comparable.

TABLE 4.3
Example 4.3.

m Eonem condone (m+ 1,m) Emixn condmix

5 4.1e-3 2.52
(5, 4) 4.1e-8 1.49

9 5.9e-6 2.59
17 6.3e-8 2.60

(17, 16) 1.7e-12 1.55
33 2.3e-10 2.61
65 5.2e-12 2.61

(65, 64) 8.4e-14 1.58
129 3.4e-14 2.62
257 5.2e-14 2.62

(257, 256) eps 1.58
513 4.9e-14 2.63

EXAMPLE 4.4. Consider the equation

f(y)−
∫ 1

−1
f(x)

(x− y)

(0.01 + (x− y)2)

√
1− x2dx = |y| 152 ,

u = v1.49,1.49, w = v0.5,0.5, Λm(w, w̄) ∼ mq, q = 0.02.

In this case we have a Love’s kernel, and g ∈ W7(u). The errors behave like O
(
m−6.94

)
,

and as we can see by inspecting Table 4.4, the numerical results agree with the theoretical
estimate (3.21).

5. Proofs. This section is devoted to the proofs of the main results.
Proof of Theorem 2.2. The proof that (2.3) implies (2.4) can be found in ([10, Th. 2.4]).

In order to prove that (2.4) implies (2.3), we assume that one of the two conditions on the
left-hand side in (2.3) is not satisfied. For instance, assume that 0 ≤ γ < α+ 1. By setting
Q2m+1 = pm+1(w)pm(w̄) and

z2i−1 = xi, i = 1, . . . ,m+ 1, z2i = yi, i = 1, . . . ,m,
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TABLE 4.4
Example 4.4.

m Eonem condone (m+ 1,m) Emixn condmix

9 3.4e-3 51.5
(9, 8) 1.9e-5 1.79

17 2.3e-7 52.4
33 3.2e-9 52.9

(33, 32) 1.3e-10 1.97
65 1.4e-11 53.0
129 7.3e-14 53.0

(129, 128) 7.3e-15 2.02
257 1.0e-14 53.1

the polynomial L2m+1(f, w, w̄) can be written as

L2m+1(f, w, w̄, x) =

2m+1∑
k=1

Q2m+1(x)

Q′2m+1(zk)(x− zk)
f(zk).

Now setting x := (1 + z2m+1)/2 = (1 + xm+1)/2, we get

‖L2m+1(w, w̄)u‖∞ = max
−1≤x≤1

2m+1∑
k=1

|Q2m+1(x)|u(x)

|Q′2m+1(zk)(x− zk)|u(zk)

≥
m+1∑
k=1

|Q2m+1(x)|u(x)

|Q′2m+1(xk)(x− xk)|u(xk)
≥

∑
|xk|≤ 1

2

|Q2m+1(x)|u(x)

|Q′2m+1(xk)(x− xk)|u(xk)
.

By [8, (4.2.30)],

|pm+1(vα,β , x)| ∼ mα+ 1
2 ,

and by [11, (19)],

1

|Q′2m+1(xk)|
=

1

|p′m+1(w, xk)pm(w̄, xk)|
∼ λm+1,k(w)(1− x2k)

∼ ∆xkv
α+1,β+1(xk).

(5.1)

Taking into account that (x− xk) ≤ 2 and vγ,δ(x) =
(

1+xm+1

2

)γ
∼ m−2γ , we have that

‖L2m+1(w, w̄)u‖∞ ≥ Cm2α+2−2γ
∑
|xk|≤ 1

2

∆xkv
α+1−γ,β+1−δ(xk)

≥ Cm2α+2−2γ
∫ 1

2

− 1
2

vα+1−γ,β+1−δ(t)dt = C1m2α+2−2γ ,(5.2)

i.e., the Lebesgue constants diverge algebraically. By similar arguments, assuming that
0 ≤ δ < β + 1, we have

‖L2m+1(w, w̄)u‖∞ ≥ Cm2β+2−2δ.(5.3)

Now, assume that one of the two conditions on the right-hand side in (2.3) is not satisfied,
namely assume that γ > α+ 2. Denoting by xd and xd+1 two consecutive zeros of pm+1(w)
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that are “close” to the origin, set x̃ := (xd + xd+1)/2. Then,

‖L2m+1(w, w̄)u‖∞ ≥
2m+1∑
k=1

|Q2m+1(x̃)|u(x̃)

|Q′2m+1(zk)(x̃− zk)|u(zk)

≥ |Q2m+1(x̃)|u(x̃)

|Q′2m+1(xm+1)(xm+1 − x̃)|u(xm+1)
.

Taking into account (5.1) and ∆xm+1 ∼ 1
m2 as well as

1

|Q′2m+1(xm + 1)|u(xm+1)
∼ 1

m2
vα+1−γ,β+1−δ(xm+1) ∼

(
1

m2

)α+2−γ

and

|Q2m+1(x̃)|u(x̃) ∼ C, (xm+1 − x̃) ≤ 1,

we get

(5.4) ‖L2m+1(w, w̄)u‖∞ ≥ Cm2(γ−α−2).

Proceeding similarly under the assumption δ > β + 2, it can be proved that

(5.5) ‖L2m+1(w, w̄)u‖∞ ≥ Cm2(δ−β−2).

Combining (5.2)–(5.5), the necessary part of the theorem follows.
Now, the lower bound in (2.5) follows by (5.2)–(5.3), and the lower bound in (2.6) follows

by (5.4)–(5.5). We omit the proofs for the estimates of the upper bound in (2.5)–(2.6) since
some technicalities are required, and in any case they can be carried out by using arguments
similar to those used in the proof of [17, Theorem 14.4, p. 335].

Proof of Theorem 3.3. The theorem can be proven by following step by step the proof of
Theorem 2.1 in [3]. Indeed, using the fact that for the choice of the exponents of the weight
functions, the Lebesgue constants of the extended interpolation process behave as in (2.5), it
follows by (2.7) that for any h ∈Wr(u)

‖[h− L2m+1(w,w, h)]u‖∞ ≤ C
‖h‖Wr(u)

mr−q .

Proof of Theorem 3.5. In order to prove (3.21) we first define the sequence

F̄n(x) =

{
f2n+1(x), n = 0, 2, 4, 6, . . . ,

f̃2n+1(x), n odd,

obtained by composing two subsequences of those defined by the collocation methods OPM in
(3.5) and EPM (3.10). As proved in Theorems 3.2 and 3.3, under the assumptions (3.19), these
sequences are both convergent to the unique solution of the integral equation (1.1). Therefore
all the subsequences are convergent to the same limit function f , and the speed of convergence
is given by the worst of the estimates (3.6) and (3.11).

Consequently, we can conclude that with m = 2n

‖[f − F̄n]u‖∞ ≤ C
‖f‖Wr(u)

mr−q , C 6= C(m, f).
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Hence, what remains to be done in order to show (3.21) is to estimate the distance

‖[f̃2m+1 − f̂2m+1]u‖∞.

From the definition of the two polynomial sequences we can write

f̃2m+1(y)− f̂2m+1(y) = pm(w, x)

m+1∑
k=1

`m+1,k(w, x)
ak − ck

pm(w, xk)u(xk)
(5.6)

+ pm+1(w, x)

m∑
k=1

`m,k(w, x)
bk − b̃k

pm+1(w, yk)u(yk)
.

We immediately recognize that by the definition of am+1 and cm+1 (and in particular noting
that for all k, ck = f̂2m+1(xk)u(xk) ≡ fm+1(xk)u(xk)) and using estimates (3.6) and (3.11),
we get

|ak − ck| = |f̃2m+1(xk)u(xk)− f̂2m+1(xk)u(xk)|

≤ |f̃2m+1(xk)u(xk)− f(xk)u(xk)|+ |f(xk)u(xk)− f̂2m+1(xk)u(xk)|

≤ C
mr−q ‖f‖Wr(u), k = 1, . . . ,m+ 1.

As a consequence,

(5.7) ‖am+1 − cm+1‖∞ ≤
C

mr−q ‖f‖Wr(u), C 6= C(m, f),

where ‖d‖∞ = maxk |dk|, for d = [d1, d2, . . . , dm+1]T , denotes the infinity norm in Rm+1.
Now we remark that by (3.14) and (3.17) under the assumption that A2,2 is invertible, the

following identity holds true:

A2,2(b̃m − bm) = −A2,1(am+1 − cm+1),

and therefore,

‖b̃m − bm‖∞ ≤ ‖A−12,2‖∞‖A2,1‖∞‖am+1 − cm+1‖∞.

We note that A2,1 is a sub-matrix of A2m+1 defined in (3.15). Using standard arguments (see
for instance [3]) it is possible to show that ‖A2m+1‖∞ ≤ C sup‖fu‖=1 ‖L2m+1(w,w, f)u‖∞,
C 6= C(m). Thus, since we are assuming supm ‖A−12,2‖∞ <∞, we can conclude that

‖b̃m − bm‖∞ ≤ C‖am+1 − cm+1‖∞ sup
‖fu‖∞=1

‖L2m+1(w,w, f)u‖∞.

Therefore by (5.6) we get

‖f̃2m+1 − f̂2m+1]u‖∞ ≤ C‖am+1 − cm+1‖∞

(
sup

‖fu‖∞=1

‖L2m+1(w,w, f)u‖∞

)2

,

and (3.21) follows by (5.7) and estimate (2.5).
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Appendix A. In this section we provide some details about computing the General-
ized Modified Moments (GMMs) in (3.13), starting from the ordinary modified moments
(OMMs) in (3.8). Just for the sake of simplicity, we treat the Gegenbauer case w = vα,α,
w = vα+1,α+1, with the case α 6= β similarly deducible. The algorithm we propose maps
the vector {Mj(w, y)}2mj=0 into the two arrays {Mm+1,j(y)}mj=0, {Mm,j(y)}mj=0. The algo-
rithm is essentially based on the three terms recurrence relations for orthonormal Gegenbauer
polynomials (see e. g. [8, p.132-133]),

p0(w) ≡ 1√∫ 1

−1 w(x)dx
, p1(w, x) =

p0(w)

b1
x, b1 =

1√
3 + 2α

,

xpj(w, x) = bjpj−1(w, x) + bj+1pj+1(w, x), bj =

√
j(j + 2α)

4(j + α)2 − 1
, j = 2, 3, . . . ,

and

p0(w) ≡ 1√∫ 1

−1 w(x)dx
, p1(w, x) =

p0(w)

b̄1
x, b̄1 =

1√
5 + 2α

,

xpj(w, x) = b̄jpj−1(w, x) + b̄j+1pj+1(w, x), b̄j =

√
j(j + 2α+ 2)

4(j + α+ 1)2 − 1
, j = 2, 3, . . . ,

In what follows we set

Mi,j(y) =

∫ 1

−1
pi(w, x)pj(w, x)k(x, y)w(x)dx.

Algorithm:
Initialization: {Mj,0(w, y) = p0(w)Mj(w, y)}2mj=0, and for j = 0, 1, . . . , 2m− 1,

M1,j(y) =

∫ 1

−1
p1(w, x)pj(w, x)k(x, y)w(x)dx =

1

b1

[
b̄j+1M0,j+1(y) + b̄jM0,j−1(y)

]
,

0 ≤ j ≤ 2m− 1,

and for 2 ≤ i ≤ m+ 1, 0 ≤ j ≤ 2m− i,

Mi,j(y) =
1

bi

[
b̄j+1Mi−1,j+1(y) + b̄jMi−1,j−1(y)− bi−1Mi−2,j(y)

]
.

Once the OMMs {Mj(y)}2mj=0 are computed, the construction of the GMMs {Mm+1,j(y)}mj=0,
{Mm,j(y)}mj=0 requires approximately 6m2 flops.

By testing the algorithm for different kernels k(x, y), we have observed a moderate loss of
accuracy for increasing m. Nevertheless, we have empirically verified that in order to compute
the GMMs in double precision, it is enough to start from the OMMs given in quadruple
precision.
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A.1. The matrices of the linear systems. The matrix Dm+1 given in (3.9) and related
to the OPM method has the following form

Dm+1 := Im+1 − µUm+1Mm+1Pm+1Λm+1,

where Im+1 is the identity matrix of order m+ 1, and

Um+1 = diag (u(x1), . . . , u(xm+1)) ,

Λm+1 = diag

(
λm+1,1(w)

u(x1)
, . . . ,

λm+1,m+1(w)

u(xm+1)

)
,

Pm+1(i, j) = pj(w, xi) Mm+1(i, j) = Mj(xi), i = 1, . . . ,m+ 1, j = 0, 1, . . . ,m.

The matrix A2m+1 given in (3.16) and related to the EPM has the following form

A2m+1 =

A1,1 A1,2

A2,1 A2,2

 ,
where

A1,1 = Im+1 − µUm+1Mm,1Pm,1Λm+1,1, A1,2 = −µUm+1Nm,1Pm+1,2Λm,2,

A2,1 = −µŨmMm+1,2Pm,1Λm+1,1, A2,2 = Im − µŨmNm+1,2Pm+1,2Λm,2,

Λm+1,1 = diag

(
λm+1,1(w)

pm(w, x1)u(x1)
, . . . ,

λm+1,m+1(w)

pm(w, xm+1)u(xm+1)

)
,

Λm,2 = diag

(
λm,1(w)

pm+1(w, y1)u(y1)
, . . . ,

λm,m(w)

pm+1(w, ym)u(ym)

)
,

Mm,1(i, j) = M
(m)
j (xi),

i = 1, 2, . . . ,m+ 1, j = 0, 1, . . . ,m,
Mm,1 ∈ R(m+1)×(m+1),

Mm+1,2(i, j) = M
(m)
j (yi),

i = 1, 2, . . . ,m, j = 0, 1, . . . ,m,
Mm+1,2 ∈ Rm×(m+1),

Nm,1(i, j) = M
(m+1)
j (xi),

i = 1, 2, . . . ,m+ 1, j = 0, 1, . . . ,m− 1,
Nm,1 ∈ R(m+1)×m,

Nm+1,2(i, j) = M
(m+1)
j (yi),

i = 1, 2, . . . ,m, j = 0, 1, . . . ,m− 1
Nm+1,2 ∈ Rm×m,

Pm,1(i, j) = pi(w, xj),
i = 0, 1 . . . ,m, j = 1, 2 . . . ,m+ 1,
Pm,1 ∈ R(m+1)×(m+1),

Pm+1,2(i, j) = pi(w, yj),
i = 0, 1, . . . ,m− 1, j = 1, 2, . . . ,m,
Pm+1,2 ∈ Rm×m,

Um+1 = diag (u(x1), . . . , u(xm+1)) ,

Ũm = diag (u(y1), . . . , u(ym)) .
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