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ORTHOGONAL POLYNOMIALS AND QUADRATURE ∗

WALTER GAUTSCHI†

Abstract. Various concepts of orthogonality on the real line are reviewed that arise in connection with quadra-
ture rules. Orthogonality relative to a positive measure and Gauss-type quadrature rules are classical. More recent
types of orthogonality include orthogonality relative to a sign-variable measure, which arises in connection with
Gauss-Kronrod quadrature, and power (or implicit) orthogonality encountered in Tur´an-type quadratures. Relevant
questions of numerical computation are also considered.
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1. Introduction. Orthogonality concepts arise naturally in connection with numerical
quadrature, when one tries to optimize the degree of precision. The classical example is the
Gaussian quadrature rule, which maximizes the (polynomial) degree of exactness. Closely
related quadrature rules are those of Radau and Lobatto, where one or two nodes are pre-
scribed. In Gauss-Kronrod rules about half of the nodes are prescribed, all within the support
of the integration measure, which gives rise to orthogonality relative to a sign-variable mea-
sure. Quadrature rules with multiple nodes lead naturally to power (or implicit) orthogonality.
The classical example here is the Tur´an quadrature rule.

In the following, these interrelations between orthogonal polynomials and quadrature
rules, as well as relevant computational algorithms, are discussed in more detail.

2. Quadrature rules and orthogonality. We begin with the simplest kind of quadrature
rule,

∫
R

f(t)dλ(t) =
n∑

ν=1

λνf(τν) + Rn(f),(2.1)

where the integral of a functionf relative to some (in general positive) measuredλ is ap-
proximated by a finite sum involvingn values off at suitably selected distinct nodesτν .
The respective error isRn(f). The support of the measure is usually a finite interval, a half-
infinite interval, or the whole real lineR, but could also be a finite or infinite collection of
mutually distinct intervals or points.

The formula (2.1) is said to have polynomial degree of exactnessd if

Rn(f) = 0 for all f ∈ Pd,(2.2)

wherePd denotes the set of polynomials of degree≤ d. Interpolatory formulae (or Newton-
Cotes formulae) are those having degreed = n − 1. They are precisely the quadrature rules
obtained by replacingf in (2.1) by its Lagrange polynomial of degree≤ n − 1 interpolating
f at the nodesτν . We denote by

ωn(t) =
n∏

ν=1

(t − τν)(2.3)
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the node polynomial associated with the rule (2.1), i.e., the monic polynomial of degreen
having the nodesτν as its zeros.

We see that, given then nodesτν , we can always achieve degree of exactnessn − 1. A
natural question is how to select the nodesτν and weightsλν to do better. This is answered
by the following theorem.

THEOREM 2.1. The quadrature rule(2.1)has degree of exactnessd = n−1+k, k ≥ 0,
if and only if both of the following conditions are satisfied:

(a) the formula(2.1) is interpolatory;
(b) the node polynomialωn satisfies∫

R

ωn(t)p(t)dλ(t) = 0 for all p ∈ Pk−1.(2.4)

It is difficult to trace the origin of this theorem, but Jacobi [11] must have been aware of
it.

We remark thatk = 0 corresponds to the Newton-Cotes formula, which requires no
condition other than being interpolatory. The requirement (2.4), accordingly, is empty. If
k > 0, the condition (2.4) is a condition that involves only the nodesτν of (2.1); it imposes
exactlyk nonlinear constraints on them, in fact, orthogonality (relative to the measuredλ)
of the node polynomialωn to the space of all polynomials of degree≤ k − 1. Once a set
of nodesτν has been determined that satisfies this constraint, the condition (a) then uniquely
determines the weightsλν in (2.1), for example, as the solution of the linear (Vandermonde)
system of equations

∑n
ν=1 λντµ

ν =
∫
R

tµdλ(t), µ = 0, 1, . . . , n − 1.

2.1. The Gaussian quadrature rule. If the measuredλ is positive, thenk ≤ n, since
otherwise (2.4) would have to hold fork = n + 1, implying thatωn is orthogonal to all
polynomials of degree≤ n, hence, in particular, orthogonal to itself, which is impossible.
Thus,k = n is optimal, in which caseωn is orthogonal to all polynomials of lower degree,
i.e., ωn is the (monic) orthogonal polynomial of degreen relative to the measuredλ. We
express this by writing

ωn(t) = πn(t; dλ).(2.5)

The interpolatory quadrature rule∫
R

f(t)dλ(t) =
n∑

ν=1

λG
ν f(τG

ν ) + RG
n (f)(2.6)

corresponding to this node polynomial is precisely the Gaussian quadrature rule for the mea-
suredλ. It was discovered by Gauss in 1814 ([4]) in the special case of the Lebesgue measure
dλ(t) = dt on [−1, 1]. For generaldλ, its nodes are the zeros of the orthogonal polynomial
πn( · ; dλ), and its weightsλν , the so-called Christoffel numbers, are obtainable by interpo-
lation as above. (See, however, Theorem 3.1 below.)

2.2. The Gauss-Radau quadrature rule.If the support ofdλ is bounded from one
side, say from the left, it is sometimes convenient to takea = inf suppdλ as one of the
nodes, sayτ1 = a. According to Theorem 2.1, this reduces the degree of freedom by one,
and the maximum possible value ofk is k = n− 1. If we write ωn(t) = ωn−1(t)(t − a), the
polynomialωn−1 having the remaining nodes as its zeros must be orthogonal to all lower-
degree polynomials relative to the measuredλa(t) = (t − a)dλ(t), i.e.,

ωn−1(t) = πn−1(t; dλa).(2.7)
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The corresponding interpolatory quadrature rule,∫
R

f(t)dλ(t) = λR
1 f(a) +

n∑
ν=2

λR
ν f(τR

ν ) + RR
n (f),(2.8)

is called the Gauss-Radau rule fordλ (Radau [19]).
There is an analogous rule in the caseb = sup suppdλ < ∞, with, say,τn = b. Indeed,

both rules make sense also in the casea < inf suppdλ resp. b > sup suppdλ. They are
special cases of a quadrature rule already considered by Christoffel in 1858 ([3]).

2.3. The Gauss-Lobatto quadrature rule. If the support ofdλ is bounded from both
sides, we may takeτ1 = a ≤ inf suppdλ andτn = b ≥ sup suppdλ, thereby restricting the
degree of freedom once more. The optimal quadrature rule becomes the Gauss-Lobatto rule
for dλ ([15]),

∫
R

f(t)dλ(t) = λL
1 f(a) +

n−1∑
ν=2

λL
ν f(τL

ν ) + λL
nf(b) + RL

n(f),(2.9)

whose interior nodesτν are the zeros of

πn−2( · ; dλa,b), dλa,b = (t − a)(b − t)dλ(t).(2.10)

It, too, is a special case of the Christoffel quadrature rule, which has an arbitrary number of
prescribed nodes outside or on the boundary of the support ofdλ.

2.4. The Gauss-Kronrod rule. This quadrature rule has also prescribed nodes, but they
all are in the interior of the support ofdλ, and it therefore transcends the class of Christoffel
quadrature rules. In trying to estimate the error of the Gauss quadrature rule, Kronrod in 1964
([12], [13]) indeed constructed a(2n+1)-point quadrature rule of maximum algebraic degree
of exactness that hasn prescribed nodes — then Gauss nodesτG

ν — in addition ton+1 free
nodes. It thus has the form∫

R

f(t)dλ(t) =
n∑

ν=1

λK
ν f(τG

ν ) +
n+1∑
µ=1

λ∗K
µ f(τK

µ ) + RK
n (f).(2.11)

Here, the node polynomial is

ω2n+1(t) = πn(t; dλ)π∗
n+1(t), π∗

n+1(t) =
n+1∏
µ=1

(t − τK
µ ),(2.12)

and, according to Theorem 2.1 withn replaced by2n + 1, the quadrature rule (2.11) has
degree of exactnessd = 2n + k if and only if (2.11) is interpolatory and∫

R

π∗
n+1(t)p(t)πn(t; dλ)dλ(t) = 0 for all p ∈ Pk−1.

The optimal value ofk is k = n + 1, in which caseπ∗
n+1 is orthogonal to all polynomials of

lower degree, i.e.,

π∗
n+1(t) = πn+1(t; πndλ).(2.13)

That is,π∗
n+1 is the (monic) polynomial of degreen + 1 orthogonal relative to the oscillating

measuredλ∗
n(t) = πn(t; dλ)dλ(t). While π∗

n+1 always exists uniquely, there is no assurance
that all its zeros are inside the support ofdλ, or even real (cf. [5]).
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3. Computation of Gauss-type quadrature rules.All quadrature rules introduced in
§2 can be computed via eigenvalues and eigenvectors of a symmetric tridiagonal matrix. Part
or all of this matrix is made up of the coefficients in the three-term recurrence relation satisfied
by the (monic) orthogonal polynomialsπk( · ) = πk( · ; dλ) relative to the (positive) measure
dλ,

πk+1(t) = (t − αk)πk(t) − βkπk−1(t), k = 0, 1, 2, . . . , n − 1,
π−1(t) = 0, π0(t) = 1,

(3.1)

whereαk = αk(dλ) ∈ R, βk = βk(dλ) > 0 depend ondλ andβ0 =
∫
R

dλ(t) by convention.
The tridiagonal matrices involved are, respectively, the Jacobi, the Jacobi-Radau, the Jacobi-
Lobatto, and the Jacobi-Kronrod matrix.

3.1. The Gauss quadrature rule.The Jacobi matrix of ordern is defined by

JG
n = JG

n (dλ) =




α0

√
β1 0√

β1 α1

√
β2

. . .
. . .

. . .
. . .

. . .
√

βn−1

0
√

βn−1 αn−1




.(3.2)

The Gauss formula (2.6) can be obtained in terms of the eigenvalues and eigenvectors ofJG
n

according to the following theorem.
THEOREM 3.1. (Golub and Welsch [10])The Gauss nodesτG

ν are the eigenvalues of
JG

n , and the Gauss weightsλG
ν are given by

λG
ν = β0[uG

ν,1]
2, ν = 1, 2, . . . , n,(3.3)

whereuG
ν is the normalized eigenvector ofJG

n corresponding to the eigenvalueτG
ν (i.e.,

[uG
ν ]T uG

ν = 1) anduG
ν,1 its first component.

Thus, to compute the nodes and weights of the Gauss formula, it suffices to compute
the eigenvalues and first components of the eigenvectors of the Jacobi matrixJG

n . Efficient
methods for this, such as the QR algorithm, are well known (see, e.g., Parlett [18]). Since the
first componentsuG

ν,1 of uG
ν are easily seen to be nonzero, the positivity of the Gauss rule can

be read off from (3.3).

3.2. The Gauss-Radau formula.We replacen by n+1 in (2.8) so as to haven interior
nodes, ∫

R

f(t)dλ(t) = λR
0 f(a) +

n∑
ν=1

λR
ν f(τR

ν ) + RR
n+1(f),

RR
n+1(P2n) = 0.

(3.4)

The Jacobi-Radau matrix of ordern + 1 is then defined by

JR
n+1 = JR

n+1(dλ) =
[

JG
n (dλ)

√
βnen√

βneT
n αR

n

]
,(3.5)

whereJG
n (dλ) is as in (3.2),eT

n = [0, 0, . . . , 1] is thenth coordinate vector inRn , and

αR
n = a − βn

πn−1(a)
πn(a)

,(3.6)
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with πk( · ) = πk( · ; dλ) as before. One then has the following theorem analogous to Theo-
rem 3.1.

THEOREM 3.2. (Golub [9])The Gauss-Radau nodesτR
0 = a, τR

1 , . . . , τR
n in (3.4) are

the eigenvalues ofJR
n+1, and the Gauss-Radau weightsλR

ν are given by

λR
ν = β0[uR

ν,1]
2, ν = 0, 1, 2, . . . , n,(3.7)

whereuR
ν is the normalized eigenvector ofJR

n+1 corresponding to the eigenvalueτR
ν (i.e.,

[uR
ν ]T uR

ν = 1) anduR
ν,1 its first component.

As previously for the Gauss formula, the QR algorithm, now applied toJR
n+1, is again

the method of choice to compute Gauss-Radau formulae. Their positivity follows from (3.7).
Theorem 3.2 remains in force ifa ≤ inf suppdλ. If the right end point is the prescribed node,
τR
n+1 = b, or if τR

n+1 = b ≥ sup suppdλ, a theorem analogous to Theorem 3.2 holds with
obvious changes.

3.3. The Gauss-Lobatto formula. We now replacen by n + 2 in (2.9) and write the
Gauss-Lobatto formula in the form∫

R

f(t)dλ(t) = λL
0 f(a) +

n∑
ν=1

λL
ν f(τL

ν ) + λL
n+1f(b) + RL

n+2(f),

RL
n+2(P2n+1) = 0.

(3.8)

The Jacobi-Lobatto matrix of ordern + 2 is defined by

JL
n+2 = JL

n+2(dλ) =




JG
n (dλ)

√
βnen 0√

βneT
n αn

√
βL

n+1

0T
√

βL
n+1 αL

n+1


 ,(3.9)

with JG
n (dλ) anden as before, andαL

n+1, βL
n+1 the solution of the 2×2 linear system[

πn+1(a) πn(a)
πn+1(b) πn(b)

] [
αL

n+1

βL
n+1

]
=

[
aπn+1(a)
bπn+1(b)

]
.(3.10)

We now have
THEOREM 3.3. (Golub [9])The Gauss-Lobatto nodesτL

0 = a, τL
1 , . . . , τL

n , τL
n+1 = b in

(3.8)are the eigenvalues ofJL
n+2, and the Gauss-Lobatto weightsλL

ν are given by

λL
ν = β0[uL

ν,1]
2, ν = 0, 1, 2, . . . , n, n + 1,(3.11)

whereuL
ν is the normalized eigenvector ofJL

n+2 corresponding to the eigenvalueτL
ν (i.e.,

[uL
ν ]T uL

ν = 1) anduL
ν,1 its first component.

Also Gauss-Lobatto formulae are therefore computable by the QR algorithm, now ap-
plied to JL

n+2, and by (3.11) we still have positivity of the quadrature rule. Theorem 3.3
holds without change fora ≤ inf suppdλ andb ≥ sup suppdλ.

3.4. The Gauss-Kronrod formula. It has only recently been discovered by Laurie that
an eigenvalue/eigenvector characterization similar to those in Theorems 3.1–3.3 holds also
for the Gauss-Kronrod rule (2.11). The Jacobi-Kronrod matrix of order2n + 1 now has the
form

JK
2n+1 = JK

2n+1(dλ) =


 JG

n

√
βnen 0√

βneT
n αn

√
βn+1e

T
1

0
√

βn+1e1 J∗
n


 ,(3.12)
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whereeT
1 = [1, 0, . . . , 0] ∈ R

n andJ∗
n is a real symmetric tridiagonal matrix which has

different forms depending on whethern is odd or even:

J∗
n odd =

[
JG

n+1:(3n−1)/2

√
β(3n+1)/2e(n−1)/2√

β(3n+1)/2e
T
(n−1)/2 J∗

(3n+1)/2:2n

]
,(3.13)

J∗
n even=


 JG

n+1:3n/2

√
β∗

(3n+2)/2en/2√
β∗

(3n+2)/2e
T
n/2 J∗

(3n+2)/2:2n


 .(3.14)

Here, JG
p:q is the principal minor matrix of the (infinite) Jacobi matrixJG having diago-

nal elementsαp, αp+1, . . . , αq, andJ∗
b(3n+2)/2c:2n are symmetric tridiagonal matrices, and

β∗
(3n+2)/2 an element yet to be determined.

THEOREM 3.4. (Laurie [14])LetλK
ν > 0 andλ∗K

µ > 0 in (2.11). ThenJ∗
n in (3.12)has

the same eigenvalues asJG
n . Moreover, the nodesτG

ν andτK
µ are the eigenvalues ofJK

2n+1,
and the Gauss-Kronrod weights are given by

λK
ν = β0[uK

ν,1]
2, ν = 1, . . . , n; λ∗K

µ = β0[uK
µ+n,1]

2, µ = 1, . . . , n, n + 1,(3.15)

whereuK
1 , uK

2 , . . . , uK
2n+1 are the normalized eigenvectors ofJK

2n+1 corresponding to the
eigenvaluesτG

1 , . . . , τG
n , τK

1 , . . . , τK
n+1, anduK

1,1, u
K
2,1, . . . , u

K
2n+1,1 their first components.

Conversely, if the eigenvalues ofJG
n andJ∗

n are the same, then(2.11)exists with real
nodes and positive weights.

We remark that according to a result of Monegato [16] the positivity ofλ∗K
µ implies the

reality of the Kronrod nodesτK
µ and their interlacing with the Gauss nodesτG

ν .
Once the trailing tridiagonal blocks in (3.13), (3.14), andβ∗

(3n+2)/2 if n is even, are
known, the Gauss-Kronrod formula can be computed in much the same way as the Gauss
formula in terms of eigenvalues and eigenvectors of the symmetric tridiagonal matrixJK

2n+1.
This in fact is the way Laurie’s algorithm proceeds. Note, however, that when the nodesτG

ν

are already known, there is a certain redundancy in this algorithm in as much as these Gauss
nodes are recomputed along with the Kronrod nodesτK

µ . This redundancy is eliminated in a
more recent algorithm of Calvetti, Golub, Gragg, and Reichel, which bypasses the computa-
tion of the trailing block in (3.12) and focuses directly onto the Kronrod nodes and weights
of the Gauss-Kronrod formula.

3.4.1. Laurie’s algorithm. ([14]) Assume that the hypotheses of Theorem 3.4 are ful-
filled. Let, as before,{πk}n

k=0 denote the (monic) polynomials belonging to the Jacobi matrix
JG

n (dλ), and thus orthogonal with respect to the measuredλ, and let{π∗
k}n

k=0 be the (monic)
orthogonal polynomials belonging to the matrixJ∗

n in (3.12) and measuredµ∗ (in general
unknown). Define “mixed” moments by

σk,` = (π∗
k, π`)dµ∗ ,(3.16)

where( · , · )dµ∗ is the inner product relative to the measuredµ∗. Although the measuredµ∗

is unknown, a few things about the momentsσk,` are known. For example,

σk,` = 0 for ` < k,(3.17)

which is an immediate consequence of orthogonality. Also,

σk,n = 0 for k < n,(3.18)
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again by orthogonality, sinceπn = π∗
n by Theorem 3.4. It is easy, moreover, to derive the

recurrence relation

σk,`+1 − σk+1,` − (α∗
k − α`)σk,` − β∗

kσk−1,` − β`σk,`−1 = 0,(3.19)

where{α∗
k}n−1

k=0 are the diagonal elements ofJ∗
n and{√β∗

k}n−1
k=1 the elements on the side di-

agonals, while{α`}n−1
`=0 , {√β`}n−1

`=1 are the analogous elements ofJG
n . Some of the elements

α∗
k, β∗

k are known according to the structure of the matrices in (3.13) and (3.14). Indeed, if
we assume for definiteness thatn is odd, then

α∗
k = αn+1+k for k ≤ (n − 3)/2, β∗

k = βn+1+k for k ≤ (n − 1)/2.(3.20)

Using the facts thatσ0,0 =
∫
R

dµ∗(t) = β∗
0 = βn+1 andσ−1,` = 0 for ` = 0, 1, . . . , n−

1, σ0,−1 = 0, andσk,k−2 = σk,k−1 = 0 for k = 1, 2, . . . , (n − 1)/2, one can solve (3.19)
for σk,`+1 and compute the entriesσk,` in the triangular array indicated by black dots in Fig.
3.1 (drawn forn = 7), since theα∗

k andβ∗
k required are known by (3.20) except for the top

element in the triangle. For this element theα∗
k for k = (n − 1)/2 is not yet known, but, by

good fortune, it multiplies the elementσ(n−1)/2,(n−3)/2, which is zero by (3.17). This mode
of recursion from left to right has already been used by Salzer [21] in another context.

0

0

00

0 0

0

0

0

0

0

0

0

0 0

00 0

0

0

0

0

X

X

X

X

XX

X

X

X

X

X

X(  -3)/2n

n -1

k

l

nn(   =7)

FIG. 3.1.Computation of the mixed moments

At this point, one can switch to a recursion from bottom up, using the recurrence relation
(3.19) solved forσk+1,`. This computes all entries indicated by a cross in Fig. 3.1, proceeding
from the very bottom to the very top of the array. For eachk with (n − 1)/2 ≤ k ≤ n − 1,
the entries in Fig. 3.1 surrounded by boxes are those used to compute the as yet unknownα∗

k,
β∗

k according to

α∗
k = αk +

σk,k+1

σk,k
− σk−1,k

σk−1,k−1
, β∗

k =
σk,k

σk−1,k−1
.(3.21)

This is the way Sack and Donovan [20] proceeded to generate modified moments in the
modified Chebyshev algorithm (cf. [6,§5.2]). In the present case, crucial use is made of the
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property (3.18) of mixed moments, which provides the zero boundary values at the right edge
of theσ-tableau. Once in possession of all theα∗

k, β∗
k required to computeJ∗

n, one proceeds
as described earlier.

3.4.2. The algorithm of Calvetti, Golub, Gragg, and Reichel.([2]) Here we assume
for simplicity thatn is even. There is a similar, though slightly more complicated, algorithm
whenn is odd.

The symmetric tridiagonal matrixJ∗
n in (3.12) determines its own set of orthogonal poly-

nomials, in particular, ann-point Gauss quadrature rule relative to some (unknown) measure
dµ∗. Since by Theorem 3.4 the eigenvalues ofJ∗

n are the same as those ofJG
n , the Gauss

rule in question has nodesτG
ν and certain positive weightsµ∗

ν , ν = 1, 2, . . . , n. Likewise, the
(known) matrixJG

n+1:3n/2 of ordern/2 in (3.14) determines another Gauss rule whose nodes

and weights we denote respectively byτ̃κ andλ̃κ, κ = 1, 2, . . . , n/2. Letv = [v1, v2, . . . , vn]
andv∗ = [v∗1 , v∗2 , . . . , v∗n] be the matrices of normalized eigenvectors ofJG

n andJ∗
n, respec-

tively. The algorithm requires thelast componentsv1,n, v2,n, . . . , vn,n of the eigenvectors
v1, v2, . . . , vn and thefirst componentsv∗1,1, v

∗
2,1, . . . , v

∗
n,1 of the eigenvectorsv∗1 , v∗2 , . . . , v∗n.

The latter, according to Theorem 3.1, are related to the Gauss weightsµ∗
ν by means of the

relation

β0[v∗ν,1]
2 = µ∗

ν , ν = 1, 2, . . . , n,(3.22)

and can therefore be computed as the positive square roots ofµ∗
ν/β0. It can be easily shown,

on the other hand, that the weightsµ∗
ν are computable with the help of the second Gauss rule

above as

µ∗
ν =

n/2∑
κ=1

`ν(τ̃κ)λ̃κ, ν = 1, 2, . . . , n,(3.23)

where `ν are the elementary Lagrange polynomials associated with the nodesτG
1 , τG

2 ,
. . . , τG

n .
With these auxiliary quantities computed, the remainder of the algorithm consists of the

consolidation phase of a divide-and-conquer algorithm due to Borges and Gragg ([1]). The
spectral decomposition ofJ∗

n is

J∗
n = v∗Dτ [v∗]T , Dτ = diag(τG

1 , τG
2 , . . . , τG

n ).(3.24)

Define

V :=


 v 0 0

0 1 0
0 0 v∗


 ,(3.25)

a matrix of order2n + 1. We then have from (3.12) that

V T (JK
2n+1 − λI)V =


 Dτ − λI

√
βnvT en 0√

βneT
nv αn − λ

√
βn+1e

T
1 v∗

0
√

βn+1[v∗]T e1 Dτ − λI


 ,(3.26)

where the matrix on the right is a diagonal matrix plus a Swiss cross containing the elements
of eT

nv andeT
1 v∗ previously computed. By orthogonal similarity transformations involving
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a permutation and a sequence of Givens rotations, the matrix in (3.26) can be reduced to the
form

Ṽ T (JK
2n+1 − λI)Ṽ =


 Dτ − λI 0 0

0 Dτ − λI c
0 cT αn − λ


 ,(3.27)

whereṼ is the transformed matrixV andc a vector containing the entries in positionsn + 1
to 2n of the transformed vector[

√
βneT

nv,
√

βn+1e
T
1 v∗, αn]. It is now evident from (3.27)

that one set of eigenvalues ofJK
2n+1 is {τG

1 , τG
2 , . . . , τG

n }. The remaining eigenvalues are
those of the trailing block in (3.27). To compute them, observe that[

Dτ − λI c
cT αn − λ

]
=

[
I 0

cT (Dτ − λI)−1 1

] [
Dτ − λI c

0T −f(λ)

]
,

where in terms of the componentscν of c,

f(λ) = λ − αn +
n∑

ν=1

c2
ν

τG
ν − λ

.(3.28)

Thus, the remaining eigenvalues ofJK
2n+1 are the zeros off(λ), which can be seen to interlace

with the nodesτG
ν . The first components of the normalized eigenvectorsuK

1 , uK
2 , . . . , uK

2n+1

needed according to Theorem 3.4 are also computable from the columns ofV by keeping
track of the orthogonal transformations.

4. Quadrature rules with multiple nodes. We now consider quadrature rules of the
form

∫
R

f(t)dλ(t) =
n∑

ν=1

r−1∑
ρ=0

λ(ρ)
ν f (ρ)(τν) + Rn(f),(4.1)

where eachτν is a node of multiplicityr. The underlying interpolation process is the one
of Hermite, which is exact for polynomials of degree≤ r · n − 1. We therefore call (4.1)
interpolatory if it has degree of exactnessd = r · n − 1. As before, the node polynomial is
defined by

ωn(t) =
n∏

ν=1

(t − τν).(4.2)

In analogy to Theorem 2.1, we now have the following theorem.
THEOREM 4.1. The quadrature rule(4.1) has degree of exactnessd = r · n − 1 + k,

k ≥ 0, if and only if both of the following conditions are satisfied:
(a) the formula(4.1) is interpolatory;
(b) the node polynomialωn satisfies∫

R

[ωn(t)]rp(t)dλ(t) = 0 for all p ∈ Pk−1.(4.3)

The casek = 0 corresponds to the Newton-Cotes-Hermite formula, which requires no
extra condition beyond that of being interpolatory. Ifk > 0, the condition (b) is again a
condition involving only the nodesτν , namely orthogonality of therth power ofωn to all
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polynomials of degree≤ k − 1. It is immediately clear from (4.3) that for positive measures
dλ the multiplicityr must be an odd integer, since otherwise we could not have orthogonality
of ωr

n to a constant, let alone toPk−1. It is customary, therefore, to write

r = 2s + 1, s ≥ 0.(4.4)

It then follows thatk ≤ n, since otherwisek = n + 1 would imply orthogonality ofωr
n

to all polynomials of degree≤ n, in particular, orthogonality toωn, which,r being odd, is
impossible. Thus,k = n is optimal; the corresponding interpolatory quadrature rule is called
the Gauss-Tur´an rule for the measuredλ ([22]). For it, the polynomialω2s+1

n is orthogonal
to all polynomials of degree≤ n − 1, the polynomialωn thus the so-calleds-orthogonal
polynomial of degreen. There is an extensive theory of these polynomials, for which we
refer to the book of Ghizzetti and Ossicini [8,§§3.9,4.13]. We mention here only the elegant
result of Turán [22], according to whichωn is the extremal polynomial of∫

R

[ω(t)]2s+2dλ(t) = min,(4.5)

where the minimum is sought among all monic polynomialsω of degreen. From this, there
follows in particular the existence and uniqueness of real Gauss-Tur´an formulae, but not
necessarily their positivity. Nevertheless, it has been shown by Ossicini and Rosati [17] that
λ

(ρ)
ν > 0, ν = 1, 2, . . . , n, if ρ ≥ 0 is even.

5. Computation of Gauss-Tuŕan quadrature rules. (Gautschi and Milovanovi´c [7])
The computation of the Gauss-Tur´an formula

∫
R

f(t)dλ(t) =
n∑

ν=1

2s∑
σ=0

λ(σ)T
ν f (σ)(τT

ν ) + RT
n (f),

RT
n (P2(s+1)n−1) = 0,

(5.1)

involves two stages:
(i) The generation of thes-orthogonal polynomialπn = πn,s, i.e., the polynomialπn satis-

fying the orthogonality relation∫
R

[πn(t)]2s+1p(t)dλ(t) = 0 for all p ∈ Pn−1;(5.2)

the zeros ofπn are the desired nodesτT
ν in (5.1).

(ii) The computation of the weightsλ(σ)T
ν .

Since the latter stage requires knowledge of the nodesτT
ν , we begin with the computation of

thes-orthogonal polynomialπn,s.
We reinterpret power orthogonality in (5.2) as ordinary orthogonality with respect to the

measure

dλn,s(t) = [πn(t)]2sdλ(t),(5.3)

which, likedλ, is also positive,∫
R

πn(t)p(t)dλn,s(t) = 0 for all p ∈ Pn−1.(5.4)

Since the measuredλn,s involves the unknownπn, one also talks about implicit orthogonality.
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The measuredλn,s being positive, it defines a sequenceπk(t) = πk(t; dλn,s), k =
0, 1, . . . , n, of orthogonal polynomials, of which only the last one fork = n is of interest to
us. They satisfy a three-term recurrence relation (3.1), with coefficientsαk, βk given by the
well-known inner product formulae

αk =

∫
R

tπ2
k(t)dλn,s(t)∫

R
π2

k(t)dλn,s(t)
, k = 0, 1, . . . , n − 1,

β0 =
∫
R

dλn,s(t), βk =

∫
R

π2
k(t)dλn,s(t)∫

R
π2

k−1(t)dλn,s(t)
,

k = 1, . . . , n − 1.

(5.5)

This constitutes a system of2n nonlinear equations for the2n coefficientsα0, α1, . . . ,
αn−1; β0, β1, . . . , βn−1, which can be written in the form

φ = 0, φT = [φ0, φ1, . . . , φ2n−1],(5.6)

where, in view of (5.3),

φ0 := β0 −
∫
R

π2s
n (t)dλ(t),

φ2ν :=
∫
R

[βνπ2
ν−1(t) − π2

ν(t)]π2s
n (t)dλ(t), ν = 1, . . . , n − 1,

φ2ν+1 :=
∫
R

(αν − t)π2
ν(t)π2s

n (t)dλ(t), ν = 0, 1, . . . , n − 1.

(5.7)

Here, eachπk is to be considered a function ofα0, . . . , αk−1; β1, . . . , βk−1 by virtue of
the three-term recurrence relation (3.1) which it satisfies. Since all integrands in (5.7) are
polynomials of degree≤ 2(s + 1)n− 1, the integrals in (5.7) can be computed exactly by an
(s + 1)n-point Gaussian quadrature rule relative to the measuredλ. Any method for solving
systems of nonlinear equations, such as Newton’s method or quasi-Newton methods, can now
be applied to solve (5.6). (For Newton’s method, in this context, see [7].)

We now turn to the computation of the quadrature weights. Here we note that

ωρ,ν(t) = (t − τT
ν )ρ

∏
µ6=ν

(t − τT
µ )2s+1,

ρ = 0, 1, . . . , 2s; ν = 1, . . . , n,
(5.8)

are polynomials of degree≤ (2s + 1)n − 1, hence, by (5.1),RT
n (ωρ,ν) = 0. This can be

written as
n∑

κ=1

2s∑
σ=0

λ(σ)T
κ ω(σ)

ρ,ν (τT
κ ) = bρ,ν ,(5.9)

with

bρ,ν =
∫
R

ωρ,ν(t)dλ(t).(5.10)

By virtue of the definition (5.8) ofωρ,ν , we haveω(σ)
ρ,ν (τT

κ ) = 0 for κ 6= ν, so that the system

(5.9) breaks up inton separate linear systems for the weightsλ
(σ)T
ν , σ = 0, 1, . . . , 2s,

2s∑
σ=0

λ(σ)T
ν ω(σ)

ρ,ν (τT
ν ) = bρ,ν , ρ = 0, 1, . . . , 2s.(5.11)
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Each of these systems further simplifies sinceω
(σ)
ρ,ν (τT

ν ) = 0 for ρ > σ. That is, for eachν,
we obtain the upper triangular system


ω0,ν(τT

ν ) ω′
0,ν(τT

ν ) · · · ω
(2s)
0,ν (τT

ν )
ω′

1,ν(τT
ν ) · · · ω

(2s)
1,ν (τT

ν )
. . .

...

ω
(2s)
2s,ν(τT

ν )







λ
(0)T
ν

λ
(1)T
ν

...

λ
(2s)T
ν


 =




b0,ν

b1,ν

...
b2s,ν


 .(5.12)

The matrix elements can easily be computed by linear recursions (cf. [7]) and the elements
of the right-hand vector by(s + 1)n-point Gauss quadrature as before.
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