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CONTACT PROBLEMS FOR TWO ANISOTROPIC
HALF-PLANES WITH SLITS


SH. ZAZASHVILI


Abstract. The problem of a stressed state in a nonhomogeneous
infinite plane consisting of two different anisotropic half-planes and
having slits of the finite number on the interface line is investigated. It
is assumed that a difference between the displacement and stress vec-
tor values is given on interface line segments; on the edges of slits we
have the following data: boundary values of the stress vector (prob-
lem of stress) or displacement vector values on the one side of slits,
and stress vector values on the other side (mixed problem). Solutions
are constructed in quadratures.


In this paper, employing the methods of the potential theory and of sys-
tems of singular integral equations, we investigate problems of a stressed
state in a nonhomogeneous infinite plane consisting of two anisotropic half-
planes with different elastic constants and having slits on the interface line
between the half-planes. The stressed state is determined giving displace-
ment and stress vector jumps on the interface line segments, and boundary
values of either the stress vector or of the displacement vector on the one
side of slits, and stress vector values on the other side.


The difficulty of solving the problems lies, in particular, in lengthy cal-
culations one has to perform in order to verify certain conditions, but it can
be overcome using the constants introduced by of M.O. Basheleishvili [1].
The solutions obtained are constructed in quadratures.


It should be observed that, when the half-planes are welded to each other
along the interface line segments, the problem of stress was studied on the
basis of the theory of functions of a complex variable in [2], where the
problem is reduced to the solution of four problems of linear conjugation.
The solution of the problem is not, however, simple and demands some
refinement.


Formulation of Problems. Let the real x-axis be the interface line
between two different anisotropic materials filling up the upper (y > 0) and
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the lower (y < 0) half-planes and having Hook’s coefficients


A(0)
11 , A(0)


12 , A(0)
22 , A(0)


13 , A(0)
23 , A(0)


33


and


A(1)
11 , A(1)


12 , A(1)
22 , A(1)


13 , A(1)
23 , A(1)


33


respectively.
It is assumed that slits are located on the segments lp = apbp, p =


1, 2, . . . , n, of the x-axis. Let l = ∪n
p=1lp and L be the remainder part of


the real axis outside slits. Denote the domain y > 0 by D0, and the domain
y < 0 by D1.


As is known, in the absence of mass force the system of differential equa-
tions of equilibrium of an anisotropic elastic body in the domain Dj , j = 0, 1,
looks like [3]


A(j)
11


∂2u(j)


∂x2 + 2A(j)
13


∂2u(j)


∂x∂y
+ A(j)


33
∂2u(j)


∂y2 + A(j)
13


∂2v(j)


∂x2 +


+ (A(j)
12 + A(j)


33 )
∂2v(j)


∂x∂y
+ A(j)


23
∂2v(j)


∂y2 = 0,


A(j)
13


∂2u(j)


∂x2 + (A(j)
12 + A(j)


33 )
∂2u(j)


∂x∂y
+ A(j)


23
∂2u(j)


∂y2 + A(j)
33


∂2v(j)


∂x2 +


+ 2A(j)
23


∂2v(j)


∂x∂y
+ A(j)


22
∂2v(j)


∂y2 = 0,


(1)


where u(j) and v(j) are the Cartesian coordinates of the displacement vector.
The stressed state in the anisotropic body occupying the domain Dj is


determined by three stress components σ(j)
x , σ(j)


y , τ (j)
xy , which, in turn, are


expressed by means of the strain components ε(j)
x , ε(j)


y , ε(j)
xy as follows:


σ(j)
x = A(j)


11 ε(j)
x + A(j)


12 ε(j)
y + A(j)


13 ε(j)
xy ,


σ(j)
y = A(j)


12 ε(j)
x + A(j)


22 ε(j)
y + A(j)


23 ε(j)
xy ,


τ (j)
xy = A(j)


13 ε(j)
x + A(j)


23 ε(j)
y + A(j)


33 ε(j)
xy ,


(2)


where


ε(j)
x =


∂u(j)


∂x
, ε(j)


y =
∂v(j)


∂y
, ε(j)


xy =
∂u(j)


∂y
+


∂v(j)


∂x
.


We will consider the following boundary-contact problems:
In the domain Dj , j = 0, 1, find a regular solution of system (1), i.e.,


determine the displacement components u(j), v(j) and the stress components
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σ(j)
x , σ(j)


y , τ (j)
xy when on L a difference is given between boundary values of


the displacement and stress vectors1


(


u(0)


v(0)


)+


−
(


u(1)


v(1)


)−


= f ,


(


τ (0)
xy


σ(0)
y


)+


−


(


τ (1)
xy


σ(1)
y


)−


= −ϕ, (3)


while on the edges of slits we have either boundary values of the stress
vectors


(


τ (0)
xy


σ(0)
y


)+


= −F,


(


τ (1)
xy


σ(1)
y


)−


= −Φ, (4)


or boundary values of the stress vector from D0 and of the displacement
vector from D1


(


τ (0)
xy


σ(0)
y


)+


= −F,
(


u(1)


v(1)


)−


= Φ. (5)


The regularity of the solution of system (1) implies that: 1) this solution
has continuous partial derivatives of second order in the domain Dj , j =
0, 1; 2) it can be continuously extended onto the whole real axis; 3) stress
components σ(j)


x , σ(j)
y , τ (j)


xy which by (2) correspond to it can be continuously
extended onto the whole real axis except perhaps the end points of slits in
whose neighbourhoods they have an integrable singularity.


In the sequel the problem with the boundary conditions (3), (4) will be
called the problem of stress, while the problem with the boundary conditions
(3), (5) the mixed problem. We will investigate each of these problems
separately.


Problem of Stress. It is assumed that the known vectors f , ϕ, F and
Φ satisfy the following conditions:


a) when |x| → ∞


|x|αf(x) → β, |x|1+δϕ(x) → γ0 (α > 0, δ > 0), (6)


where β, γ0 are the constant vectors;
b) f belongs to the Hölder class on L (including the neighbourhood of


the point at infinity);
c) f ′, ϕ, F and Φ belong to the class H∗ [4];
d) the vector f satisfies the conditions


f(ap) = f(bp) = 0, p = 1, 2, . . . , n; (7)


1All the vectors considered are columns but they will sometimes be written as rows.
To make the formulas shorter, the commonly used notations 1


aC and bC with numbers
a 6= 0, b and vector or matrix C are often replaced by C


a and Cb, respectively. The
superscript +(−) denotes that the boundary value of the function is taken from D0 (D1).
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e) stress and rotation vanish at infinity.
Like in [5], the displacement vector (u(j), v(j)) in the domain Dj , j = 0, 1,


will be sought as a combination of simple- and double-layer potentials


(


u(j)


v(j)


)


=
1
π


Im
2


∑


k=1


E(j)(k)
{


(A(j) + iB(j))
(


∫


L


f(t) dt
t− zkj


+


+
∫


l
g(t) ln(t− zkj) dt


)


− (C(j) + iD(j))
∫ +∞


−∞
h(t) ln(t− zkj) dt


}


−


− 1
π


Im
2


∑


k=1


A(j)(k)X(j)P ln(zkj + i(−1)j), (8)


where g = (g1, g2) and h = (h1, h2) are the unknown vectors which , in
view of the fact that the logarithmic function is many-valued, must satisfy
the conditions


∫


lp
g(t) dt = 0, p = 1, 2, . . . , n, (9)


∫ +∞


−∞
h(t) dt = 0; (10)


P denotes the principal vector of external force


P =
∫ +∞


−∞











(


τ (1)
xy


σ(1)
y


)−


−


(


τ (0)
xy


σ(0)
y


)+









dt; (11)


i =
√
−1 is the complex unity; zkj = x+αkjy, k = 1, 2, j = 0, 1, where αkj =


akj + ibkj (bkj > 0) is the root of the characteristic equation corresponding
to system (1) (as known [3], the latter equation is a fourth-degree equation
with real coefficients of the form


a(j)
11 α4


j − 2a(j)
13 α3


j + (2a(j)
12 + a(j)


33 )α2
j − 2a(j)


23 αj + a(j)
22 = 0


and has complex roots only, a(j)
ks are the coefficients at σ(j)


x , σ(j)
y and τ (j)


xy


when the strain components from (2) are expressed in terms of stress compo-
nents); the constant two-dimensional matrices A(j)(k) and E(j)(k), k = 1, 2,
j = 0, 1, occur in [1] when constructing the matrix of fundamental solutions
of system (1) and the double-layer potential, respectively, and are written
as


A(j)(k) =


∥


∥


∥


∥


∥


A(j)
k B(j)


k


B(j)
k C(j)


k


∥


∥


∥


∥


∥


, E(j)(k) = − i
mj


A(j)
k


∥


∥


∥


∥


Bj −Aj


−Aj Cj


∥


∥


∥


∥


,
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2
∑


k=1


E(j)(k) = E =
∥


∥


∥


∥


1 0
0 1


∥


∥


∥


∥


,


A(j)
k = − 2


∆(j)a(j)
11


{


A(j)
22 α2


kj + 2A(j)
23 αkj + A(j)


33


}


dkj ,


C(j)
k = − 2


∆(j)a(j)
11


{


A(j)
33 α2


kj + 2A(j)
13 αkj + A(j)


11


}


dkj ,


B(j)
k =


2


∆(j)a(j)
11


{


A(j)
23 α2


kj + (A(j)
12 + A(j)


33 )αkj + A(j)
13


}


dkj ,


∆(j)a(j)
11 = A(j)


22 A(j)
33 − (A(j)


12 )2 > 0,


d−1
1j = (α1j − ᾱ1j)(α1j − α2j)(α1j − ᾱ2j),


d−1
2j = (α2j − α1j)(α2j − ᾱ1j)(α2j − ᾱ2j),


∆(j) is the determinant of system (2) whose positiveness follows from the
positiveness of potential energy; Aj , Bj , Cj , ωj , mj , κ(j)


N are the above-
mentioned Basheleishvili’s constants [1], [5]:


Aj = 2i
2


∑


k=1


dkj , Bj = 2i
2


∑


k=1


α2
kjdkj , Cj = 2i


2
∑


k=1


αkjdkj ,


ωj = b1jb2j − a1ja2j +
a(j)
13


a(j)
11


, mj = a(j)
11


[


1− ω2
j (BjCj −A2


j )
]


,


κ(j)
N =


ωj(BjCj −A2
j )


mj
,


they satisfy the conditions


Im Aj = 0, Bj > 0, Cj > 0, BjCj −A2
j > 0,


mj > 0, κ(j)
N > 0, ωja


(j)
11 > 0, j = 0, 1;


the constant matrices A(j), B(j), C(j), D(j), X(j) in (8) ensure the fulfilment
of the contact conditions (3) and have the form [5]


A(0) =
1
∆


{


(B1C1 −A2
1


m1a
(1)
11


+ κ(0)
N κ(1)


N


)


E+


+
1


m0m1


∥


∥


∥


∥


B1C0 −A0A1 A0C1 −A1C0


A0B1 −A1B0 B0C1 −A0A1


∥


∥


∥


∥


}


,


B(0) = − 1
∆


{


κ(1)
N


m0


∥


∥


∥


∥


A0 −C0


B0 −A0


∥


∥


∥


∥


+
κ(0)


N


m1


∥


∥


∥


∥


A1 −C1


B1 −A1


∥


∥


∥


∥


}


,
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C(0) =
κ(0)


N − κ(1)
N


∆


∥


∥


∥


∥


0 −1
1 0


∥


∥


∥


∥


,


D(0) =
1
∆


{


1
m0


∥


∥


∥


∥


C0 A0


A0 B0


∥


∥


∥


∥


+
1


m1


∥


∥


∥


∥


C1 A1


A1 B1


∥


∥


∥


∥


}


,


X(0) =
m1


∆∗(B1C1 −A2
1)


{


m1E +


+
m0


B0C0 −A2
0


∥


∥


∥


∥


B0C1 −A0A1 A1B0 −A0B1


A1C0 −A0C1 B1C0 −A0A1


∥


∥


∥


∥


}


,


where


∆ =
B0C0 −A2


0


m0a
(0)
11


+
B1C1 −A2


1


m1a
(1)
11


+


+
B1C0 + B0C1 − 2A0A1


m0m1
+ 2κ(0)


N κ(1)
N > 0,


∆∗ =
m2


0


B0C0 −A2
0


+
m2


1


B1C1 −A2
1


+


+
m0m1(B1C0 + B0C1 − 2A0A1)


(B0C0 −A2
0)(B1C1 −A2


1)
> 0,


the matrices A(1), B(1), C(1), D(1), X(1) are obtained from A(0), B(0), C(0),
D(0), X(0) permuting the indices 0 and 1.


It is easy to obtain


A(0) + A(1) = E, X(0) + X(1) = E,


m1


B1C1 −A2
1


∥


∥


∥


∥


C1 A1
A1 B1


∥


∥


∥


∥


X(1) =
m0


B0C0 −A2
0


∥


∥


∥


∥


C0 A0
A0 B0


∥


∥


∥


∥


X(0).


By virtue of conditions (7) the stress components τ (j)
xy and σ(j)


y will have
the form


(


τ (j)
xy


σ(j)
y


)


=
1
π


Im
2


∑


k=1


E(j)
0 (k)


{


(A(j) + iB(j))
(


∫


l


g(t) dt
t− zkj


−


−
∫


L


f ′(t) dt
t− zkj


)


− (C(j) + iD(j))
∫ +∞


−∞


h(t) dt
t− zkj


}


+


+
1
π


Im
2


∑


k=1


N(j)(k)X(j) P
zkj + i(−1)j , j = 0, 1, (12)


where for k = 1, 2, j = 0, 1


E(j)
0 (k) = − i


mj
N(j)(k)


∥


∥


∥


∥


Bj −Aj
−Aj Cj


∥


∥


∥


∥


,
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N(j)(k) =
(


κ(j)
N


∥


∥


∥


∥


0 −1
1 0


∥


∥


∥


∥


− i
mj


∥


∥


∥


∥


Bj −Aj
−Aj Cj


∥


∥


∥


∥


)


A(j)(k),


2
∑


k=1


E(j)
0 (k) = κ(j)


N


∥


∥


∥


∥


0 −1
1 0


∥


∥


∥


∥


− i
mj


∥


∥


∥


∥


Bj −Aj


−Aj Cj


∥


∥


∥


∥


,


2
∑


k=1


N(j)(k) = E + iωj


∥


∥


∥


∥


−Aj −Bj


Cj Aj


∥


∥


∥


∥


.


It is easy to show that the vector (u(j), v(j)) given by formula (8) satisfies
the first of the contact conditions (3).


If we now calculate the boundary values of the vector (τ (j)
xy , σ(j)


y ), j = 0, 1,
by formula (12), then we readily obtain that at points of the real axis, except
perhaps points ap, bp, p = 1, 2, . . . , n,


h(x) =


(


τ (1)
xy


σ(1)
y


)−


−


(


τ (0)
xy


σ(0)
y


)+


− 1
π


Im
∑2


k=1 N(1)(k)
x− i


X(1)P +


+
1
π


Im
∑2


k=1 N(0)(k)
x + i


X(0)P, (13)


Since the difference
(


τ (1)
xy


σ(1)
y


)−


−


(


τ (0)
xy


σ(0)
y


)+


is known due to conditions (3) and (4), the vector h will be known, too.
One can easily verify that h defined by equality (13) will satisfy condition
(10).


Therefore the unknown vector h is defined by equality (13) and there
remains for us to define the vector g.


By summing up the boundary values of the vector (τ (j)
xy , σ(j)


y ) from D0


and D1 at points belonging to l, except perhaps end points, we obtain the
following system of integral equations for the vector g [6]:


A∗g(x) +
B∗


π


∫


l


g(t) dt
t− x


= Ω(x), x ∈ l, (14)


where


A∗ =
(κ(1)


N (B0C0 −A2
0)


m0a
(0)
11


− κ
(0)
N (B1C1 −A2


1)


m1a
(1)
11


)


∥


∥


∥


∥


0 −1
1 0


∥


∥


∥


∥


,


B∗=
B1C1−A2


1


m0m1a
(1)
11


∥


∥


∥


∥


B0 −A0


−A0 C0


∥


∥


∥


∥


+
B0C0−A2


0


m0m1a
(1)
11


∥


∥


∥


∥


B1 −A1


−A1 C1


∥


∥


∥


∥


,
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Ω(x) =
∆
2


(


F(x) + Φ(x)
)


+
B∗


π


∫


L


f ′(t) dt
t− x


− 1
2
C∗h(x)−


− D∗


π


∫ +∞


−∞


h(t) dt
t− x


+
∆
2π


Im
∑2


k=1 N(0)(k)
x + i


X(0)P +


+
∆
2π


Im
∑2


k=1 N(1)(k)
x− i


X(1)P,


C∗ =
(B0C0 −A2


0


m0a
(0)
11


+
B1C1 −A2


1


m1a
(1)
11


)


E +


+
1


m0m1


∥


∥


∥


∥


B0C1 − C0B1 2(A1B0 −A0B1)
2(A1C0 −A0C1) B1C0 −B0C1


∥


∥


∥


∥


,


D∗ =
κ(0)


N


m1


∥


∥


∥


∥


−A1 −B1


C1 A1


∥


∥


∥


∥


+
κ(1)


N


m0


∥


∥


∥


∥


−A0 −B0


C0 A0


∥


∥


∥


∥


.


The properties of the boundary data enable us to conclude that Ω =
(Ω1, Ω2) is a vector of the class H∗. The solution of system (14) should be
sought for in the same class.


System (14) is of the normal type, since


det(A∗ ± iB∗) = − (B0C0 −A2
0)(B1C1 −A2


1)


m0m1a
(0)
11 a(1)


11


∆ < 0.


As known, in construction the solution of system (14) we encounter cer-
tain difficulties and hence we have to seek for its solution by reducing it to
a singular integral equation for some scalar function [7].


To this end, multiplying the first equation of system (14) by the constant
M and adding to the second equation, we obtain


S
(


g1(x)−Mg2(x)
)


+
1
π


∫


l


(B∗
11M+B∗


21)g1(t)+(B∗
12M+B∗


22)g2(t)
t− x


dt=


= Ω2(x) + MΩ1(x), (15)


where B∗
kj , k = 1, 2, j = 1, 2, are the elements of the matrix B∗ and


S =
κ(1)


N (B0C0 −A2
0)


m0a
(0)
11


− κ
(0)
N (B1C1 −A2


1)


m1a
(1)
11


.


Next we choose a constant M such that


B∗
12M + B∗


22 = −M(B∗
11M + B∗


21).


The latter relation gives, for M , the quadratic equation
(B0(B1C1 −A2


1)


m0m1a
(1)
11


+
B1(B0C0 −A2


0)


m0m1a
(0)
11


)


M2 −
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−2
(A0(B1C1 −A2


1)


m0m1a
(1)
11


+
A1(B0C0 −A2


0)


m0m1a
(0)
11


)


M +


+
C0(B1C1 −A2


1)


m0m1a
(1)
11


+
C1(B0C0 −A2


0)


m0m1a
(0)
11


= 0,


whose discriminant is equal to −T 2, where


T 2 =
(B0C0 −A2


0)(B1C1 −A2
1)


m0m1a
(0)
11 a(1)


11


∆ +


+
(κ(1)


N (B0C0 −A2
0)


m0a
(0)
11


−
κ(0)


N (B1C1 −A2
1)


m1a
(1)
11


)2
> 0.


Therefore the equation has complex roots. Let us choose M such that


M =


A0(B1C1−A2
1)


m0m1a(1)
11


+ A1(B0C0−A2
0)


m0m1a(0)
11


− iT


B0(B1C1−A2
1)


m0m1a(1)
11


+ B1(B0C0−A2
0)


m0m1a(0)
11


.


Introducing the notations ω = g1−Mg2 and Ω0 = Ω2 +MΩ1, we obtain,
for ω, a singular integral equation of the normal type


Sω(x) +
T
πi


∫


l


ω(t) dt
t− x


= Ω0(x), x ∈ l. (16)


Let us define a character of the end points of the integration segment
using the results from [4]. We have the equation


γ =
1


2πi
ln


S − T
S + T


=
1


2πi
ln


−m0m1a
(0)
11 a(1)


11 (S − T )2


(B0C0 −A2
0)(B1C1 −A2


1)∆
=


1
2
− iβ,


β =
1
2π


ln
m0m1a


(0)
11 a(1)


11 (S − T )2


(B0C0 −A2
0)(B1C1 −A2


1)∆
.


Therefore all end points are nonsingular. The solution of (16) is sought
for in the class of unbounded functions at the end points.


A canonical solution of the corresponding Hilbert problem in the class of
unbounded solutions will have the form


X(z) =
n


∏


p=1


(z − ap)−γ(z − bp)γ−1, z = x + iy,


where we mean the branch defined by the conditions znX(z) → 1 as z →∞.
Since the order of the canonical solution at infinity is equal to −n, the


index of the class of unbounded solutions is κ = n. Hence it follows that
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equation (16) is always solvable in this class and the solution will be written
as


ω(x) =
S


S2 − T 2 Ω0(x)− TX+(x)
πi(S2 − T 2)


∫


l


Ω0(t) dt
X+(t)(t− x)


+


+
T


S − T
X+(x)Pn−1(x), x ∈ l, (17)


where X+(x) is the boundary value of the canonical solution X(z) on l
from D0; Pn−1(x) is the polynomial of degree n− 1 with arbitrary complex
coefficients, Pn−1(x) = K0xn−1 + K1xn−2 + · · ·+ Kn−1.


Obviously, having defined ω, we thereby define the vector g which will
be unbounded near points ap, bp, p = 1, 2, . . . , n, and will linearly depend
on 2n arbitrary real constants Re Kj and Im Kj , j = 0, 1, 2, . . . , n− 1,


g = − 1
Im M


(


Im(ωM̄)
Imω


)


. (18)


Let us choose these arbitrary real constants such that the vector g satisfy
condition (9). The latter condition gives, for the unknown constants, a
system of 2n algebraic equations with the same number of unknowns. This
system is always solvable. Indeed, the homogeneous system obtained in
the case of the boundary functions f = ϕ = F = Φ = 0 cannot have
nontrivial solutions. Then, as one can easily establish by the uniqueness
theorem, the original problem has only the trivial solution. Therefore the
nonhomogeneous problem is always solvable uniquely.


We have thus proved


Theorem 1. If the conditions a), b), c), d), e) are fulfilled, then the
stress problem with the boundary-contact conditions (3) and (4) always has
the unique solution to within an additive constant. The solution is given by
formula (8), where the vector h is defined by equality (13) and the vector g
by equalities (18) and (17).


Taking into account the behaviour of Cauchy-type integrals near the
ends of integration lines one can easily obtain the asymptotics of stress
components at the vertices of slits in the case of concrete boundary data.


Mixed Problem. Let, the vectors f , ϕ,F, Φ satisfy the conditions
a),b),d) of the stress problem and the conditions


c′) f ′,ϕ,F belong to the class H∗, and Φ belongs to the Hölder class and
has a derivative from the class H∗;


e′) the resultant vector of force applied to the lower slit edges is given
and there are no stress and rotation at infinity.


Since the boundary values of τ (0)
xy and σ(0)


y are given on the upper slit
edges, it is obvious that the resultant vector of external force applied to the
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real axis will also be known in this problem and represantable by formula
(11).


The displacement vector (u(j), v(j)) in the domain Dj , j = 0, 1, will
again be sought for in form (8), where the unknown vectors g and h satisfy
conditons (9) and (10). It is obvious that the stress components τ (j)


xy and
σ(j)


y are represented by formula (12).
Like in the stress problem, the vector (u(j), v(j)) here also satisfies the


first of conditions (3), whereas the vector h will be known on L by virtue
of equality (13) and conditions (3).


Therefore it remains for us to define the vectors g and h on l. To this
end let us calculate the boundary value of the vector (τ (0)


xy , σ(0)
y ) on l except


perhaps points ap, bp, p = 1, 2, . . . , n. We shall have


(


τ (0)
xy


σ(0)
y


)+


=− 1
∆


A∗g(x)+
B∗


∆


( 1
π


∫


L


f ′(t)dt
t−x


− 1
π


∫


l


g(t)dt
t−x


)


−M∗h(x)−


−D∗


π∆


∫ +∞


−∞


h(t) dt
t− x


+
1
π


Im
∑2


k=1 N(0)(k)
x + i


X(0)P, x ∈ l, (19)


where


M∗ =
1
∆


{


(B0C0 −A2
0


m0a
(0)
11


+ κ(1)
n κ(0)


N


)


E +


+
1


m0m1


∥


∥


∥


∥


B0C1 −A0A1 A1B0 −A0B1


A1C0 −A0C1 B1C0 −A0A1


∥


∥


∥


∥


}


.


Calculating now on l the boundary value of the derivative of the vector
(u(1), v(1)) with respect to x we obtain that for every x except perhaps
points ap, bp, p = 1, 2, . . . , n,


(


∂
∂x


(


u(1)


v(1)


))−


= A(1)g(x) + B(1)
( 1


π


∫


L


f ′(t) dt
t− x


− 1
π


∫


l


g(t) dt
t− x


)


−


−C(1)h(x) +
D(1)


π


∫ +∞


−∞


h(t) dt
t− x


−


− m1


π(B1C1 −A2
1)


∥


∥


∥


∥


C1 A1


A1 B1


∥


∥


∥


∥


X(1)P
x


x2 + 1
. (20)


By virtue of the boundary conditions (5) relations (19) and (20) give for
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the vectors g and h a system of singular integral equations


A(1)g(x)−C(1)h(x)− B(1)


π


∫


l


g(t) dt
t− x


+


+
D(1)


π


∫


l


h(t) dt
t− x


= Ω(1)(x),


A∗


∆
g(x) + M∗h(x) +


B∗


π∆


∫


l


g(t) dt
t− x


+


+
D∗


π∆


∫


l


h(t) dt
t− x


)


= Ω(2)(x), x ∈ l,


(21)


where


Ω(1)(x) = Φ′(x)− B(1)


π


∫


L


f ′(t) dt
t− x


− D(1)


π


∫


L


h(t) dt
t− x


+


+
m1


π(B1C1 −A2
1)


∥


∥


∥


∥


C1 A1


A1 B1


∥


∥


∥


∥


X(1)P
x


x2 + 1
,


Ω(2)(x) = F(x) +
B∗


π∆


∫


L


f ′(t) dt
t− x


− D∗


π∆


∫


L


h(t) dt
t− x


+


+
1
π


Im
∑2


k=1 N(0)(k)
x + i


X(0)P.


Note that due to the properties of the boundary data the vectors Ω(1)


and Ω(2) will belong to the class H∗ on l.
If we introduce the partitioned matrices


A =
∥


∥


∥


∥


A(1) −C(1)


∆−1A∗ M∗


∥


∥


∥


∥


, B =
∥


∥


∥


∥


−B(1) D(1)


∆−1B∗ ∆−1D∗


∥


∥


∥


∥


and denote
ω = (g1, g1, h1, h2), ˜Ω = (Ω(1),Ω(2)),


then system (21) takes the form


Aω(x) +
B
π


∫


l


ω(t) dt
t− x


= ˜Ω(x), x ∈ l. (22)


It is obvious that system (22) is a characteristic system of singular integral
equations for the real vector ω with its right-hand side from the class H∗.


The condition


det(A± iB) =
B0C0 −A2


0


m0a
(0)
11 ∆


> 0


implies that system (22) is of the normal type.
Thus the theory of systems of singular integral equations in the case of


open arcs [6] can be used for system (22).
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According to this theory it is required to define the roots of the equation


det{G−1(t + 0)G(t− 0)− λ˜E} = 0 (23)


at end points ap, bp, p = 1, 2, . . . , n, where G = (A+ iB)−1(A− iB) and ˜E
denotes the unit matrix of order 4.


After long and cumbersome calculations we ascertain that equation (23)
has the same form at all points ap, bp, p = 1, 2, . . . , n,


λ4 + (b− a)λ3 + 2(b + a− 1)λ2 + (b− a)λ + 1 = 0, (24)


where


a =
4
∆


(


1 + ω0a
(0)
11 κ


(1)
N


)2 B0C0 −A2
0


m0a
(0)
11


> 0, (25)


b =
4(B1C1 −A2


1)a
(0)
11


∆m0m
(0)
1


> 0. (26)


It can be easily verified that equation (24) reduces to the following equa-
tion:


(


λ +
1
λ


)2
+ (b− a)


(


λ +
1
λ


)


+ 2(b + a− 2) = 0. (27)


Let us investigate the roots of this equation. Note that the inequality


a− b− 4 = −
[


1− ω2
0(B0C0 −A2


0)
]


b−
[


1− ω2
1(B1C1 −A2


1)
]


b−


− 4
∆


B0C1 + B1C0 − 2A0A1


m0m1
< 0


yields a < b + 4.
Consider all possible cases: a = b, a < b and a > b. In the first case


equation (27) has only complex roots; in the second case either it has only
complex roots if b ≤ 4 or it has no positive roots if b > 4; and, finally, in
the third case it has no positive roots if a ≤ 4 and has only complex roots
if a > 4.


Thus in all three cases the equation has not only positive roots. Therefore
all end points ap, bp, p = 1, 2, . . . , n, are nonsingular.


A solution of system (22) is to be sought for in the class functions un-
bounded at end points ap, bp, p = 1, 2, . . . , n. Whenever equation (27) has
simple complex roots, one can easily construct the solution of system (22),
having first constructed the matrix of canonical solutions of the correspond-
ing homogeneous Hilbert problem in the class of unbounded functions.


Indeed, introducing a piecewise holomorphic vector


W(z) =
1


2πi


∫


l


ω(t) dt
t− z


, z = x + iy,
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system (22) becomes equivalent in a certain sense to the nonhomogeneous
Hilbert problem


W+(z) = GW−(x) + R(x), x ∈ l, (28)


where R(x) = (A + iB)−1
˜Ω(x).


Since we are considering the case when equation (27) has only simple
complex roots λ1, λ2, λ3, λ4, it is always possible to construct a nonsingular
matrix S such that the equality S−1GS = Λ be fulfilled, where Λ is a
diagonal matrix with the elements λ1 , λ2, λ3, λ4 on the main diagonal


Λ = diag{λ1, λ2, λ3, λ4}.


Using the constructed matrix S we rewrite the Hilbert problem (28) as


Ψ+(z) = ΛΨ−(x) + S−1R(x), x ∈ l, (29)


where Ψ(z) = S−1W(z).
Since Λ is a diagonal matrix, we conclude that in the class of functions


unbounded at end points ap, bp, p = 1, 2, . . . , n, the matrix of canonical
solutions corresponding to the homogeneous Hilbert problem (29) has the
form


X(z) = diag{X1(z), X2(z), X3(z), X4(z)}, (30)


where


Xσ(z) =
n


∏


p=1


(z − ap)−γσ (z − bp)γσ−1, γσ =
1


2πi
ln λσ,


σ = 1, 2, 3, 4.


(31)


By Xσ(z), σ = 1, 2, 3, 4, we mean the branch defined by the condition


lim
z→∞


{znXσ(z)} = 1.


Since we seek for an unbounded solution at end points ap, bp, p =
1, 2, . . . , n, the numbers γσ, σ = 1, 2, 3, 4, have to be chosen so that 0 <
Re γσ < 1, σ = 1, 2, 3, 4.


In the particular case when the upper and lower half-planes are filled
with materials for which the conditions


a(0)
11 = a(1)


11 , B0 = B1, C0 = C1, A0 = A1, ω0 = ω1


are satisfied, equation (24) takes the form


λ4 + 2
1 + ω2


0(B0C0 −A2
0)


1− ω2
0(B0C0 −A2


0)
λ2 + 1 = 0,
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i.e.,
(


λ2 +
1 + ω0


√


B0C0 −A2
0


1− ω0
√


B0C0 −A2
0


)(


λ2 +
1− ω0


√


B0C0 −A2
0


1 + ω0
√


B0C0 −A2
0


)


= 0.


Hence it is clear that in this particular case equation (24) has purely
imaginary roots


λ1 = i
√
κ0, λ2 = −i


√
κ0, λ3 =


i
√κ0


, λ4 = − i
√κ0


,


where


κ0 =
1 + ω0


√


B0C0 −A2
0


1− ω0
√


B0C0 −A2
0


and the numbers γσ, σ = 1, 2, 3, 4, have the form


γ1 =
1
4
− iβ0, γ2 =


3
4
− iβ0, γ3 = γ̄1, γ4 = γ̄2, β0 =


1
4π


lnκ0.


By the general theory of systems of singular integral equations [6], from
(30) and (31) it follows that the partial indices from the class of unbounded
at end points solutions of the homogeneous Hilbert problem satisfy the
equations κ1 = κ2 = κ3 = κ4 = n and the total index κ = 4n.


Therefore the nonhomogeneous Hilbert problem (29) will always be solv-
able in the class of solutions unbounded at end points, and the solution will
depend on 4n arbitrary constants


Ψ(z) =
X(z)
2πi


∫


l


[X+(t)]−1S−1R(t) dt
t− z


+ X(z)P(z), (32)


where P(z) = (P1(z), P2(z), P3(z), P4(z)) and Pσ(z), σ = 1, 2, 3, 4, is a
polynomial of degree n− 1 with arbitrary real coefficients.


After finding the vector Ψ, the vector W is defined by the equality W =
SΨ and, finally, the solution of system (22), unbounded at end points ap,
bp, p = 1, 2, . . . , n, is given by the formula ω = W+ −W−.


Thus we have found the solution of system (22) which will depend on 4n
arbitrary real constants.


It is obvious that the vectors g and h and, accordingly, the displacement
vectors will depend linearly on the same 4n constants.


To define these constants we have the following conditions. In the first
place, the found vectors g and h should satisfy conditions (9) and (10),
which gives 2n + 2 linear equations. On the other hand, from the above
arguments it is clear that on the lower slit edges the displacement vector
will satisfy the conditions


(


u(1)


v(1)


)−


= Φ(x) + ηp on lp, p = 1, 2, . . . , n,
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where η1,η2, . . . , ηp are arbitrary real constant vectors.
We obtain more 2n − 2 linear algebraic equations provided that η1 =


η2 = · · ·ηn = η, where η is an arbitrary real constant vector.
Thus we have the system of 4n algebraic equations for defining 4n un-


knowns and, by virtue of the uniqueness theorem, we readily conclude that
this system is always solvable uniquely.


Finally, we observe that the vector
(


u(j)


v(j)


)


− η, j = 0, 1,


is the solution of the mixed problem.
Thus we have proved


Theorem 2. If conditions a), b), c′), d), e′) are fulfilled, then under the
boundary-contact conditions the mixed problem (3) and (5) has the unique
solution which is represented by formula (8), where the vector h is defined
on L by equality (13) and the vectors g and h are defined on l by the solution
of system (22).
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