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Abstract

In this paper a new family of methods free fronoedcderivative is presented. This new
family of methods is constructed such that convergeas of order three and requires two
require two evaluations of the function and firgrigdative per iteration. To illustrate the
efficiency and performance of the new family ofhoeas, several numerical examples are
presented. Further numerical comparisons are maile several other existing third-order
methods to show the abilities of the presentedlyashimethods.
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1 Introduction

In this paper, we consider iterative methods ta fan simple roota , i.e., f (a)=0 and
f '(a) 20, of a nonlinear equatidnx) =0.The design of iterative formulae for solving these

equations are very important and interesting tasksapplied mathematics and other
disciplines .In recent years, several variantshefrhethods with free second-derivative have
been proposed and analyzed (see [1-8] and theergfeitherein). These new methods can be
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considered as alternatives for Newton’s method lwisca well-known iterative method for
finding a by using
f(x.)
= -0 1
Yo =X T ) 1)
That converges quadratic ally in some neighbortaiad

2 Derivation of Method and Convergence Analysis

To develop this new family, let us begin with tlldldwing multipoint iteration scheme in the
form

f(x,)

=X —-m mz1 2
Yo =X, ) 2)

RO AT (x,)* BT(y,) F(y) f(x). -
M) CT(GTFDI(Y) T+ ER(W)® F(x)

Where A,B,C,D and E are the parameters to be determined such thattiiermethod

defined by (2) and (3) to be of order convergerued. In the following, the sufficient
conditions for these proposed, are presented:

Theorem 2.1. Let a0l be a simple zero of a sufficiently differentiakladtionf :I - O for

an open interval, which contaimg as, initial approximation ofr . If A,B,C,D andE ,

satisfy the conditions:

_C+D(m-1)- E(m-1y

= : A
(m®-m?) m

And C?+D*+E*#0,

Then, the family of methods defined by (2) ands(8j third-order.

_—C+D(m-1)- E(m-1y

2

B

Proof. If ais the root an&, be the error ahthiteration, thae, = x, —a, using Taylor's
expansion, we have
f(x,)=f'"(@)e, +c&+ e+ Q B, 4)
f'(x,)=f'(@IL+2c,e +3cé+4g é+ Q B, (5)
where
c. =f“a)/k!f'(a),k=23,.., ande, =x, -a.
Using (4), (5) and (2), we have

y,=a+(@1-m)g + mg &+2( me- nig je O (6)
Now again by Taylor’s series, we have
f(y)=f'@l@-mg+(nf- m1) gp+((-2 M) o= ( B8-3 fr ml) e’ ) (7)
Finally, using (4)-(7) and (3), we get

Xn+l:Xn+K1en+ K2é+ q é) (8)

Where
_C-D(m-1)+ E(m-1F + B(m-1f - A m1)

K,= 2
C-D(m-1)+ E(m-1)
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An easy manipulation shows thiit = -1 whenA =(m-1)B. Then by inserting it iR ,, we

have:

_C-D(m-1+ E(m-17+ B(ni- rﬁ)C2
C -D(m-1)+ E(m-1Y 2’

-(C -D(m-1)+ E(m-1))
(m®-m’) '

K

It can be verified that, =0, whenB =

This implies that:
€ = O(€),

which completes the proof.

By introducingr =D /C ,=E/C, and some manipulations in (8),for those pararadteat

satisfy conditions of theorem, following three paeders family of fourth order methods is

obtained:

S PO L FIMH (I M, (%)’ ©)
TEx,) FOG)PEaf ()Y B (Y F(x)]

X

n+l

Where
o (x0)
f'(x,)

Mlz[a(m_zl)—
m

Yn=Xn ™

1, (m-1
P J
(1 1 (m-1y
MZ_(”FJr(mLmZ) P j

m#la andgOdO.
Formula (9) includes, as particular cases, theWohg ones:
Form=-2/3,a=-1/2 angB= (, we obtain a new fourth-order method:
M—Xn-f (x,) +3[5]‘ (X,)+33f (y,) f(yn)' (10)
f/(x,) 20 [2F (,)=F (v,)] f'(x,)
Form=1/2,a=-1ang3 = (, we obtain another new fourth-order method
mx, o fx) L 2AF )+ 6f ()] f(y) 1
f(x,) f(x)—f(y.) fi(x,)
Per iteration of these methods require two evaduatiof the function and one of its
derivative.. If we consider the definition of effiacy index in [9] ap’™, wherep is the
order of the method anechis the number of functional evaluations, the iteratformula
defined by (9) has the efficiency index equaf/8e=1.442z, which is better than that of
Newton’s method/2 =1.414z,

3  Numerical Examples

In this section, we present some examples to ifitestthe efficiency of one member of the
iterative family which has been introduced in tliesent paper. We present some numerical
test results for various cubically convergent itieeaschemes in Table 1. A Comparison has



4 Behzad Ghanbari et al.

been made between the Newton method (NM), the rdeth&®eerakoon and Fernando [9]
(WF) defined by
_ 2f (x,)
Xn+l - Xn T ' ' '
FrO) +F(x, =1 (%) (X))
And the method derived from midpoint rule [X®P) defined by
Xn+l:Xn_ ] f (Xn) 2 '
f(x, —F (x,)/(21°(x,)))
And the method of Homeier [L{IHM) defined by

_ f(x,), 1 1
Xn+1 - Xn - ( r + 1 ] )'

2 () Fx = () F(x)
And the methods of Chun (CM1) Introduced in [12],
f(X,)
fr(x,)’

_ 3L P0¢0) +F POOIEE (X + (%)) = FUx) = (%))
L, (Xn) _E_E 2 12 2 J
[f o)+ (x,)]

And the new methods (10) (BGM1) and (11) (BGM2jaduced in this contribution.
In the present contribution, we used the followtiest functions as in [12]

Xn+l = Xn - Lf (Xn)

f,(x)=x*+4x*-10,

f,(x)=sin*(x)-x*+1,

f,(x)=x>-3x-€ +2,

f,(x)=cosk )-x,

Fo(x)=(x =17 -1,

fo(X)=sin(x)-x/2.

All computations were done using MAPLE 10 using @&d4it floating point arithmetic
(Digits: = 64). In Table 1 results were obtainedusyng the following stopping criteria:

(i) [Xpe =X, <207, (ii) |f (x,)|<107°.

Therefore, as soon as the stopping criteria arésfieaf, x,,=x,, is taken as the
approximation of solution of (x) =0. In table 1:

(IT) stands for the number of iterations, (NFE)nsks for the number of evaluations of the

function and derivative, d) stands for distance of two consecutive approxonat for
finding zero.

4 Conclusion

In this work, we have constructed a new iteratisenify of methods of order three, for
solving nonlinear equations. It has been shown, that proposed iterative family of order
three and can be effectively used for solving nmadr equations. It can be shown that the
proposed methods of this family, has less (IT famparison with other methods and also
need less computations per iteration, which arealdé advantages of this presented family.
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Tablel

Comparison of various third-order convergent iiggaimethods

IT NFE Xt f (X) o)
fi, x,=1.27
NM 5 10 1.365230013414096 2.70-41 1.8e-21
WEF 4 12 1.365230013414096 0.0e-1.0 3.0e-35
MP 4 12 1.365230013414096 4.5e-48 2.0e-16
HM 3 9 1.365230013414096 1.0e-63 1.7e-33
CcM 4 12 1.365230013414096 0.0e-01 2.4e-26
BGM 1 2 6 1.365230013414096 2.7e-16 1.6e-17
BGM 2 3 9 1.365230013414096 1.2e-35 7.5e-37
f,,x,=20
NM 6 12 1.404491648215341 2.2e-32 1.0e-16
WEF 5 15 1.404491648215341 2.0e-63 6.0e-42
MP 5 15 1.404491648215341 2.0e-63 7.1e-41
HM 4 12 1.404491648215341 2.0e-63 1.0e-24
CM 4 12 1.404491648215341 1.3e-63 3.4e-26
BGM 1 3 9 1.404491648215341 4.1e-16 1.6e-16
BGM 2 4 14 1.404491648215341 1.6e-39 6.5e-40
fi,X,=2.0
NM 6 12 0.257530285439860 2.9e-55 9.1e-28
WE 5 15 0.257530285439860 1.0e-63 1.6e-34
MP 4 12 0.257530285439860 1.0e-63 3.9e-24
HM 5 15 0.257530285439860 0.0e-01 9.3ev43
CM 5 15 0.257530285439860 1.0e-63 3.3e-39
BGM 1 6 18 0.257530285439860 4.4e-33 1.1e-33
BGM 2 4 12 0.257530285439860 2.5e-58 1.3e-58
f.x,=1.4
NM 5 10 0.739085133215160 1.2ev32 1.8e-16
WE 4 12 0.739085133215160 0.0e-01 5.3e-28
MP 4 12 0.739085133215160 0.0e-01 6.7e-24
HM 4 12 0.739085133215160 1.0e-64 1.1e-24
CM 5 15 0.739085133215160 3.3e-50 2.3e-17
BGM 1 3 9 0.739085133215160 8.9e-17 5.3e-17
BGM 2 3 9 0.739085133215160 1.7e-21 1.0e-21
fo,X,=2.6
NM 7 14 2 5.5e-49 4.2e-25
WE 5 15 2 0.0e-01 1.0e-29
MP 5 15 2 0.0e-01 1.4e-32
HM 4 12 2 2.8e-48 1.7e-16
CM 4 12 2 0.0e-01 3.5e-22
BGM 1 3 9 2 3.2e-19 1.0e-19
BGM 2 4 12 2 2.2e-31 7.9e-33
fe.Xo=2.3
NM 6 12 1.895494267033980 2.4e-48 2.2e-24
WE 4 12 1.895494267033980 3.0e-64 1.1e-21
MP 4 12 1.895494267033980 1.3e-59 3.6e-20
HM 4 12 1.895494267033980 3.0e-64 2.2e-38
CcM 5 15 1.895494267033980 3.0e-64 1.0e-44
BGM 1 4 12 1.895494267033980 1.4e-19 1.7e-19
BGM 2 4 12 1.895494267033980 2.2e-31 7.9e-33
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