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Abstract

Let $k$ be a field, and $A$ be a polynomial algebra over $k$. Let $I \subseteq A$ be an ideal. We present a novel method for computing resolutions of $A/I$ over $A$. The method is a synthesis of Gröbner basis techniques and homological perturbation theory. The examples in this paper were computed using computer algebra.
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1. Introduction

Throughout this paper, let $k$ be a field and $A = k[x_1, \ldots, x_n]$ be the polynomial ring over $k$. Monomials $x_1^{\alpha_1} \cdots x_n^{\alpha_n}$ in $A$ will be denoted by $x^\alpha$ where $\alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{N}^n$, when it is convenient.

A total order on monomials that satisfies $u < v \Rightarrow mu < mv$ and $1 < m$, for all monomials $m, u, v \neq 1$ in $A$, is called a monomial order on $A$ in this paper. A term of a given polynomial is a monomial summand along with its coefficient. Given a monomial order, one can talk about the leading term, $\text{LT}(p)$ of a given polynomial $p \in A$. For an ideal $I$ in $A$, the ideal generated by the leading terms of elements in $I$ will be denoted by $\text{LT}(I)$. An element of $A/I$ will be denoted by the usual notation $a + I$, where $a \in A$.

The relation of divisibility in $A$ will be denoted by $\preceq$, i.e. $p \preceq q$ if and only if $p$ divides $q$. Thus, for monomials $x^\alpha \preceq x^\beta$ if and only if for all $1 \leq i \leq n$, one has $\alpha_i \leq \beta_i$.

The main result of this paper is the derivation of an algorithm which gives an explicit resolution of $A/I$ over $A$ by “perturbing” a resolution of $A/\text{LT}(I)$ over $A$. This is done using homological perturbation theory [4], [10], [1], [11], [19], [21] and Gröbner basis theory [8], [3].
2. Homological Perturbation Theory

We will need to construct and manipulate explicit chain homotopy equivalences between certain chain complexes. There is a special theory behind doing this in a systematic way which is well suited for machine computations. It will be quickly reviewed in this section.

2.1. Strong Deformation Retracts

Let $X$ and $Y$ be chain complexes over $k$, $\nabla : X \longrightarrow Y$, $f : Y \longrightarrow X$ be chain maps and let $\phi : Y \longrightarrow Y$ be a degree one $k$-linear map such that $f\nabla = 1_X$ and $d\phi + \phi d = 1 - \nabla f$. Thus, $f$ and $\nabla$ compose to the identity, but the composition the other way around is only chain homotopic to the identity. When these conditions hold, we say that this collection of data forms a strong deformation retraction (SDR) and we write

$$X \nabla \overset{f}{\longrightarrow} (Y, \phi). \quad (2.1)$$

Important for certain computations are the side conditions [17]

$$\phi^2 = 0, \quad \phi \nabla = 0, \quad \text{and,} \quad f\phi = 0. \quad (2.2)$$

In fact, these may always be assumed to hold: if the last two do not hold, replace $\phi$ by $\phi' = D(\phi)\phi D(\phi)$ where $D(\phi) = \phi d + d\phi$ and the last two conditions will now hold with respect to $\phi'$. If the first condition does not hold for $\phi'$, replace it by $\phi'' = \phi' d\phi'$ and all three conditions will hold for the chain homotopy $\phi''$. We will always assume that the side conditions hold when we talk about an SDR.

2.2. The Perturbation Lemma

Given the SDR (2.1) and, in addition, a second differential $d_Y'$ on $Y$, let $t = d_Y' - d_Y$. The perturbation lemma, [4], [10], [1], [21] states that if we set $t_n = (t\phi)^{n-1}t$, $n \geq 1$ and, for each $n$, define new maps on $X$,

$$\partial_n = d + f(t_1 + t_2 + \cdots + t_{n-1})\nabla$$
$$\nabla_n = \nabla + \phi(t_1 + t_2 + \cdots + t_{n-1})\nabla,$$

and on $Y$:

$$f_n = f + f(t_1 + t_2 + \cdots + t_{n-1})\phi$$
$$\phi_n = \phi + \phi(t_1 + t_2 + \cdots + t_{n-1})\phi,$$

then in the limits, provided they exist, we have new SDR data

$$(X, \partial_\infty) \overset{\nabla_\infty}{\leftarrow} (Y, d_Y', \phi_\infty).$$

Note that the limits will certainly exist if $t\phi$ is nilpotent in each degree. Examples can be found in [4], [10], [14], [15], [17], [16], [20], [18], [11], [12], [15], [19], [21] and [26].
Remark 2.1. In trying to set up a situation as above, it is convenient to think of the perturbation as transferring the new differential $d'$ on the larger complex to the smaller one. In this sense, the data is said to be a transference problem and $t$ is called the initiator. This notation is from [1] and we will continue to use it here.

2.3. Two Sided Data

There are situations where complexes $X$ and $Y$ are chain homotopic, but there is no SDR involving them, of course. Consider data of the form

\[ (\psi, X) \xrightarrow{\nabla} (Y, \phi) \]

where $\nabla$ and $f$ are chain maps, and $\phi$ and $\phi$ are chain homotopies such that

\[ \nabla f = 1_Y - D(\phi), \quad f \nabla = 1_X - D(\psi). \]

There are perturbation formulae for such two-sided data as well [1], [2], [15]. The situation will be encountered in this paper in Section 4.1, but we will manage to avoid having to use the more complicated two sided formulae in our main results.

3. Resolutions

For a module $N$ over $A$, we will generally consider resolutions of $N$ over $A$ of the form $X = A \otimes \overline{X}$ where $\overline{X}$ is free over $k$ [23], [5]. Such complexes are called relatively free [23]. Furthermore, it will be assumed that there is an explicit SDR $N \xrightarrow{\sigma} (X, \psi)$

where $\epsilon$ is an $A$-linear map, but generally, $\sigma$ and $\psi$ are only $k$-linear. Here $N$ is given the zero differential. Note that in this context, $\psi$ is an explicit contracting homotopy.

Remark 3.1. It is standard terminology to call the elements of $\overline{X}$ above reduced elements. We follow this convention throughout the paper.

3.1. The Taylor Resolution

For a given set $\{m_1, \ldots, m_r\}$ of monomials and for any subset $J = \{j_1, \ldots, j_s\} \subseteq \{1, \ldots, r\}$, let $|J| = s$, $m_J = \text{lcm}(m_{j_1}, \ldots, m_{j_s})$ ("least common multiple"), and $J' = J - \{j_i\}$. Let $E = E[u_1, \ldots, u_r]$ be the exterior algebra over $k$. $E$ has a $k$-basis given by $\{u_J | J \subseteq \{1, \ldots, r\}\}$ where for $J = \{j_1, \ldots, j_s\}$, $u_J = u_{j_1} \ldots u_{j_s}$.

For a monomial ideal $M = (m_1, \ldots, m_r)$, the Taylor resolution [27] of $A/M$ over $A$ is given by the following $A$-linear differential $d$ on the free $A$-module $A \otimes E[u_1, \ldots, u_r]$:

\[ d(u_J) = \sum_{i=1}^{|J|} (-1)^{i-1} \frac{m_J}{m_{J'}} u_{J'}. \]
This resolution will be denoted by $T$ throughout this paper. An explicit contracting homotopy for $T$ was given by Fröberg in [7] and is recalled here.

For a monomial $x^n$ and a basis element $u_J$ of $E$, let

$$\iota(x^n u_J) = \min\{i \mid m_i \preceq x^n m_J\}$$

Note that $\iota(x^n u_J) \leq j_1$.

Define a $k$-linear endomorphism of $T$ by

$$\psi(x^n u_J) = \left[\iota < j_1\right] x^n m_J m_J u_J \{i\} \cup J$$

where $\iota = \iota(x^n u_J)$, and $[p]$ is the Kronecker-Iverson symbol [9] which is zero if $p$ is false and one otherwise. The following will be used later.

**Lemma 3.2.** $\psi^2 = 0$.

**Proof.** If $\psi(x^n u_J) \neq 0$ and $\iota = \iota(x^n u_J)$, then $\iota \left(\frac{x^n m_J}{m_J \cup J} u_J \{i\} \cup J\right) = \min\{i \mid m_i \preceq x^n m_J\} = \iota(x^n u_J) = \iota$. \qed

It is not true that $\psi$ vanishes on reduced elements in general as the following example shows. The example also shows the dependence of $\psi$ on the given order in which the monomials are listed.

**Example 3.3.** Let $A = k[x_1, x_2, x_3]$ and $M = (x^3 y^2, x^3 y z, x y^5 z)$. Choosing the order $m_1 = x^3 y^2$, $m_2 = x^3 y z$, and $m_3 = x y^5 z$, one has $\psi(u) = 0$ for all $u \in E[u_1, u_2, u_3]$ unless $u = u_1 u_2$ and $\psi(u_1 u_2) = u_1 u_2 u_3$. The order $m_1 = x y^5 z$, $m_2 = x^3 y z$, $m_3 = x^3 y^2$ however, gives $\psi(u) = 0$ for all $u \in E[u_1, u_2, u_3]$.

The following lemma which is a straightforward consequence of “normal forms” [8], [3] will be needed later.

**Lemma 3.4.** There is an explicit SDR

$$A/M \xrightarrow{\psi} (T, \psi)$$

where $q(a \otimes 1) = a + M$ and is otherwise zero, $nf_M(a)$ is the normal form of $a$ with respect to $M$ (using some monomial order – see the Remark below), and $\psi$ is the contracting homotopy just defined.

**Remark 3.5.** The calculation of normal forms is crucial to the algorithms presented in this paper. It depends on a given monomial order and a given set $G = \{g_1, \ldots, g_r\} \subset A$. Here is a recursive algorithm for computing the normal form, denoted by $\text{rem}_G(p)$ of a given polynomial $p$:

- if there exists a minimal $i$ such that $\text{LT}(g_i) \preceq \text{LT}(p)$, then
  $$\text{rem}_G(p) = \text{rem}_G\left(p - \frac{\text{LT}(p)}{\text{LT}(g_i)} g_i\right)$$

and

$$\text{rem}_G(p) = \text{LT}(p) + \text{rem}_G(p - \text{LT}(p))$$
The Taylor resolution is not, in general, minimal. Various characterizations of the minimality of $T$ were given in [7].

3.2. The Lyubeznik Resolution

A subcomplex of the Taylor resolution which also is a resolution of the monomial module $A/M$ was given in [22]. This resolution will be denoted by $L$ and will be called the Lyubeznik resolution. Suppose that $M = \{m_1, \ldots, m_r\}$. For a given $I \subseteq \{1, \ldots, r\}$ and positive integer $s$ between 1 and $r$, let $I_{>s} = \{i \in I \mid i > s\}$. $L$ is generated by those basis elements $u_I$ which satisfy the following condition for all $1 \leq s < r$:

$$m_s \not\preceq M_{I_{>s}}. \tag{3.2}$$

Note that the construction of the Lyubeznik resolution depends on the chosen order of monomials. For example,

Example 3.6. Let $A = k[x_1, x_2, x_3]$ and $M = (x_1x_3, x_2^2x_2, x_2x_3^2)$. Consider the Lyubeznik resolution of $A/M$ with respect to the order $m_1 = x_1x_3, m_2 = x_2^2x_2, m_3 = x_2x_3^2$. $L$ has basis elements $u_{\{1\}}, u_{\{2\}}, u_{\{3\}}$ in degree 1 and $u_{\{1,2\}}, u_{\{1,3\}}$ in degree 2 and that is all.

If instead, the order $m_1 = x_2^2x_2, m_2 = x_2x_3^2, m_3 = x_1x_3$ is chosen, the Lyubeznik resolution is equal to the Taylor resolution.

It is not hard to see that the basis elements of $L$ generate a subcomplex of $T$. The exactness can be proved by using the following lemma:

Lemma 3.7. The contracting homotopy $\psi$ of the Taylor resolution satisfies $\psi(L) \subseteq L$.

Proof. Let $u_I$ be a basis element of $L$, $m = x^\alpha$ be a monomial, and $\iota = \iota(mu_I)$. If $\iota = i_1$, $\psi(mu_I) = 0$ and we are done. Thus suppose that $\iota < i_1$ so that $\psi(mu_I) = \frac{mu_I}{m_{\iota}u_{\iota}I}$. Let $1 \leq s < r$. If $s \geq \iota$, then clearly, $(\{\iota\} \cup I)_{>s} = I_{>s}$ and we are done by hypothesis. If $s < \iota$, $(\{\iota\} \cup I)_{>s} = I$ and $m_s \not\preceq m_I$ by the minimality of $\iota$. Thus, $u_{\{\iota\} \cup I}$ is in $L$ and hence $L$ is invariant under $\psi$.

The following property will play an important role in what follows.

Lemma 3.8. $\psi(\bar{L}) = 0$.

Proof. Let $\iota = \iota(u_I)$. As in the proof above, if $\iota = i_1$, $\psi(u_I) = 0$ and if $\iota < i_1$, $I_{>\iota} = I$. In the latter case, $m_\iota \preceq I_{>\iota}$, but that contradicts the hypothesis that $u_I$ is a basis element of $L$.

3.3. Splitting homotopies : Another View of the Lyubeznik Resolution

There are systematic ways to find smaller resolutions of a given resolution which are actually subresolutions. This is a special case of the following.
Splitting homotopies were defined in [1]. The notion is recalled here. Let $Y$ be a chain complex over $k$. A splitting homotopy is a degree one map $\phi: Y \longrightarrow Y$ which satisfies

$$\phi \phi = 0$$
$$\phi d \phi = \phi.$$ 

A given splitting homotopy gives rise to a strong deformation retract [1]

$$\begin{array}{ccc}
X & \xrightarrow{\nabla} & (Y, \phi) \\
& \xleftarrow{f} &
\end{array}$$

where $\nabla$ and $f$ are chain maps that satisfy

$$f \nabla = 1_X$$
$$\nabla f = 1 - D(\phi)$$
$$\phi f = 0$$
$$\nabla \phi = 0.$$

To see this, set $\pi = 1 - D(\phi)$ and note that the conditions above imply that $\pi \pi = \pi$. If we take $X = \text{im}(\pi)$, we have $Y = X \oplus \ker(\pi)$ and we can take $\nabla$ to be the inclusion of $X$ in $Y$ and take $f(x) = \pi(x)$. The converse is also true. See [1].

Given an explicit resolution $X = A \otimes_k T$ of an $A$-module over $A$, we can thus seek $A$-linear splitting homotopies $\phi: X \longrightarrow X$ as a way of obtaining smaller resolutions. In fact, we have

**Proposition 3.9.** Let $T = A \otimes_k T$ be the Taylor resolution, so that $T$ has basis $\{u_I\}$ as before. Also let $\psi$ be the contracting homotopy (3.1). There is a splitting homotopy

$$T \xrightarrow{\phi} T$$

which gives rise to $L$.

In fact, inductively define a linear map $T \xrightarrow{f} T$ by requiring that $f$ is $A$-linear and satisfies

$$f(u_I) = \psi(f(du_I))$$

on reduced elements. Then we have an SDR

$$\begin{array}{ccc}
L & \xrightarrow{\iota} & (T, \phi) \\
& \xleftarrow{f} &
\end{array}$$

where $\iota$ is the inclusion.

**Proof.** Consider $L$ as a subcomplex of $T$. We know that the contracting homotopy $\psi$ takes $L$ to $L$ so we use it to construct the maps defined in Section 4.1. This gives exactly the recursive formula above and the formula

$$\phi(u_I) = \psi(\phi(du_I) + f(u_I) - u_I)$$
on reduced elements for the $A$-linear homotopy $\phi$. It is straightforward to verify that this is actually an SDR and that $\phi$ is a splitting homotopy. Note that since $\psi$ actually vanishes on reduced elements by Lemma 3.8, the formula for $\phi$ above becomes $\phi(u_I) = \psi(\phi(du_I) + f(u_I))$ on reduced elements.

A related homotopy is given by the following construction. Define $\hat{\psi}$ to be the unique $A$-linear extension of the map on $T$ given by
\[
\hat{\psi}(u_I) = \psi(u_I).
\]
Clearly, $\hat{\psi}$ is a degree one $A$-linear map and we have $\hat{\psi}^2 = 0$. We also have

**Proposition 3.10.**

\[
\hat{\psi}^2 = 0
\]

for all $I$.

**Proof.** We have
\[
\hat{\psi}^2(u_I) = \hat{\psi}d\hat{\psi}(u_I) = \hat{\psi}((1 - \psi d(u_I))) = \hat{\psi}(u_I) - \psi d(u_I)
\]
but
\[
\psi d(u_I) = \sum (-1)^j \psi \left( \frac{m_I}{m_I} u_I \right)
\]
and any term that is non-zero is of the form
\[
\frac{m_I}{m_I} \psi(u_I) = au_{jI}
\]
where $j$ is the minimal index such that $m_j | \frac{m_I}{m_I} n_I$, i.e. $m_j | m_I = \text{lcm}(m_1, \ldots, m_s)$. Thus, $\hat{\psi}(au_{jI}) = \psi(u_{jI})$, but $m_{jI} = \text{lcm}(m_j, m_1, \ldots, \hat{m}_i, \ldots, m_s)$ (where the $\hat{m}_i$ denotes omission) and so clearly $j = i(u_{jI})$ from which it follows that $\psi(u_{jI}) = 0$ by definition.

We have not extensively investigated the properties of this splitting homotopy in general, but note that sometimes it coincides with the splitting homotopy that gives the Lyubeznik resolution.

### 3.4. The Bar Resolution

Consider the two-sided bar construction $B(A, A)$ [23], [5]. One has $B(A, A) = A \otimes_k B(A) \otimes_k A$ where $B(A) = \sum_{n=0}^\infty B_n(A)$,
\[
B_0(A) = k
\]
\[
B_n(A) = \otimes^\sigma A, \ n > 0,
\]
and $A = \text{coker}(\sigma)$ where $k \xrightarrow{\sigma} A$ is the unit. The usual convention is to write $a \otimes a_1 \otimes \ldots a_n \otimes a'$ as $a[a_1|\ldots|a_n]a'$ and we will follow that convention. The differential
in $B(A, A)$ is given by the $A$-linear map induced by
\[
\partial([a_1|\ldots|a_n]a') = a_1[a_2|\ldots|a_n]a' \\
+ \sum_{i=1}^{n-1} (-1)^i [a_1|\ldots|a_ia_{i+1}|\ldots|a_n]a' \\
+ (-1)^n [a_1|\ldots|a_{n-1}]a_n a'.
\]

The $k$-linear map $B(A, A) \xrightarrow{s} B(A, A)$ is defined by
\[
s(a[a_1|\ldots|a_n]a') = [a[a_1|\ldots|a_n]a'].
\]

The $A$-linear map $B(A, A) \xrightarrow{\sigma} B(A, A)$ is given by
\[
\sigma(a) = \lfloor a \rfloor
\]
and the map $B(A, A) \xrightarrow{\epsilon} A$ is given by
\[
\epsilon(a \lfloor a' \rfloor) = aa' \\
\epsilon(a[a_1|\ldots|a_n]a') = 0, n \geq 1.
\]

With the zero differential in $A$, these maps form an SDR
\[
A \xrightarrow{\sigma} (B(A, A), s).
\]

For any right $A$-module $N$, one has a free $A$-complex given by $B(A, N) = B(A, A) \otimes_A N$. As an $A$-module, note that
\[
B(A, N) = A \otimes_k B(A) \otimes_k N.
\]
The differential is given by $\partial_N = \partial \otimes 1_N$. Thus,
\[
\partial_N(a[a_1|\ldots|a_n]x) = aa_1[a_2|\ldots|a_n]x \\
+ \sum_{i=1}^{n-1} (-1)^i a[a_1|\ldots|a_ia_{i+1}|\ldots|a_n]x \\
+ (-1)^n a[a_1|\ldots|a_{n-1}]a_n x
\]
for $a, a_i \in A$ and $x \in N$. Define $N \xrightarrow{\sigma_N} B(A, N)$ by
\[
\sigma_N(x) = \lfloor x \rfloor,
\]
$B(A, N) \xrightarrow{\epsilon_N} N$ by
\[
\epsilon_N(a \lfloor x \rfloor) = ax \\
\epsilon_N(a[a_1|\ldots|a_n]x) = 0, n \geq 1,
\]
and $B(A, N) \xrightarrow{s_N} B(A, N)$ by
\[
s_N(a[a_1|\ldots|a_n]x) = [a[a_1|\ldots|a_n]x].
\]
Now consider the special case when $N = A/I$ for an ideal $I$ of $A$. Let $A/I \xrightarrow{nf_I} A$ be given by normal form (Remark 3.5) (with respect to some term ordering). One then has an SDR

$$A/I \xrightarrow{\sigma_{A/I}} (B(A, A/I), s_{A/I})$$

and hence a free $A$-resolution of $A/I$ over $A$ with explicit contracting homotopy $s_{A/I}$. We call this the bar resolution of $A/I$ over $A$.

4. Explicit Realizations of the Comparison Theorem

It is well known that given any two resolutions $X \xrightarrow{f} N$ and $Y \xrightarrow{g} N$ of $N$ over $A$, there are chain maps $X \xrightarrow{f} Y$ and $Y \xrightarrow{g} X$ such that $fg$ is chain homotopic to $1_Y$ and $gf$ is chain homotopic to $1_X$, i.e. two sided data (2.3) exists. This is called the comparison theorem [23]. When $X$ is relatively free, and $Y$ possesses an explicit contracting homotopy $\psi$, there is a canonical such map $f$ given by an inductive formula [23, Chapter IV, §6].

4.1. The Relatively Free Case

When both $X$ and $Y$ are relatively free and there are explicit SDRs data

$$N \xrightarrow{\sigma_X} (X, \psi_X) \xleftarrow{\epsilon_X} N$$

and

$$N \xrightarrow{\sigma_Y} (Y, \psi_Y) \xleftarrow{\epsilon_Y} N$$

there are inductive formulae for canonical chain homotopy equivalences $f$ and $g$ as above as well as for the homotopies. The construction was used in [6] and is crucial for the work in [16], [19], [20], [18], and [26]. Also see [23, Chapter IX]. Generally, one can only obtain two sided data (see 2.3). In some important situations however, an SDR (see 2.1) arises, as will be seen.

The $A$-linear chain maps $f$ and $g$ and $A$-linear chain homotopies $\phi_X$ and $\phi_Y$ referred to above are defined by induction. They are first defined on reduced elements and then extended $A$-linearly.

Take $f_0$ to be the $A$-linear extension of

$$(f_0)|_{\overline{x}_0} = (\sigma_Y \epsilon_X)|_{\overline{x}_0}$$

and $g_0$ to be the $A$-linear extension of

$$(g_0)|_{\overline{y}_0} = (\sigma_X \epsilon_Y)|_{\overline{y}_0}$$

Next take $f_n$ to be the $A$-linear extension of $\psi_X f_{n-1} d_X$ and $g_n$ the $A$-linear extension of $\psi_Y g_{n-1} d_Y$. $\phi_X$ and $\phi_Y$ are constructed similarly.
4.1.1. The SDR Case

We would like to know when the recursively defined maps above are maps in an SDR. A condition for $\nabla$ to be one-one was given in [25], viz.

$$d(X) \cap X = 0.$$ 

This however is not enough to ensure that $f \nabla = 1$ as the following example shows.

**Example 4.1.** Let $M = (m_1, m_2, m_3)$ where $m_1 = x^3y^2$, $m_2 = x^3yz$, and $m_3 = xy^5z$ and let $T$ be the Taylor resolution as in Example 3.3. We have

$$du_1 = m_1, \quad du_2 = m_2, \quad du_3 = m_3,$$

and

$$du_1u_2 = -zu_1 + yu_2, \quad du_1u_3 = -y^3zu_1 + x^2u_3,$$

and

$$du_2u_3 = -y^4u_2 + x^2u_3, \quad du_1u_2u_3 = y^3u_1u_2 - u_1u_3 + u_2u_3.$$ 

Using the construction above, we have $T \nabla B(A, A/M)$ and $B(A, A/M) \xrightarrow{T} T$ where $\nabla(a) = a[ ]$ and $f(a[ ]) = a$ for $a \in A$ and

$$\nabla u_i = s\nabla m_i = s(m_i[ ]) = [m_i].$$ 

Also,

$$\nabla(u_iu_j) = s\nabla \left( \frac{m_i}{m_j} u_j - \frac{m_j}{m_i} u_i \right) = \left[ \frac{m_i}{m_j} \right] m_j - \left[ \frac{m_j}{m_i} \right] m_i.$$ 

In particular,

$$\nabla[u_2u_3] = [x^2m_3] - [y^4m_2].$$

But consider $f$ now. We have

$$f \nabla[u_i] = \psi(f\partial([m_i]) = \psi(f(m_i[ ]))$$

since $[ ](m_i + M) = 0$ in $B(A, A/M)$ and so

$$f \nabla[u_i] = \psi(m_i) = u_i$$

for all $i$. However, it follows that

$$f([x^2m_3]) = \psi(x^2\psi(m_3) = \psi(x^2m_3)) = \psi(x^2\psi(m_3))$$

since $\psi^2 = 0$. Similarly, it follows that

$$f([y^4m_2]) = \psi(y^4\psi(m_2))$$

and so

$$f([x^2m_3]) = \psi(x^2u_3 - y^4u_2) = -y^3u_1u_2 + u_1u_3 \neq u_1u_2.$$ 

Note that this example satisfies the condition from [25] stated above. The given maps do however form two sided data.

There is a condition however that will give rise to SDR data.

**Lemma 4.2.** Suppose that $X$ is a relatively free resolution as above and that the contracting homotopy $\psi_X$ satisfies $\psi(X) = 0$ and $d(X) \cap X = 0$ and the homotopy
ψ_Y satisfies ψ_Y(Y) ⊆ Y, then the constructions above give an SDR

$$X \xleftrightarrows{f}(Y, \phi).$$

**Proof.** The proof is by induction. We have \( f_0 \nabla_0 = 1 \) by construction and for \( n > 0 \), on reduced elements,

$$f_n \nabla_n = f_n \psi_Y \nabla_{n-1} d_X = \psi_X f_{n-1} d_Y \psi_Y \nabla_{n-1} d_X = \psi_X f_{n-1} (1 - \psi_Y d_Y) \nabla_{n-1} d_X,$$

where the first equality comes from the hypothesis on \( \psi_Y \). But

$$\psi_X f_{n-1} \psi_Y \nabla_{n-1} d_X = \psi_X f_{n-1} \psi_Y \nabla_{n-1} d_X d_X = 0$$

and by induction and the hypothesis on \( \psi_X \),

$$\psi_X f_{n-1} \nabla_{n-1} d_X = \psi_X d_X = 1.$$

Thus from Lemma 3.8, we have the

**Corollary 4.3.** Let \( M \) be a monomial ideal and \( L \) the Lyubeznik resolution of \( A/M \) over \( A \). We have an SDR

$$L \xleftrightarrows{f}(B(A, A/M), \phi).$$

### 4.2. Explicit Maps for Splitting the Lyubeznik Resolution off of the Bar Construction in Low Degree

Examples of the maps from Corollary 4.3 were given in Example 4.1. We will give some more explicit formulae here. Let \( M \) and \( L \) be as in the last section. Note that we are assuming that we have chosen some term ordering on \( A \) so that we have the SDR

$$A/M \xrightarrow{\sigma} \xrightarrow{\text{nf}_M} (B(A, A/M), \phi),$$

where \( \text{nf}_M \) denotes the normal form map with respect to \( M \) and the term ordering on \( A \).

In general, the map \( \nabla \) is easy. In degree zero,

$$\nabla(a) = a[\cdot], a \in A$$

and in degree greater than zero,

$$\nabla(u_i) = s \nabla du_i = [m_i],$$
\[ \nabla(u_i u_j) = \frac{m_{i,j}}{m_j} - \frac{m_{i,j}}{m_i}, \]
\[ \nabla(u_i u_j u_k) = \frac{m_{i,j,k}}{m_k} \frac{m_{i,j}}{m_j} m_i - \frac{m_{i,j,k}}{m_i} \frac{m_{i,j}}{m_i} + \frac{m_{i,j,k}}{m_i} \frac{m_{i,j}}{m_i} - \frac{m_{i,j,k}}{m_j} \frac{m_{i,j}}{m_j}, \]

etc.

The map \( f \) is a bit more involved due to the fact that \( B_0(A, A/M) = A \otimes_k A/M \).

Using the initial formula for \( f \) in Section 4.1, we have
\[ f_0([b + M]) = n f_M(b) + M. \]

So that
\[ f_1([a_1](b + M)) = \psi f(a_1[b - ](a_1 b + M)) = \psi(a_1 n f_M(b) - n f_M(a_1 b)). \]

Using the fact that \( \psi^2 = 0 \), we can also see that
\[ f_2([a_1 | a_2](b + M)) = \psi(a_1 \psi(a_2 n f_M(b) - n f_M(a_2 b)), \]

etc.

The map \( \phi \) is just as straightforward:
\[ \phi_0([b + M]) = [n f_M(b)]. \]
\[ \phi_1([a_1](b + M)) = s \nabla \psi(a_1 n f_M(b) - n f_M(a_1 b)) - [a_1 | n f_M(b)], \]

etc. Further degrees are left as an exercise to the interested reader.

5. Main Result

5.1. Perturbing Monomial Resolutions

Here is the main result.

**Theorem 5.1.** Let \( I = (f_1, \ldots, f_r) \) be an ideal in \( A \) and choose a monomial order. Let \( G = \{g_1, \ldots, g_s\} \) be a Gröbner basis for \( I \) with respect to the given order. Let \( M = \text{lt}(G) = (m_1, \ldots, m_s) \) be the ideal generated by the leading terms of \( G \). Let \( L \) be the Lyubeznik resolution of \( A/M \) over \( A \). There is an explicit perturbation \( p \) of the differential \( d \) in \( L \) so that \( (L, d + p) \) is a resolution of \( A/I \) over \( A \).

**Proof.** Consider the SDR
\[ L \xrightarrow{\nabla} (B(A, A/M), \phi) \]
given by the corollary above. Using the vector space isomorphism
\[ A/M \approx A/I \]

[8], [3], we obtain a vector space isomorphism of \( B(A, A/M) \) and \( B(A, A/I) \). Using this isomorphism, \( B(A, A/M) \) supports two differentials, the one for \( A/I \) and the
one for $A/M$. Let $t$ be the difference of these differentials. A transference problem [1] has just been set up and the basic perturbation lemma gives a formal solution. If the formal solution converges, we obtain a new differential $d_{\infty}$, where $d_{\infty} = d + p$ and a new SDR

$$(L, d_{\infty}) \xrightarrow{\nabla_{\infty}} (B(A, A/I), \phi_{\infty})$$

as in Section 2.2.

We have

$$t([a_1] \ldots [a_n](b + M)) = (-1)^n [a_1] \ldots [a_{n-1}](\text{nfg}(a_n b) - \text{nfM}(a_n b) + M).$$

For convergence, it suffices to see that $t\phi$ is nilpotent in each finite degree. This can be seen by examining what is going on in low degrees first. In degree zero, we have

$$t\phi([a](b + M)) = -[\text{nfg}(q) + M)$$

where $q = \text{nfg}(b) - \text{nfM}(b)$. Continuing, we thus have

$$t\phi([a](b + M)) = [\text{nfg}(q') + M)$$

where $q' = \text{nfg}(\text{nfM}(q)) - \text{nfM}(\text{nfM}(q))$. But clearly, $\text{nfg}(\text{nfM}(b)) = \text{nfM}(b)$ for all $b$ where $Z$ is either $G$ or $M$. Thus, in degree zero, $t\phi$ is nilpotent of order at most two. In degree one, things are a bit more complicated. From our formula for $\phi$ in the last section, we have

$$\phi([a](b + M)) = \sum [s_i \mid m_i] + [a \mid \text{nfM}(b)]$$

where

$$\psi(a \text{nfM}(b) - \text{nfM}(ab)) = \sum_i s_i u_i.$$

Note that we actually have $\psi(a \text{nfM}(b) - \text{nfM}(ab)) = \psi(a\text{nfM}(b))$ since no $m_k$ can divide the normal form $\text{nfM}(ab)$ and therefore $\psi$ vanishes on it. In any case, we thus have

$$t\phi([a](b + M)) = -\sum [s_i](\text{nfg}(m_i) + M)$$

since $\text{nfg}(\text{nfM}(b)) - \text{nfM}(\text{nfM}(b)) = 0$ and $\text{nfM}(m_i) = 0$ for all $i$. But note that

$$\phi([s_i](q + M)) = -s(\nabla(\psi(s_i \text{nfM}(q)))) + [s_i \mid \text{nfM}(q)]$$

where $q = \text{nfg}(m_i)$. Now note that strictly fewer $m_j$ can divide $s_i \text{nfM}(q)$ than could divide the original $a \text{nfM}(b)$. Thus repeated applications of $t\phi$ will eventually vanish because of the action of $\psi$. The situation in higher degrees is similar but slightly more complicated and is left to the interested reader. \hfill \Box

**Remark 5.2.** In fact, a contracting homotopy for the resolution $(L, d_{\infty}) \rightarrow A/I \rightarrow 0$ over $A$ is explicitly given by

$$\psi_{\infty} = f_{\infty} s \nabla_{\infty}$$

where $s$ is the contracting homotopy on the bar resolution.
6. Examples of the Main Algorithm

6.1. Example I

Consider the polynomial ring $A = k[x, y, z]$ over a field $k$ and the ideal $I$ generated by

\[ f_1 = x^3 y^2 - x^2 y z^2 + x y z \]
\[ f_2 = x y^5 z - x y z. \]

Using the lexicographic order on monomials, we have computed a Gröbner basis $G = \{g_1, g_2, g_3\}$ where

\[ g_1 = x^3 y^2 - x^2 y z^2 + x y z \]
\[ g_2 = x y z - x^2 y^4 z^2 + x y^4 z^2 \]
\[ g_3 = x y^5 z - x y z. \]

Now consider the monomial ideal $M = (x^3 y^2, x^3 y z, x y^5 z)$ generated by the leading terms of the polynomials in $G$. Let $m_1 = x^3 y^2$, $m_2 = x^3 y z$, and $m_3 = x y^5 z$.

As is well-known, $\{m_1, m_2, m_3\}$ is a Gröbner basis of $M$. Note that this monomial ideal has been discussed in Example 4.1.

The Taylor differential is given by

\[ du_i = m_i, \quad i = 1, 2, 3 \]
\[ du_1 u_2 = -z u_1 + y u_2 \]
\[ du_1 u_3 = -y^3 u_1 + x^2 u_3 \]
\[ du_2 u_3 = -y^4 u_2 + x^2 u_3 \]
\[ du_1 u_2 u_3 = y^3 u_1 u_2 - u_1 u_3 + u_2 u_3. \]

As noted in Example 4.1, since $\psi$ does not vanish on all reduced elements, we cannot use Lemma 4.2 to get an SDR with the bar resolution. Note however that Example 3.3 shows that we could reorder the monomials and then Lemma 4.2 would apply. However, since the Lyubeznik Resolution is smaller in this case, we will proceed with it instead.

6.1.1. Splitting the Lyubeznik Resolution Off from the Bar Resolution

It is not hard to calculate that $L = \langle u_1, u_2, u_3, u_1 u_2, u_1 u_3 \rangle$ in this case. The differential is thus given by the first five maps above. Notice that the reduced complex has zero differential and so $L$ is actually the minimal resolution. Using the constructions from Section 4.1, it is not hard to see that we have

\[ \nabla u_i = [m_i] \]
\[ \nabla u_1 u_2 = [y|m_2] - [z|m_1] \]
\[ \nabla u_1 u_3 = [x^2|m_3] - [y^3 z|m_1]. \]

Continuing, we have the following formulae for the projection $f$. On reduced elements

\[ f([b]) = nf_M(b)[b] \]
\[ f([a_1]b) = \psi(a_1 nf_M(b)). \]
This is all that is needed to calculate the perturbation based on the initiator
\[ t([a_1|\ldots|a_n](b + M)) = (-1)^n[a_1|\ldots|a_{n-1}](nf_G(a_n, b) - nf_M(a_n, g) + M). \]

We obtain the following resolution of \( A/I \) over \( A \) in this manner.
\[
\begin{align*}
    d(u_i) &= g_i \text{ for } i = 1, 2, 3, \\
    d(u_1u_2) &= -zu_1 + yu_2 + (xz^2 - z)u_3 \\
    d(u_1u_3) &= -y^3zu_1 + u_2 + x^2u_3.
\end{align*}
\]

It follows that
\[
Tor^A(k, A/I) = \langle u_1, u_1u_2 \rangle.
\]

Furthermore, using \( \nabla_\infty \) we can calculate representatives for these homology classes. We have
\[
\begin{align*}
\nabla_\infty(u_1) &= [x^3y^2] - [x^2yz^2 - xyz] \\
\nabla_\infty(u_1u_2) &= [xz^2 - z][xy^3z] + [y][x^3yz] + [z][x^2yz^2 - xy^2z] \\
&\quad - [z][x^3y^2] - [y][x^2y^4z^3 - xy^4z^2] + [-x^2 + z][xyz].
\end{align*}
\]

Remark 6.1. Note that the term ordering used makes a considerable difference. Using the same two polynomials \( f_1 \) and \( f_2 \) above, but the total order refined by reverse lex instead of pure lex, we obtain a Gröbner basis with six elements. Also, in this case, the Lyubeznik resolution is the same as the Taylor resolution. Thus, in this case, in terms of size, the pure lex order is a better choice.

6.2. Example II

In this example, the Taylor resolution will not split off of the bar construction. We will however use the Lyubeznik resolution to actually compute the minimal resolution of the monomial ideal and split that off of the bar construction and then proceed as before.

Let \( f_1 = xy + xz + xw, f_2 = yz + yw, \) and \( f_3 = zw \) and let \( I = (f_1, f_2, f_3) \).

Using the pure lex monomial order, a Gröbner basis \( G = \{g_1, \ldots, g_6\} \) is given by
\[
\begin{align*}
g_1 &= xy + xz + xw, \\
g_2 &= xz^2 + xw^2, \\
g_3 &= xw^3, \\
g_4 &= yz + yw, \\
g_5 &=yw^2, \text{ and } \\
g_6 &=zw.
\end{align*}
\]

The ideal \( M \) generated by the leading terms thus has Gröbner basis \( \{m_1, \ldots, m_6\} \) where \( m_1 = xy, m_2 = xz^2, m_3 = xw^3, m_4 = yz, m_5 = yw^2, \) and \( m_6 = zw. \)

6.2.1. The Lyubeznik Resolution

Direct computation gives that \( L \) is generated by \( u_i \), for \( i = 1, \ldots, 6, \) \( u_iu_j \) for
\[
(i, j) \in \{(1, 2), (1, 3), (1, 4), (1, 5), (1, 6), (2, 3), (2, 6), (3, 6), (4, 5), (4, 6)\},
\]
\( u_iu_ju_k \) for
\[
(i, j, k) \in \{(1, 2, 3), (1, 2, 6), (1, 3, 6), (1, 4, 5), (2, 3, 6)\},
\]
and \( u_1u_2u_3u_6. \)
The reduced differential in this case is non-zero only in the following cases:

\begin{align*}
\delta(u_1 u_4 u_6) &= -u_1 u_6 \\
\delta(u_2 u_3 u_6) &= u_2 u_3 \\
\delta(u_1 u_2 u_3 u_6) &= -u_1 u_2 u_3.
\end{align*}

6.2.2. The Minimal Resolution

It is straightforward to see that a homology decomposition (Section 7) is given by

\[ L = K \oplus B \oplus H \]

where

\[ K = \langle u_1 u_4 u_6, u_2 u_3 u_6, u_1 u_2 u_3 \rangle \]

\[ B = \langle u_1 u_6, u_2 u_3, u_1 u_2 u_3 \rangle. \]

Thus, the \((A\text{-linear})\) homotopy \(\bar{\phi}\) is non-zero only in the following cases:

\begin{align*}
\bar{\phi}(u_1 u_6) &= u_1 u_4 u_6 \\
\bar{\phi}(u_2 u_3) &= -u_2 u_3 \\
\bar{\phi}(u_1 u_2 u_3) &= u_1 u_2 u_3 u_6.
\end{align*}

This gives us an SDR

\[ H \xrightarrow{\nabla} ([L, \delta], \bar{\phi}) \]

where \(\nabla\) is the inclusion. Consider the SDR

\[ A \otimes H \xrightarrow{f} (L, 1 \otimes \delta), \phi) \]

where \(f = 1_A \otimes f, \) and \(\phi = 1_A \otimes \phi.\) Using the initiator \(t = d - 1_A \otimes d\) on \(L,\) we have a transference problem.

**Proposition 6.2.** The formal solution to the transference problem above converges and we have thus derived the minimal resolution given by the following \(A\text{-linear} \) differential \(\delta = d_{\infty}\) on \(A \otimes H.\) We have \(\delta = d\) except for the cases:

\begin{align*}
\delta(u_1 u_2 u_6) &= d(u_1 u_2 u_6) + zu_1 u_6 - zu_1 u_4 - xz u_4 u_6 \\
\delta(u_1 u_3 u_6) &= d(u_1 u_3 u_6) + wu u_6 - w^2 u_1 u_4 - xw u_4 u_6.
\end{align*}

6.2.3. Splitting the Minimal Resolution Off From the Bar Resolution

We have the minimal resolution \((A \otimes H, \delta)\) above and an explicit contracting homotopy \(\psi_{\infty} = f_{\infty} \psi \nabla_{\infty}\) where \(\psi\) is the contracting homotopy for the Lyubeznik (and Taylor) resolution. An explicit calculation shows that \(\psi_{\infty}\) vanishes on reduced
and we have an SDR

\[(A \otimes H, \delta) \xrightarrow{i} (B(A, A/M), h)\]

by Lemma 4.2. The perturbation converges and we have

**Proposition 6.3.** The formal solution to the transference problem above converges and we have an \(A\)-free resolution of \(A/I\) given by

\[
\begin{align*}
\delta_\infty(u_i) &= g_i \text{ for } i = 1, \ldots, 6 \\
\delta_\infty(u_1u_2) &= (-z^2 - w^2)u_1 + (y + z + w)u_2 \\
\delta_\infty(u_1u_3) &= -w^3u_1 + (y + z + w)u_3 \\
\delta_\infty(u_1u_4) &= (-z - w)u_1 + u_2 + xu_4 + 2xu_6 \\
\delta_\infty(u_1u_5) &= -w^2u_1 + u_3 + xu_4 + xu_6 \\
\delta_\infty(u_2u_6) &= -wu_2 + u_3 + xzu_6 \\
\delta_\infty(u_3u_6) &= -zu_3 + wx^2u_6 \\
\delta_\infty(u_4u_5) &= -w^2u_4 + (z + w)u_5 \\
\delta_\infty(u_4u_6) &= -wu_4 + u_5 + yu_6 \\
\delta_\infty(u_1u_2u_6) &= wu_1u_2 - u_1u_3 - zwu_1u_4 + zu_1u_5 + (y + w)u_2u_6 - xzu_4u_6 \\
\delta_\infty(u_1u_3u_6) &= zu_1u_3 - w^3u_1u_4 + w^2u_1u_5 - w^2u_2u_6 + (y + z + w)u_3u_6 - xw^2u_4u_6 \\
\delta_\infty(u_1u_4u_5) &= w^2u_1u_4 + (-z - w)u_1u_5 + uwu_2u_6 - u_3u_6 + xu_4u_5.
\end{align*}
\]

### 7. The SDR Given by a Homology Decomposition

For the reader’s convenience, the well-known [13] homology decomposition will be reviewed in this section. We cast it into the context of SDRs. We continue to work over the field \(k\), but all of what we say generalizes to torsion-free modules over a principal ideal domain.

#### 7.1. Homology

Let \(f\) and \(g\) be linear transformations such that

\[g : R^c \rightarrow R^b, f : R^b \rightarrow R^a\]

and \(fg = 0\). Let \(F\) and \(G\) be the matrices of \(f\) and \(g\) with respect to the standard bases. We will generally write \(M_{n \times m}\) to denote that \(M\) has size \(n \times m\), thus \(F = F_{a \times b}\) and \(G = G_{b \times c}\).

Let \(D = PFQ\) be the Smith normal form ([24]) of \(F\) so that \(P = P_{a \times a}\) and \(Q = Q_{b \times b}\) are invertible and \(D = D_{a \times b}\) diagonal matrix of the form

\[D = \begin{bmatrix} I_{r \times r} & O_{r \times (b-r)} \\ O_{(a-r) \times r} & O_{(a-r) \times (b-r)} \end{bmatrix}\]

\(I\) denotes the identity matrix, \(O\) denotes the matrix with all entries zero, and
\[ r = \text{rank}_R(F) \]. Since \( DQ^{-1} G = PFG = O \), it follows that
\[ Q^{-1} G = \begin{bmatrix} O_{r \times c} \\ \tilde{G}_{(b-r) \times c} \end{bmatrix} . \]

Now consider the Smith normal form \( E = \tilde{T} GS \), where
\[ E = \begin{bmatrix} I'_{r \times r'} \\ O_{(b-r-r') \times r'} \\ O_{r' \times (c-r')} \\ O_{(b-r-r') \times (c-r')} \end{bmatrix} . \]

Set
\[ T_{b \times b} = \begin{bmatrix} I_{r \times r} \\ O_{r \times (b-r)} \\ \tilde{T}_{(b-r) \times (b-r)} \end{bmatrix} . \]

It follows that
\[ TQ^{-1} GS = \begin{bmatrix} O_{r \times c} \\ E \end{bmatrix} = \begin{bmatrix} O_{r \times (c-r')} \\ I_{r' \times r'} \\ O_{r' \times (c-r')} \\ O_{(b-r-r') \times (c-r')} \end{bmatrix} . \]

Thus, letting \( \{ e_i \} \) denote the standard bases, we have
\[ PFQT^{-1}(e_i) = \begin{cases} e_i, & 1 \leq i \leq r \\ 0, & r + 1 \leq i \leq b \end{cases} \]

and
\[ TQ^{-1} GS(e_j) = \begin{cases} e_{j+r'}, & 1 \leq j \leq r' \\ 0, & r' + 1 \leq j \leq c \end{cases} . \]

We thus have bases \( \alpha_i[1] = S(e_i), 1 \leq i \leq c, \alpha_i[0] = QT^{-1}(e_i), 1 \leq i \leq b \), and \( \alpha_i[-1] = P^{-1}(e_i), 1 \leq i \leq a \) such that
\[ f(\alpha_i[0]) = \begin{cases} \alpha_i[-1], & 1 \leq i \leq r \\ 0, & r + 1 \leq i \leq b \end{cases} \]

and
\[ g(\alpha_j[1]) = \begin{cases} \alpha_{r+j}[0], & 1 \leq j \leq r' \\ 0, & r' + 1 \leq j \leq c \end{cases} . \]

It is immediate that
\[ \ker(f) = \langle \alpha_{r+1}[0], \ldots, \alpha_{b}[0] \rangle \]

and
\[ \text{im}(g) = \langle \alpha_{r+1}[0], \ldots, \alpha_{r+r'}[0] \rangle , \]

so that we have the well-known homology decomposition \[ 13 \]
\[ R^b = \langle \alpha_1[0], \ldots, \alpha_r[0] \rangle \oplus \langle \alpha_{r+1}[0], \ldots, \alpha_{r+r'}[0] \rangle \oplus \langle \alpha_{r+r'+1}[0], \ldots, \alpha_{b}[0] \rangle . \]

**7.2. Homology SDR**

Let \( (X, d) \) by a chain complex of finite type (i.e. \( H_n(X) \) is finite dimensional for all \( n \)). We want to give a special presentation which can be used to calculate minimal resolutions of the type we have written about in the sections above. Let \( \{ e_i[i] \mid 1 \leq \)}
Let \( s \leq n_i \) be a basis for \( X_i \). In the notation of the preceding Section, we have bases \( \{ \alpha_s(0,0) = R^{-1}e_s[0] \} \) for \( X_0 \) and \( \{ \alpha_s(0,1) = Se_s[1] \} \) for \( X_1 \). Furthermore, we have

\[
d_1(\alpha_s(0,1)) = \begin{cases} 
\alpha_s(0,0), & 1 \leq j \leq r_1 \\
0, & r_1 + 1 \leq j \leq n_1
\end{cases}.
\]

More generally, we have \( P_i \) of order \( n_i - r_i \times n_i - r_i \), \( T_i \) of order \( n_i \times n_i \), \( \tilde{T}_i \) of order \( n_i \times n_i \) giving bases \( \{ \alpha_s(i,0) = Q_i T_i^{-1} e_s[i] \} \) for \( X_i \), \( \{ \alpha_s(i,-1) = P_i^{-1} e_s[i-1] \} \) for \( X_{i-1} \), and \( \{ \alpha_s(i,1) = S_i e_s[i+1] \} \) for \( X_{i+1} \). We define

\[
K_i = \langle \alpha_1(i,0), \ldots, \alpha_{r_1}(i,0) \rangle
\]

\[
B_i = \langle \alpha_{r_1+1}(i,0), \ldots, \alpha_{r_1+r_2}(i,0) \rangle
\]

and

\[
H_i = \langle \alpha_{r_1+r_2+1}(i,0), \ldots, \alpha_n(i,0) \rangle.
\]

We thus have

\[
X_i = K_i \oplus B_i \oplus H_i
\]

with

\[
d_i(\alpha_s(i,0)) = \begin{cases} 
\alpha_s(i,-1), & 1 \leq j \leq r_i \\
0, & r_i + 1 \leq j \leq n_i
\end{cases}
\]

and

\[
d_{i+1}(\alpha_{r_1+r_2}(i,1)) = \begin{cases} 
\alpha_s(i,-1), & 1 \leq j \leq r_{i+1} \\
0, & r_{i+1} + 1 \leq j \leq n_{i+1}
\end{cases}
\]

Note that we have

\[
\langle \alpha_{r_1+1}(i,0), \ldots, \alpha_{r_1+r_2+1}(i,0) \rangle = \langle \alpha_1(i+1, -1), \ldots, \alpha_{r_2+1}(i+1, -1) \rangle.
\]

By equation (7.1), we can define a map

\[
\tilde{\phi}_i : B_i \to K_{i+1}
\]

by

\[
\tilde{\phi}_i(\alpha_{r_1+r_2}(i,0)) = \alpha_s(i,-1)
\]

and we can extend this to a map \( \phi \) of all of \( X_i \) by taking \( \phi_i \) to be zero on \( K_i \) and \( H_i \). It is left as an easy exercise to the reader to see that, in fact,

**Theorem 7.1.** The degree 1 map \( \phi \) defined above is a splitting homotopy of \( X \) and we have an SDR

\[
\xymatrix{ H \ar[r]^\nabla & (X, \phi) \ar[l]^f }
\]
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